
V O L U M E  8 0 J U L Y  29, 1976 N U M B E R  16

JPCHAx

T H E  J O U R N A L  O F

i t ; ~
C i  -

¡ ¡ I
m ..... . ^

CHEMISTRY

- , . ■ *■<» ' 1 ; * . - » -j.»' m- • "j
.. • '...•-»

=r NEP’' -=rri PUBLI SHED B I WE E K L Y  BY THE AMERI CAN C HEMI C AL SOCI ETY



T H E  J O U R N A L  OF

P H Y S I C A L C H E M I S T R Y

BRYCE CRAWFORD, Jr., E d it o r  
STEPHEN PRAGER, A s s o c ia t e  E d i t o r
ROBERT W. CARR, Jr., FREDERIC A. VAN-CATLEDGE, A s s is ta n t  E d ito r s

EDITORIAL BOARD: C. A. ANGELL (1973-1977), F. C. ANSON (1974-1978),
V. A. BLOOMFIELD (1974-1978), J. R. BOLTON (1976-1980), L. M. DORFMAN (1974-1978),
H. L. FRIEDMAN (1975-1979), H. L. FRISCH (1976-1980), ; .
W. A. GODDARD (1976-1980), E. J. HART (1975-1979), W. J. KAUZMANN (1974-1978),
R. L. KAY (1972-1976), D. W. McCLURE (1974-1978), R. M. NOYES (1973-1977),
W. B. PERSON (1976-1980), J. C. POLANYI (1976-1980), S. A. RICE (1976-1980),
F. S. ROWLAND (1973-1977), R. L. SCOTT (1973-1977), W. A. STEELE (1976-1980),
J. B. STOTHERS (1974-1978), W. A. ZISMAN (1972-1976)

Published by the
AMERICAN CHEMICAL SOCIETY 
BOOKS AND JOURNALS DIVISION
D. H. Michael Bowen, Director

Editorial Department: Charles R. Bertsch, 
Head; Marianne C. Brogan, Associate 
Head; Celia B. McFarland, Joseph E. 
Yurvati, Assistant Editors 

Graphics and Production Department: 
Bacil Guiley, Head

Research and Development Department: 
Seldon W. Terrant, Head

Advertising Office: Centcom, Ltd., 50 W. 
State St., Westport, Conn. 06880.

© Copyright, 1976, by the American 
Chemical Society. No part of this publica­
tion may be reproduced in any form with­
out permission in writing from the Ameri­
can Chemical Society.

Published biweekly by the American 
Chemical Society at 20th and Northamp­
ton Sts., Easton, Pennsylvania 18042. Sec­
ond class postage paid at Washington, D.C. 
and at additional mailing offices.

Editorial Information
Instructions for authors are printed in 

the first issue of each volume. Please con­
form to these instructions when submitting 
manuscripts.

Manuscripts for publication should be 
submitted to The Journal of Physical 
C hem istry, Department of Chemistry, Uni­
versity of Minnesota, Minneapolis, Minn. 
55455. Correspondence regarding accepted 
papers and proofs should be directed to 
the Editorial Department at the ACS Eas­
ton address.

Page charges, of $60.0(1 per page are as­
sessed for papers published in this journal. 
Ability to pay does not affect acceptance or 
scheduling of papers. '

Bulk reprints or photocopies of indi­
vidual articles are available. For infofma* 
tion write to Business Operation?, Books 
and Journals Division at the ACS WaslP 
ington address. ■ ^

Requests for permission to reprint? 
should be directed to Permissions, Books 
and Journals Division at the- ACS Wash­
ington address. The American Chemical 
Society and its Editors assume ,no responsi­
bility for the statements and opinions ad­
vanced by contributors.

Subscription and Business Information
1976 Subscription rates—including sur-

face postage

U.S. PUAS
Canada,
Foreign

Member $24.00 $29.75 $30.25
Nonmember 96.00 101.75 102.25
Supplementary 

material 15.00 19.00 20.00
Air mail and air freight rates are avail­

able from Membership & Subscription Ser­
vices, at the ACS Columbus address.

New and renewal subscriptions 
should be sent with payment to the Office 
of the Controller at the ACS Washington 
address. Changes of address must include 
both old and new addresses with ZIP code 
and a recent mailing label. Send all address 
changes to the ACS Columbus address. 
Please allow six weeks for change to be­
come effective. Claims for missing num­
bers will not be allowed if loss was due to 
failure of notice of change of address to be 
received in the time specified; if claim is

::v ... . .
datecp(a) North Aihefica—more than 90 
days beyt*|d issue, date, (b) all other for- 
eignsbunore Jhah/L year, beyond issue date; 
or -if Hie reason* Jpven is “missing from 
■filefe”. Hard-copy claims are handled at the 
ACS Columbus address.

Microfiche .subscriptions are available 
at the feme 'rates IniNtre mailed first class 

"'to U.S, subscribers, "air mail to the rest of 
die world. Direct all inquiries to Business 
©perdions, Books açd Journals Division, 
at the; ACS Washington address or call 
(202) 872-4444. Single issues in hard copy 
and/or microfiche are available from Spe­
cial Issues Sales at the ACS Washington 
address. Current year $4.75. Back issue 
rates available from Special Issues Sales. 
Back volumés are available in hard copy 
and/or microform. Write to Special Issues 
Sales-at dhe ACS Washington address for 
further information. Microfilm editions of 
ACS periodical publications are available 
from volume 1 to the present. For further 
information, contact Special Issues Sales at 
the ACS Washington address. Supplemen­
tary material mùst be ordered directly 
from Business Operations, Books and Jour­
nals Division, at the ACS Washington ad­
dress.

Microfiche U.S.
PUAS,
Canada

Other
Foreign

Photocopy $2.50 $3.00 $3.50
1-7 pages 4.00 5.50 7.00
8-20 pages 5.00 6.50 8.00

Orders over 20 pages are available only on 
microfiche, 4 X 6 in., 24X, negative, silver 
halide. Orders must state photocopy or mi­
crofiche if both are available. Full biblio­
graphic citation including names of all au­
thors and prepayment are required. Prices 
are subject to change.

American Chemical Society 
1155 16th Street, N.W. 
Washington, D.C. 20036 
(202) 872-4600

Member & Subscription Services 
American Chemical Society
P.O. Box 3337 
Columbus, Ohio 43210 
(614)423-7230

Editorial Department 
American Chemical Society 
20th and Northampton Sts. 
Easton, Pennsylvania 18042 
(215) 258-9111

Notice to Authors last printed in the issue of January 1, 1976



THE JOURNAL OF

PHYSICAL CHEMISTRY

Volume 80, Number 16 July 29,1976

JPCHAx 80(16) 1739-1832 (1976)

ISSN 0022-3654

Some Fast Flu<lIide l~p Tr~ns~er Reactions.of CO·+ wit? Perfluoroalkanes and
Sulfur HeAfluonQe, Limits on the Heat of FormatIOn of FCO

, . . . , . Michael T. Bowers* and Marian Chau

On the Oxidizmg Radical Formed by Reaction of eaq - and SF6

, . , Krishan M. Bansal and Richard W. Fessenden*

Motton in Nonionic Surfactant Micelles and Mixed Micelles with Phospholipids. A
Carbon-13'Spin-Lattice Relaxation Study on p-tert-Octylphenylpolyoxyethylene
Ethe~s ",: ': ' ''. ' , . . , . , . , . Anthony A. Ribeiro and Edward A. Dennis*

The Polymorphism of Lithium Palmitate
; , , . , Marjorie J. Vold,* Hideo Funakoshi, and Robert D. Void

Electrosorption of 2-Butanol at'the Mercury-Solution Interface, 1. Thermodynamic Treatment
.. , His'amitsuNakadomari, David M. Mohilner,* and Patricia R. Mohilner

Oxidation of Silicon by WateraI1d Oxygen and Diffusion in Fused Silica ' . , R. H. Doremus

Location of the Cations in Hydrated NaCuY Zeolite , .. J. Marti, J. Soria,* and F. H. Cano

Synthesis and Characterization of a Complex of Rubeanic Acid and Copper(II)
Montmorillonite , . '" . , , ... S. Son, S. Ueda, F. Kanamaru, and M. Koizumi*

Nuclear Spin Relaxation in Methyl Groups Governed by Three- and Sixfold Barriers
. ,', . Kenneth H. Ladner, Don K. DaIling, and David M. Grant*

Electron Spin Resonance SpeQtra of the Thiadiazolothiadiazole Radical Anion
and Related Sulfur-Nitroten Heterocycles

. , . C. L. Kwan, M. Carmack, and J. K. Kochi*

Electron Spin Resonance Studies of Spin-Labeled Polymers. 11. Segmental and
End-Group Mobility of Some Acrylic Ester Polymers

. , , . A. T. Bullock,* G. G. Cameron, and V. Krajewski

Optical Activity of d-d Transitions in Copper(II) Complexes of Dipeptides and
Dipeptide Amides. Molecular Orbital Model .

, .. Gary Hilmes, Chili-yah Yeh, and F. S. Richardson*

Electronic Properties of N-Formylkynurenine and Related Compounds
.. , Marie-Paule Pileni, Paul Walrant, and Rene Santus*

Spectroscopic Studies of Charge-Transfer Complexes of Diazabenzenes with Iodine
, .. P. A. Clark,* T. J. Lerner, S. Hayes, and S. G. Fischer

Raman Spectra of Cystine-Related Disulfides, Effect of Rotational Isomerism about
Carbon-Sulfur Bonds on Sulfur-Sulfur Stretching Frequencies

... H. E. Van Wart and H. A. Scheraga*

Raman Spectra of Strained Disulfides, Effect of Rotation about Sulfur-Sulfur
Bonds on Sulfur-Sulfur Stretching Frequencies

. . . H. E. Van Wart and H. A. Scheraga *

;'~ll ).~ rt'J1I1Y111ff,.J

-e Y).fl.~:::9

1739

1743

1746

1753

1761 •
1773

1776

1780

:.783

1786

1792

:.798

:.804

:.809

:.812

:.823

1A



COMMUNICATIONS TO THE EDITOR

Agreement Concerning the Nature of the Variation of Disulfide Stretching 
Frequencies with Disulfide Dihedral Angles

. . . H. E. Van Wart, H. A. Scheraga,* and R. Bruce Martin 1832

■ Supplementary material for this paper is available separately (consult the masthead 
page for ordering information); it will also appear following the paper in the microfilm

edition of this journal.

* In papers with more than one author, the asterisk indicates the name of the author to 
whom inquiries about the paper should be addresssed.

AUTHOR INDEX

Bansal, K . M., 1743 
Bowers, M. T., 1739 
Bullock, A. T., 1792

Cano, F. H., 1776 
Carmack, M., 1786 
Cameron, G. G., 1792 
Chau, M., 1739 
Clark, P. A., 1809

Dalling, D. K., 1783 
Dennis, E. A., 1746 
Doremus, R. H., 1773

Fessenden, R. W., 1743

Fischer, S. G., 1809 
Funakoshi, H., 1753

Grant, D. M., 1783

Hayes, S., 1809 
Hilmes, G., 1798

Kanamaru, F., 1780 
Kochi, J. K., 1786 
Koizumi, M., 1780 
Krajewski, V., 1792 
Kwan, C. L., 1786

Ladner, K. H., 1783 
Lerner, T. J., 1809

Marti, J., 1776 
Martin, R. B., 1832 
Mohilner, D. M., 1761 
Mohilner, P. R., 1761

Nakadomari, H., 1761

Pileni, M.-P., 1804

Ribeiro, A. A., 1746 
Richardson, F. S., 1798

Santus, R., 1804 
Scheraga, H. A., 1812,

1823.1832 
Son, S., 1780 
Soria, J., 1776

Ueda, S., 1780

Van Wart, H. E., 1812,
1823.1832 

Void, M. J., 1753 
Void, R. D., 1753 
Walrant, P., 1804

Yeh, C., 1798

2A The Journal o f Physical Chemistry, Voi. 80, No. 16, 1976



P H Y S I C A L  C H E M I S T R Y
R egistered  in U. S. Patent Office ©  Copyright, 1976, b y  the Am erican Chem ical S ociety

T H E  J O U R N A L  O F

VOLUME 80, NUMBER 16 JULY 29, 1976

S o m e  F a st Fluoride Ion Transfer R e a c tio n s  of CO*+  with P erflu oroalk an es and Sulfur 

H exaflu oride. Limits on th e H eat o f Form ation o f F C O
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The reactions of CO-+, C0 2 -+, and Kr-+ with CF4, C2F6, C3F8, and SF6 are reported. The CO-+ ion reacts with 
CF4 and SF6 at nearly the collision limit while the nearly isoenergetic ions CO'2-+ and Kr-+ do not exhibit 
measurable rate constants. It is proposed that CO-+ reacts to form a stable COF- product via the reaction 
CO-+ + RF —► R+ + COF-. By using the RF molecules listed above the thermodynamic limits D(F-CO-) > 
2 9  kcal/mol and ¿ J i f ^ n i F C O - )  < —37 kcal/mol are obtained. Comparison is made with other data yielding 
the suggested values of D  (F-CO-) = 34 ±  4 kcal/mol and Aflf0 agslFCO-) = —42 ±  4 kcal/mol. Each of the ions 
CO-+, C02-+, and Kr-+ react with C2F6 and C3F8. Both absolute and relative rate constants are measured and 
discussed in terms of a reaction mechanism.

Introduction
There has been considerable interest in recent years in 

the mechanism of simple ion-molecule reactions at thermal 
energies. Charge transfer1^3 and proton transfer4 have received 
considerable attention, and to a lesser extent hydrogen atom 
transfer,5 hydride ion transfer,6 and fluoride ion transfer.7 In 
the study of charge transfer reactions in our laboratories it is 
usual to react a number of atomic and simple molecular ions 
with a given substrate molecule and use the measured absolute 
rate constants as diagnostics of reaction mechanism. One such 
system currently under study is the series of fluorinated 
methane substrate molecules.8 There is considerable evidence 
th a t  F r a n c k -C o n d o n  (FC) factors play an im p o r ta n t  role in 
determining the probability of a charge transfer reaction in 
simple systems,1 ’2 i.e., large FC factors are usually necessary 
for fast rate constants. For the CF4 molecule, the lowest energy 
Franck-Condon accessible ion is CF3+ with an onset energy 
of 15.35 eV9

CF4 — CF3+ + F- + e- + 15.35 eV (1 )

Hence, an ion reacting with CF4 via dissociative charge 
transfer must have a recombination energy greater than 15.35 
eV if the reaction is to occur at thermal energies. The ions 
Kr-+(3P3/2), C02-+, and CO-+ have nearly identical recombi­
nation energies, 13.999,13.77, and 14.01 eV. None of these ions 
have e n o u g h  in te rn a l e n e r g y  t o  dissociatively io n iz e  CF4. 
When these ions were allowed to react with CF4 we were thus 
not surprised that both Kr-+ and C0 2 -+ were totally unreac­

tive. However, we were very surprised when CO-+ reacted with 
CF4 at near the collision limit, k = (7.5 ±  0.8) X 10-10 cm3/s. 
This paper is the result of pursuing the origins of this sur­
prising observation and reports some very fast F ~  transfer 
reactions and limits on the thermodynamic quantities 
D(F-CO) and AHf°298(FCO) derived from these studies.

Experimental Section
All of the experiments reported here were performed on a 

laboratory built drift cell ICR that has been previously de­
scribed.10’11 Pressures were measured on a Granville-Phillips 
ion gauge calibrated against a MKS Baratron capacitance 
monometer. Drift times were measured using trapping plate 
ejection. Product distributions were measured at constant 
magnetic field using a Q-spoiler device for calibrating the 
marginal oscillator.12 All gases were purchased commercially 
and used as received. There were no detectable impurities in 
any of the gases.

Results
The absolute rate constants, heats of reaction, and the 

theoretical collision rate limits of CO-+, C02-+, and Kr-+ with 
CF4 and SF6 are given in Tables I and II. The only ionic 
products observed were CF3+ and SF5+, respectively. In Ta­
bles III and IV the absolute rate constants, product distri­
bution, heats of reaction, and theoretical collision rate limits 
are given for CO-+, Kr-+, and CC>2‘+ reacting with C2F6 and 
C3Fs. The low energy portion of the photoelectron spectra of

1739
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TABLE I: Absolute Rate Constants, Heats of Reaction, 
and Collision Limit Rate Constants for M*+ + CF4 —«• CFä+ 
+ Neutral Products

Reactant ion k X 1010 cm3/s A H ,b
(M-U Expt Theorya kcal/mol

CO-+ 6.6 8.29 16
C02-+ ~0 7.06 22
Kr-+ ~0 5.83 16

a G. Gioumousis and D. P. Stevenson, J. C hem . P h ys ., 29,294
(1958). Assumes k = 2 p q (a lii)in . b Assumed neutral products are
F- and M.

TABLE II: Absolute Rate Constants, Heats of Reaction,
and Collision Limit Rate Constants for M,+ + s f 6- . s f 5+
+ Neutral Products

Reactant ion k X 1010 cm3/s A H ,b
(M-+) Expt Theory“ kcal/mol

CO-+ 9.8C 10.0 29
co2-+ -0 8.34 36
Kr-+ ~0 6.65 30

a G. Gioumousis and D. P. Stevenson, J. C hem . P h ys., 29,294 
(1958); Assumes k = 2irg(aAt)1/2. b Assumed neutral products are 
M + F .c Fehsenfeld has previously reported a value of 13 X 1010 
cm3/s for this rate constant, J. C hem . P h ys ., 54, 438 (1971).

C F 4 ,  SF6, C2F6, and C3F8 are given in Figure 1. Also noted in 
Figure 1 are the recombination energies of CO-+, C02-+, and 
Kr-+. The values of the heats of formation of the ions and 
neutral molecules used in this work are summarized in Table
V.

Discussion
There are a number of observations that can readily be 

made from the data of Tables I-IV and Figure 1: (i) the reac­
tions

CO-+ + R-F * R+ + products (2)

where R = CF3-, SFr,-, C2F5-, and C 3F T  are all reasonably fast. 
If F- and CO are the products for reaction 2, then these reac­
tions are all endothermic (A H  >  15 kcal/mol) and would not 
be expected to occur at thermal energies; (ii) the energetically 
similar reactions

C02-+ + R-F —* R+ + products (3)

Kr-+ + R-F —► R+ + products (4)

do not have measurable rate constants at thermal energies 
although they have nearly the same energetics as reaction 2 
if the products are F- and CO, C02, or Kr; (iii) the photoelec­
tron s p e c tr a  o f  C F 4 a n d  S F 6 in d ic a te  th a t  neither of these 
molecules have measurable FC factors at the recombination 
energy of CO, CO2, or Kr (see Figure 1); (iv) the experimental 
rate constants for systems other than those represented by (3) 
and (4) approach the classical capture collision limits in all 
cases (except C02-+ reacting with C2Fe, where about 50% of 
the classical limit is obtained); (v) multiple reaction channels 
begin to appear in the C2F6 system and much more so in the 
C3F8 system.

These results can be understood using the following reaction 
mechanism:

[ R -F - -M]-+* —* MF- + R+ (5a)

[RF]-+* +  M (5b)
*—*■ products

where M = CO, C02, and Kr. A competition is set up in the 
collisions between a formal charge transfer reaction (5b) 
forming an unstable excited intermediate [RF]-+* and a for­
mal reaction complex mechanism, (5a), where a [R---- F—
M]-+* intermediate is formed. For all cpmbinations of M and 
R- listed above a complex can theoretically fee formed.13 Only 
for M equal to CO, however, is the 1VKF bond strong enough 
to make the exit channel (5a) energetically accessible (vide 
infra). For M = C02 or Kr the complex merely dissociates to 
reactants.

The charge transfer channel is energetically accessible only 
for R = C2F5- and C3F7\ It is not clear in the cases studied here 
that charge transfer does not proceed, at least in part, through 
the complex intermediate of (5a). Recent studies1 ’2 do, how­
ever, indicate that favorable FC factors are a requirement for 
fast charge transfer rate constants in most cases, supporting 
the dual mechanism model of reaction 5. 14 This is not a rigid 
requirement, however, particularly when the possible inter­
mediate complex is very stable.15

Inspection of the data in Table IV, M-+ + RF where R = 
C 3F 7- indicates the product distribution cannot be simply 
predicted on the basis of thermochemical considerations. The 
C F 4  elimination from [ C 3 F g ] - + *  to give C 2 F 4 - +  is clearly the 
most exothermic channel (ca. 50 kcal/mol), but the CFa+ ion 
dominates the product distribution. The C3F8 molecule is 
formally identical with C3H8 except F replaces H. The frag­
mentation of excited [C3H8]-+* ions has been the subject of 
considerable interest, in particular regarding its use as a model 
for testing quasiequilibrium theory calculations. 16 Inter­
estingly, the C2H5+ ion formed from loss of -CH3 dominates 
the propane product distribution at 14 eV total energy even 
though the C2H4-+ + CH4 products are thermodynamically 
more stable by about 1 eV. An analysis of the various reasons 
for this observed fact is given by Vestal,16 the key reason being 
the entropy associated with the transition state for both 
fragmentations. The CH4 elimination goes through a cyclic 
transition state (low entropy) and the CH3 elimination 
through a simple bond cleavage (high entropy). It is inter­
esting that the perfluoro system so closely imitates the 
perhydro analogue since often fluorine presents anomalous 
behavior.

Reaction 5a appears to offer the only feasible explanation 
of the fast reaction rate of CO-+ with CF4 and SF6 and for the 
formation of C2F5+ and C3F7+ products when CO-+ reacts with 
C2F6 and C3F8, respectively. From the data in Tables I-V it 
is straightforward to deduce the necessary conditions D(F- 
CO-) > 16, 29,15, (30) kcal/mol using the CF4, SF6, C2F6, and 
C3F8 data, respectively. 17 Using the relation

AH f°298(FCO-) = A tff° 298(F.)

+ AH f° 298(CO) -  D ° 298(F-CO-) (6)

one obtains A H i° 298(F C O -) <  -24, -37 , -23 , and (-38) 
kcal/mol from the CF4, SFe, C2F6, and C3F8 data, respectively. 
In order to test the upper bound on D(F-CO-) and lower 
bound on Aiffo298(FC0 -) we attempted to observe the reaction

CO-+ + C2F4 -  C2F3+ + FCO- (7)

The Journal o f Physical Chemistry, Voi 80, No. 16, 1976
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TABLE III: Absolute and Relative Rate Constants, Heats of Reaction, and Theoretical Collision Rate Constants for M*+ 
+ C2F6 — Products

Reactant ion 
(M-+)

k X 1010 cm3/s 
Expt Theory0

%
cf3+

Rei
k X 1010

AH ,°  
kcal/mol

%
c2f5+

rei
k X 1010

AH ,b 
kcal/mol

CO-+ 9.3 10.3 66 6.14 -15.3 34 3.16 15.4
C02-+ 4.1 8 .6 10 0 4.1 -9 0 0 2 1 .8

Kr-+ 5.8 6.9 1 0 0 5.8 -14.9 0 0 15.8
“ Assumed neutral products are CF3- + M. b Assumed neutral products are F- + M. e G. Gioumousis and D. P. Stevenson, J. C hem . 

P h ys ., 29, 294 (1958); assumes k =  2 irq(a/n)1/2.

TABLE IV: Absolute and Relative Rate Constants, Heats of Formation, and Theoretical Collision Rate Constants for M-+ 
+ C3F8 — Products

AH ,b AH ,c AH ,d t\H,e
Reactant k  X 1010 cm3/s % Rei kcal/ % Rei kcal/ % Rei kcal / % Rei kcal/
ion (M-+) Expt Theory CF3+ h 'X  1010 mol C2F4+ k X IO10 mol C2F5+ k  X IO10 mol C3F7+ k  X IO10 mol

CO-+ 11.9 12 64.8 -7.7 -25.1 17.6 2 .1 -55.4 8.7 1.03 -25.5 8.9 1.06 30.3
C02> 9.4 10 71.5 6.7 -18.8 24.2 2.3 -49 4.3 0.4 -19.2 0 0 36.7
Kr-+ 6.13 7.8 67.4 4.1 -24.7 17 1.04 -55 15.6 0.96 -25.1 0 0 30.7

“ G. Gioumousis and D. P. Stevenson, J. C hem . P h ys ., 29, 294 (1958); assume k = 2 irq (a / ^ y/2. b Assumed neutral products are M 
+ C 2 F 5 -. e Assumed neutral products are M + C F 4 . d Assumed neutral products are M + CF.y. e Assumed neutral products are M 
+ F-.

TABLE V: Heats of Formation of All Species Used in This 
Work

Species
Neutral

Afff°298, kcal/mol
Ion

AH f0 298, kcal/mol

CO -26.4“ 297
C02 —94.05“ 223 6
Kr 0 2P3/2 323 fc 

3Pi/2 338 6
F- 18.7e
cf3- -112.2d 99.3 e
cf4 -223“
C2F4 -155f 78 6
c2f5- - 2 1 2 #

Ö1VI

c2f6 -321“
c3f7- - l & f j
c3f8 -411#
sf5- A2h
sf6 -292“

“ Reference 21. b J. L. Franklin, J. G. Dillard, H. M. Rosenstock, 
J. T. Heron, K. Draxl, and F. H. Field, N a tl. S tan d . R ef. D a ta  
S er., N a tl. Bur. S tan d ., No. 26 (1969). c W. A. Chupka and J. 
Berkowitz, J. C hem . P h ys ., 54,5126 (1971). d J. A. Kerr and D.
M. Timlin, In t. J. C hem . K in e t ., III. 427 (1971). e T. A. Walker,
C. Lifshitz, W. A. Chupka, and J. Berkowitz, J. C hem . P h ys., 51, 
3531 (1969). t  J. Heicklein, Advan. P h otoch em ., 7,57 (1969). # W.
M. D. Bryant, J. P olym . S ci., 56,277 (1962). h Derived from the 
heat of formation of SF6 and the appearance potential of SF5+; 
V. H. Diebler and J. A. Walker, J. C hem . P h ys ., 44,4405 (1966). 
1 See ref 17.

Reaction 7 was not observed although the exothermic charge 
transfer reaction 8  was observed to be fast

CO-+ + C2F4 -*  C2F4-+ + CO (8)

The failure to observe a reaction does not prove that the re­
action is not exothermic, but for simple ion-molecule reactions 
it is suggestive that such may be the case. A tentative upper 
limit on D(F-CO-) can thus be set, D(F-CO-) < 53 kcal/mol

and AHf°298(FCO-) > —61 kcal/mol. In summary then 29 < 
D(F-CO-) < 53 and -61 < AHf0298(FCO-) < -37  where all 
units are in kcal/mol.

Macneil and Thynne18 have measured a lower limit on 
D(F-CO-) by observing the dissociative electron capture re­
action

CF20  + e~ — F- + FCO- (9)

which has a threshold of 2.1 ±0.1 eV. Using 3.40 eV19 for the 
electron affinity of F- and standard heats of formation of F- 
and CO, Macneil and Thynne deduce D(F-CO-) > 32 kca 1/ 
mol, giving AHfo298(FC0-) 1  —40 kcal/mol in good agreement 
with our results.

Henrici, Lin, and Bauer20 have also estimated D(F-CO-) 
and Afif°298(FCO-). They have studied the thermal decom­
position of F2CO in a shock tube and have suggested a complex 
reaction mechanism to fit their experimental data. The radical 
FCO- is not observed directly by Henrici et al., but is assumed 
to be a key intermediate in their reaction scheme. They were 
able to deduce that D(F-CO-) > 24.2 kcal/mol corresponding 
to AHf°298(FCO-) < —32 kcal/mol. The best fit to their overall 
reaction scheme was given by AHf°o(FCO-) at —34 kcal/mol 
with limits of -37 < A //f°o(FCO-) < -29 kcal/mol if their data 
were to fit within acceptable error limits the reaction scheme 
proposed. Comparison with our much more direct observa­
tions, as well as the data of Macneil and Thynne,18 indicate 
the estimates of Henrici et al. may be in error by approxi­
mately 5-10 kcal/mol and suggest that perhaps their mecha­
nism for interpreting their shock tube data should be reev­
aluated.

The heat of formation of FCO- has been estimated in the 
Janaf Tables21 from the heat of reaction

F2CO -»  CO + 2 F- AH t = 160.5 kcal/mol (10)

and by assuming D(Cl-ClCO)/D(CI-CO-) = D(F-FCO)/
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eV
Figure 1. He(l) photoelectron spectra of -CF4, SF6, C2F6, and C3F8 
between 12 and 17 eV. The recombination energies of ground state 
Kr-+, CO-+, and C02-+ are shown as the vertical lines.

D(F-CO-) = 4. This type of argumentation leads to A/if°298 
= -41  ±  15 kcal/mol. This value is in reasonable agreement 
with the upper limit we present in this work of A/ff° 298 2  —37 
kcal/mol. When all the data are taken into consideration, it 
is likely that ¿\H °zan iF C O -) is near our upper limit and does 
not approach our lower limit of —61 kcal/mol. Based on our 
data, the data of Macneil and Thynne, 17 and the arguments 
of Henrici e t  a l .20 and Stull and Prophet21 we estimate 
Atff°2 9 8(FCO) ^  -42  ±  4 kcal/mol and D(F-CO-) =* 34 ±  4 
kcal/mol.
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Evidence from optical absorption pulse radiolysis experiments is presented for the existence of an oxidizing 
radical other than OH produced by the reaction of SF6 and eaq_. This radical is capable of oxidizing phenol 
and hydroquinone directly to phenoxyl and p-semiquinone ion radicals, respectively, even at neutral pH. 
From an analysis of the yield and kinetics of formation of the p-semiquinone ion it was found that the inter­
mediate reacts with water with a rate constant of ~1.1 X 105 s~'. The reaction with hydroquinone has a rate 
constant of 1.7 X 109 M - 1  s_1. Conductometric pulse radiolysis experiments are in agreement with the opti­
cal results. The radical -SF5 is the simplest and most probable candidate for the oxidizing species. Sulfur 
hexafluoride can conveniently be used to introduce a strongly oxidizing radical into various systems where 
eaq~ can be scavenged. This approach is demonstrated for methanol solution by the production of Br2~ from 
IO“ 2 M KBr.

Sulfur hexafluoride has been widely used in radiation 
chemistry as an electron scavenger but little is known about 
the subsequent reactions of any intermediates produced. In 
aqueous solution the reaction eaq~ + SFfi leads ultimately to 
production of six fluoride ions.2-5 Both SF5- and SF4 have been 
suggested2’4 as successive intermediates.

eaq-  + SF6 - S F 5- + F - (1)

SF5- + H20  — -OH + F- + H+ + SF4 (2)

On the basis of conductometric pulse radiolysis experiments 
it was concluded previously4 that -SF5 has a half-life < 2  ga. 
This value implies that oxidation of water by SF5 is consid­
erably faster than by other strongly oxidizing radicals such 
as S04-~ and Cl which react with water with pseudo-first-order 
rate constants of 103-104 6>7 and 7 X 104 s_ 1 ,8>9 respectively. 
The present paper will describe experiments designed to re­
veal more details of the reactions of 'he oxidizing intermediate 
in SF6 saturated aqueous solutions.

Initial attempts to demonstrate the presence of an oxidizing 
radical different than OH involved the use of substituted 
phenols in optical pulse radiolysis experiments.10 In neutral 
solution OH adds to a phenol to form a radical of the hy- 
droxycyclohexadienyl type11 which loses water only slowly, 
to form a phenoxyl radical.

(3)

(4)

In contrast to this behavior, radicals with more tendency 
toward electron transfer oxidation, such as S04-~, produce 
phenoxyl radicals directly even in neutral solution. 12 Thus, 
the immediate appearance of the phenoxyl radical in any 
system demonstrates an oxidizing radical which acts differ­
ently than does OH. The absorption spectrum of a phenoxyl

radical is very distinctive with two narrow bands near 400 nm 
and is sufficiently different than that of the corresponding 
hydroxycyclohexadienyl radical that the two can easily be 
distinguished.

An experiment with 1.4 mM p-cresol, buffered at pH 6 .8  

with 1 mM phosphate and saturated with SF6, gave the samp 
optical spectrum for the phenoxyl radical as is produced by 
S04-_. (With S04-~ a spectrum taken 2 ga after the radiolysis 
pulse showed peaks at 389 and 408 nm with tmax of 2300 and 
3500 M" 1 cm-1, respectively.) Subsequently, it was found that 
addition of relatively large amounts of t e r t -butyl alcohol 
(~] 00 mM) to the SF6 solutions had no effect on the intensity 
of the phenoxyl radical absorption but did remove the ab­
sorption at ~330 nm caused by the OH adduct. Observation 
of the phenoxyl radical in this experiment shows that an oxi­
dizing radical other than OH is present and that this radical 
can be scavenged with relatively low concentrations of reac­
tant.

A similar experiment was carried out with an SF6 saturated 
solution of 1 mM hydroquinone at pH 7.2 with 1 mM phos­
phate buffer. In this case 0.2 M ierf-butyl alcohol was used 
to scavenge OH and to prevent production of the semiquinone 
radical ion from this source.13 The absorption rose to a plateau 
level in less than 1  ga and a spectrum taken at 1 - 2  g s  after the 
pulse matched that of the p-semiquinone ion14-15 with an cmax 
of 6100 at 430 nm (based on G(eaq~) = 2.7). With concentra­
tions of hydroquinone in the range 3 X 10- 5  to 1 X 10- 4  M the 
absorption at 430 mm rose more slowly but reached a plateau 
level and remained completely constant for at least 100 ga. At 
3 X 10- 5  M the plateau level was about half that at 1 X 10- 3  

M and the formation had a half-life of about 4 ga. This be­
havior is interpreted as a competition between the reaction 
of an oxidizing species, X, with hydroquinone

X + HOC6H4OH ^  X -  + -0 C 6H40- + 2H+ (5)

and its reaction with water

X + H2O ^ X -  + H+ + OH (6 )

which converts it to a form no longer capable of rapidly oxi­
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dizing hydroquinone. In this scheme the pseudo-first-order 
rate constant for reaction of X and for formation of semiqui- 
none is fe0bsd = &6 + ftslCeHUIOHh]. A plot of &0bsd for the 
formation of the semiquinone ion was made for concentrations 
of hydroquinone in the range 3  X  10 ~ 5 to  1 X  1 0 ~ 4 M  (see 
Figure 1). The rate constant for reaction of the oxidizing 
species with water was found from the intercept to be 1.1 X 
105 s-1 and the slope corresponded to a value of 1.7 X 109 M " 1 

s- 1  for reaction with hydroquinone. Neither an increase in the 
concentration of phosphate nor a reduction of the t e r t -butyl 
alcohol concentration to 50 mM significantly affected the 
competition.

If the reaction of the oxidizing species with water is a direct 
oxidation, as in reaction 2, then H+ must be produced and 
should be detectable in a pulse conductometric experiment. 
However, the half-life of 7 ps implied by the rate constant 
given above is considerably longer than the value of < 2  /as 
given earlier.4 A reexamination of the conductometric be­
havior seemed in order. Experiments were carried out with 
an a.c. conductivity apparatus16 which allows observation of 
the conductometric signal as soon as 3 n s after the pulse. 
Typical oscilloscope traces for SF6 saturated solutions (pH 
~ 6 ) are shown in Figure 2 at 5 and 50 /is/cm. The first valid 
point on the faster time scale (Figure la) is at 3.5 ¿ts after the 
pulse and corresponds to 1.2 equiv of acid (H+ + F~) per 
equivalent of eaq~ produced. It is not until about 20 /xs that the 
total yield amounts to 2 equiv of acid. On the longer time scale 
(Figure lb), the yield approaches the limiting yield17’18 of 7-8 
equiv of acid as reported by Asmus et al.4 Similar curves were 
obtained in the presence of 0.1 M methanol. Although analysis 
of these curves for the lifetime of the oxidizing radical is not 
possible because of the subsequent hydrolysis of SF44 on a 
similar time scale, these results are clearly consistent with a 
lifetime of as long as 7 ns as determined from the optical ex­
periments.

The conductometric results reported here differ somewhat 
from those of Asmus et al.4 who indicated that 2 equiv of acid 
were produced simultaneously with the disappearance of the 
optical absorption of eaq~. We note that the quantitative de­
termination of this value is given for 2 X 10-5 M SF« solution 
with certain assumptions regarding the incomplete scavenging 
of eaq_ at such a low concentration. The present interpretation 
should not seriously affect the measurements on the hydrol­
ysis of S F 4 .4

At this point it is appropriate to consider the nature of the 
oxidizing intermediate. Spin trapping ESR experiments with 
the a c i anion of nitromethane (CH2= N 0 2- ) 19 were carried 
out at low concentration of nitromethane in the hope that an 
intermediate could be detected. No ESR lines attributable to 
a new adduct were found but strong lines of ~03SCH2N 02~ 
did occur. This result shows that S03~ is produced at least as 
a secondary product and that S032~ is produced in the hy­
drolysis of SF4 as suggested by Asmus et al.4 Experiments with 
54 mM Cl-  (pH 6.6) or 0.5 M S042- solutions saturated with 
SF6 showed approximately 30% conversion to Cl2~ in the first 
case (G X e at 340 nm = 7200) but no evidence for formation 
of S(V  in the second. Thus the species in SF6 solution is less 
strongly oxidizing than is S04>~.20 The more rapid reaction 
with water (as compared with S04-_) is thus suggested to have 
in part the nature of hydrolysis although a net oxidation is 
probable. 9 Neither S04-~ (k  = 8 X 105)21 nor -SF5 (k <  2  X  
105) 22 reacts rapidly with t e r t -butyl alcohol. An attempt was 
also made to demonstrate the formation of OH when -SF5 

reacts with water. A low concentration of phenol was used with 
the hope that the adduct formed from the OH in this latter

Figure 1. A plot of the pseudo-first-order rate constant for formation 
of the berizosemiquinone ion as a function of the concentration o f  hy­
droquinone in SF6 saturated solution at pH 6.8. The solution also con­
tained 0.2 M fert-butyl alcohol to suppress formation of the semiquinone 
ion from OH.

50 fj. sec.
Figure 2. Oscilloscope traces showing the conductivity change (positive 
going signal) in SF6 saturated aqueous solution at pH ~6.5. The output 
from the secondary-emission monitor is represented by the negative­
going step. Time bases of 5 (a) and 50 (b) ns/cm are shown. In (a) the 
conductivity and dose traces are on the same time base so that the 
position of the radiolysis pulse (~1 ns long) is as shown. The conduc­
tivity detector was gated off for times corresponding to 1.6 to 2.8 cm 
so that portion of the trace must be ignored. The initial height on trace 
(a) represented by the arrow corresponds to 1.2 equiv of strong acid 
per equiv of eaq produced. The highest level reached in trace (b) 
represents 4.8 equiv.17

reaction could be distinguished from that formed from the 
primary OH. No conclusions could be drawn, however, be­
cause of the overlap of the time scales involved in the two 
processes. On the basis of the above results, -SFs remains the
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simplest and most likely candidate for the oxidizing species 
produced from SF6.

The use of SF6 allows one to produce an oxidizing species 
without introduction of a reactive compound which could 
undergo thermal reaction before radiolysis (as S20 8 2- may do). 
Because of the low solubility of SF6 in water, however, its use 
with various solutes is restricted to conditions where little 
competition for eaq-  occurs. Use of SFe to provide an oxidizing 
species in other than aqueous solution is more favorable be­
cause of higher solubility. For instance, the solubility of SF6 

in methanol and ethanol has been measured to be23 2 2  and 6 6  

mM, respectively. A solution of KBr (10 mM) in methanol was 
used to demonstrate production of Br2~ in this solvent. Ra­
diolysis of such a solution of KBr which has been deoxygen- 
ated by bubbling with N2 showed no significant absorption 
attributable to Br2~. When the same solution was saturated 
with SF6 at room temperature an absorption peaking at 360 
nm was found with a shape similar to that of Br2_ in water. 
The absorption at the peak corresponded toaGXe = 21 000 
after correction for the difference in electron density of water 
and methanol. If the yield of electron scavenging by SF6 at this 
concentration (20 mM) is 1.8 as found by Rzad and Fendler23 

then the value of e for Br2~" in methanol is calculated to be 
1 1  700 M- 1  cm-1. The value in water has been reported24 to 
be 12 000 M- 1  cm- 1  suggesting that little change occurs upon 
change of solvent and that efficient production of Br2~ by SF5 

occurs. This result demonstrates very well the formation of 
Br2_ in other than aqueous solution. Studies of the reactivity 
of Br2~ with various solutes in methanol could readily be 
carried out by this method and other applications of the use 
of SF6 can readily be imagined.
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Natural abundance 13C nuclear magnetic resonance spectra of p-tert-cctylphenol and p - t e r t - octylphenylpo­
lyoxyethylene ethers (OPE) a r e  presented and the spectral assignments determined from chemical shifts, 
relative intensities, and nonproton decoupled spectra. One bond coupling constants are also reported. Spin- 
lattice relaxation times (Ti) were employed to assess the motion of the OPE’s (especially Triton X-100) in 
organic solution and as micelles in aqueous media. These results suggest that free tumbling occurs in organic 
solution with segmental motion in the polyoxyethylene chain. In aqueous media, these nonionic surfactants 
form micelles with the alkyl chains in the hydrophobic core and the polyoxyethylene chains in the polar pali­
sade layer. Motion appears maximally restricted at the hydrophobic/hydrophilic interface, and internal and 
segmental motions of the alkyl and oxyethylene chains appear to be more dominant. 13C chemical shifts, re­
laxation times, and line widths suggest that the presence of phospholipid in mixed micelles with Triton 
X-100 does not affect the microenvironment or motional behavior of the micelle.

p-ieri-Octylphenylpolyoxyethylene ethers (OPE, 1) con­
stitute a m a jo r  class of nonionic surfactants which are widely

H H 
/C=C\

(C h3)3c c H2 c : c h3)2ĉ  c  <o c h2 c h2 )no h 

H H 

1

employed as detergents, solubilizers, and emulsifiers. Many 
of these ethers, in particular Triton X-100 (TX-100) where 
the average value of n  is 9-10, form micelles in aqueous solu­
tion1 2  and find wide application in biochemical studies in­
volving membranes and protein purification,3’4 and lipolytic 
enzymes.5 Our laboratory has been particularly interested in 
TX-100 since we have shown that it converts phospholipids 
into mixed micellar structures6 7 which serve as an advanta­
geous substrate for studying enzymes of phospholipid me­
tabolism.8 4 0

nuclear magnetic resonance (NMR) spectra of OPE’s 
with relatively high polyoxyethylene c o n t e n t  have been as­
signed, 11 ' 13 and chemical shift and relaxation time measure­
ments have been used to investigate the properties of those 
ethers in solution.12' 15 The natural abundance 13C NMR 
spectra of these ethers are assigned here and spin-lattice re­
laxation times ( T i) are reported. In the JH NMR spectrum 
in organic solvents, the bulk of the polyoxyethylene protons 
give rise to a single large peak, but in aqueous solution these 
protons exhibit many overlapping, chemically shifted 
lines.7 ’ 12'13 By contrast, 13C NMR allows resolution of several 
individual carbons in the polyoxyethylene chain of these 
ethers and an assessment of the mobility along the chain both 
in organic solvents and in aqueous solution.

°H NMR has also been used to investigate the interaction 
of these surfactants with phospholipids, but many phospho­
lipid proton signals overlap signals due to the surfactant 
protons.7 '1 1 ’13’15 The effect of dimyristoyl phosphatidylcholine 
on the 13C NMR spectrum of TX-100 is also reported because 
13C NMR allows the resolution of groups whose resonance 
signals overlap in 1H NMR.

Experimental Section
p-feri-Octylphenol (OP, Eastman) was thrice recrystallized 

from n-heptane to give large white needles (mp 85-86 °C).

OPE’s included TX-15, TX-35, TX-45, TX-114, and TX-100 
manufactured by Rohm and Haas. These commercial prep­
arations are polydisperse16 with respect to the polyoxyethy­
lene chain and may also have some heterogeneity in the hy­
drophobic alkylphenol group due to the manufacturing pro­
cess.17 Dimyristoyl phosphatidylcholine was obtained from 
Calbiochem. Deuterated solvents were obtained from Mal- 
linckrodt. Samples in organic solvents were 1.5 M, except for 
TX-100 samples which were always recorded at concentra­
tions of 0.4 M due to large viscosity changes at higher con­
centrations in D2O. 13

13C NMR spectra were obtained at 25.1 MHz in the Fourier 
transform mode on a JEOL PFT-100 Fourier transform sys­
tem equipped with a Nicolet 1085 computer and disk and 
operating at a field strength of 23 kG. Samples were locked 
onto the internal deuterium of the solvent. Proton decoupling 
was employed except where indicated. The probe temperature 
was 40 ±  1  °C as monitored with a small thermometer or 
thermocouple inserted into an NMR sample tube containing 
water. The Fourier transform spectra were usually obtained 
with a spectral window of 5000 Hz and with pulse recycling 
times of at least 3 times the longest Tj value of the sample. 
Relaxation times were measured by the 180°-r-90° sequence 
of Void et al.18 Peak heights ( I T) were hand measured on ex­
panded spectra of the appropriate resonance lines and the T\ 
values obtained from least-squares plots of log (/„ — I r) vs. t. 
All plots were found to be linear, except where noted. Where 
indicated, separate sets of data were obtained for protonated 
and nonprotonated carbons. The T j rims were generally made 
with 4096 channels, yielding 2048 real points after Fourier 
transformation.

Measurements on samples in D2O were made in 10-mm 
NMR sample tubes (Wilmad) which were outfitted with a 
coaxial insert containing CCI4 when chemical shift determi­
nations were made. These samples were not degassed. NMR 
measurements on samples in organic solvents were made in 
10-mm custom-made thick-walled NMR sample tubes con­
taining a capillary constriction. The constriction prevents 
vortexing upon spinning of the sample and minimizes diffu­
sion between gas and liquid phases.19 TMS was employed as 
an internal standard. For relaxation time measurements, these 
samples were thoroughly degassed by five-six freeze-pump- 
thaw cycles.
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Figure 1. Natural abundance 13C NMR spectra in CDCI3-  
under the following conditions:

20 0  - I8 0  I60 I40 120  I0 0  8 0  6 0  4 0  20  0
PPM

1 % TMS are shown and the assignments are listed in Table I. The spectra were obtained

Spectrum Compound Scans

Pulse
recycle time, 

s

Exponential
broadening,

Hz
Approx rel 

signal amplitude

A OP 128 30 0.39 0.7
B TX-15 128 30 0.39 1
C TX-35 128 30 0.78 1

D TX-45 132 35 0.39 1

E TX-114 128 4 0.39 0.75
F TX-100 160 35 None 0.5

Results

13C NMR spectra of OP and various OPE’s in CDCI3 are 
shown in Figure 1 and of TX-100 in CD3OD and D2O in Figure
2. Chemical shift data are listed in Table I along with the 
proposed spectral assignment. It is clear that OP does not 
show any NMR lines in the region of 60-73 ppm; thus reso­
nance lines in this region for the ethers can be attributed to 
polyoxyethylene carbons. For the five kinds of alkyl carbons, 
there appear to be only four obvious resonance lines. This is 
because the alkyl region at about 31.7 ppm actually consists

of two overlapping lines, peaks a and b, which can be resolved 
as shown for OP and TX-15 in Figure 3. These peaks were not 
generally resolvable for the higher homologues. Finally, in the 
phenyl region, the 13C NMR chemical shifts for peaks m and 
p appear about 1.2-ppm upfield and 3.7-ppm downfield, re­
spectively, upon substitution of the phenol hydroxyl with 
oxyethylene units.

The 13C chemical shifts do not appear to change signifi­
cantly among the OPE’s consistent with observations of 
chemical shifts.12 For TX-100, large changes are not observed

The Journal of Physical Chemistry, Vol. 80, No. 16, 1976
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Figure 2. Natural abundance 13C NMR spectra acquired with 30-s 
pulse recycle time, broadened exponentially by 0.1 Hz, and displayed 
with identical signal amplitudes for 0.4 M TX-100 in (A) CD3OD con­
taining TMS, 150 scans (B) D20, 256 scans. Assignments are listed in 
Table I.

between the 13C NMR spectra in CDCI3 and CD3OD. If the 
differences between internal and external reference standards 
are not large, it appears that the alkyl and phenol regions of 
TX-100 have very similar chemical shifts both in organic 
solvents and in micellar form in D20. This finding is consistent 
with a similar local microenvironment for these hydrophobic 
groups in micelles and in organic solution. By contrast, except 
for peak g assigned to the oxymethylene group adjacent to the 
phenyl ring, all of the hydrophilic oxyethylene carbons of 
micellar TX-100 in D20  appear to shift upfield by about 1 
ppm from their positions in CDCI3.

Relative carbon intensities are listed in Table II and are 
approximately proportional to the number of nuclei, although 
this need not be the case for 13C spectra due to differing NOE 
on each carbon and insufficient pulse recycling times relative 
to the Ti values. The polyoxyethylene content calculated from 
these carbon intensities are reasonably consistent with the 
manufacturer’s specifications (Table II). Nondecoupled 
spectra were acquired by the alternate pulse method of Gan- 
sow and Schittenhelm21 as shown for OP in Figure 4. Peaks 
c, d, o, and p are retained as singlets while peak e is split into 
a triplet and peaks a/b into two overlapping quartets. True 
one-bond coupling constants Ji3c_ih derived from these ex­
periments are listed in Table III and observed values of Ji3c_ih 
correspond to expected values for the various carbon groups.20

Spin-lattice relaxation times (Ti) in various samples are 
listed in Table IV and plots of IVTj values for the protonated 
carbons against the molecular axis are shown in Figure 5. The

B

10 Hz

b

Figure 3. Natural abundance 13C NMR spectra in C D C I 3 - I  % TMS for 
the approximate chemical shift ranges of (A) OP, about 30-40 ppm and 
(B) TX-15, about 29-33 ppm. No exponential broadening was employed.

Figure 4. Natural abundance 13C nondecoupled NMR spectrum in 
C D C I 3 - I  % TMS of OP acquired by the alternate pulse NMR method21 

with 128 scans and 60-s recycle times.

longest times are associated with peaks c, d, o, and p and are 
consistent with the assignment of the resonance lines as 
nonprotonated carbons from the nondecoupled spectra. In 
organic solvents, the relaxation times appear similar for OP, 
TX-15, and TX-35. They are somewhat longer for TX-100 but 
this is probably due to a decrease in concentration by a factor 
of about 4. Only small differences are observed for the T1

The Journal o f Physical Chemistry, Voi. 80, No. 16, 1976
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Figure 5. A plot of A/F, values of protonated carbons of OPE against 
the long molecular axis of the OPE molecule: TX-35 in CDCI3 (■) and 
TX-100 In CDCI3 (□), CD3OD (• ) , and D20  (O).

Figure 6. Natural abundance 13C NMR spectrum of 0.4 M TX-100 and 
0.133 M dimyristoyl phosphatidylcholine in D20. TX-100 resonance lines 
are assigned in Table I; resolvable phospholipid peaks are indicated 
as follows:

\ 0  3 4 6 5 2 I
0 ÇĤCCH2CHÿH2(CH2)6CHÿH2CH£CH3

c h 3c h 2c h2c h2 (c h 2 )6 c h 2 c h 2 ch2Üo c h  0

I 2 5 6 4 3 9 CH^dI oCH2CH2N(CHj )3

0. 8 7

values of TX-100 in the two organic solvents, but in aqueous 
media where micelles are present, the relaxation times are 
decreased consistent with XH T1 results.13 The NTi plots 
suggest a mobility gradient exists in thé long chain OPE’s from 
the phenyl ring to the terminal oxyethylene unit (see Dis­
cussion).

The 13C NMR spectrum of mixed micelles of dimyristoyl 
phosphatidylcholine and Triton X-100 is shown in Figure 6.

The Journal o f Physical Chemistry, Vol. 80, No. 16, 1976



p-fert-Octylphenylpolyoxyethylene Ethers 1751

TABLE V: Effect of Dimyristoyl Phosphatidylcholine (PC) on 13C Parameters of TX-100 Micelles3

Carbon peak
Chemical shifts, ppm T, relaxation times, s Observed line widths, Hz

+ PC + PC + PC
a 0.09 0.08
b 31.7 31.6 0.40 0.34 (3.3) (3.5)c 32.0 32.0 2.0* 1 .8* 1.1 0.95d 37.8 37.6 2.1 * 2.0 * 1.0 1.1e 56.8 56.9 0.10 0.07 14 14f 60.4 60.4 1.2 1.3 2.0 2.6
g 67.1 67.2 0.10
3 69.7 69.7 0.45 0.45 (7.5) (7.4)
1 71.8 71.8 0.96 1.05 3.2 3.8
m 113.8 113.9 0.15 0.17 5.3 5.8
n 126.6 126.6 0.15 0.17 5.5 5.3
0 141.5 141.5 1 .8* 1.7* 1.7 2.3
p 156.3 156.4 2.0* 1 .8* 1.1 1.7

0 Chemical shifts listed downfield from TMS and calculated from CC14 as in Table I. T, values were generally obtained 
with a pulse recycling time of 4 s. Line widths were obtained from spectra at a digital resolution of about 0.25 Hz. 
Parentheses have been placed around apparent line width values for resonance lines with overlapping resonances. * 15-s 
pulse recycling time.

Data for micelles of TX-100 in D2O are compared with similar 
data for mixed micelles in Table V. Chemical shifts, Ti re­
laxation times, and line widths of the surfactant resonance 
lines are not significantly different in mixed micelles and pure 
Triton micelles.

Discussion

13C NMR Assignment of OPE. Evidence is presented in this 
paper for the 13C spectral assignment of various OPE’s. 13C 
chemical shifts due to substituents are largely additive, and 
predictions of 13C chemical shifts on the basis of empirical 
correlations with model compounds are usually successful.23-25 
The assignment of the p-ierf-octyl region is made by com­
parison with reported 13C shifts of model compounds such as 
2,2,4,-trimethylpentane and 2,2-dimethylhexane,24 N- 
methyl-l,l,3,3-tetramethylbutylamine and 1,1,3,3-tetra- 
methylbutylamine,26 3-ferf-butyl-2,2,5,5,7,7-hexameth- 
yloctane and 2,2,4,4,7,7,9,9-octamethyldecane,27 and calcu­
lations of expected shifts from the parameters of Lindemann 
and Adams24 for alkanes. Specifically, peaks (a,b), (c,d), and 
e can be assigned on the basis of the expected shifts, spectral 
intensities, T, values, nondecoupled spectra, and previous 
assignments in the model compounds. However, definitive 
differentiation of the carbon signals in the peak pairs (a,b) and 
(c,d) cannot be made from the data available. However, the 
expanded spectra (Figure 3) might suggest that the peak 
which appears somewhat larger and narrower (peak b) cor­
responds to the tert-butyl group, and the other peak (peak a) 
to the dimethyl group.

Also, the peak pair (c,d) cannot be assigned unequivocally 
between the two alkyl quaternary carbon groups. Perhaps, the 
preferred assignment would be that which is analogous to
1,1,3,3-tetramethylbutylamine26 assuming that the phenyl 
group shifts the dimethyl quaternary carbon downfield as does 
the amino group. Recently, Ernst28 has suggested that alkane 
shift parameters can be used to predict shifts of branched 
alkyl chains in alkylbenzenes. Using this assumption, calcu­
lations with the Lindemann and Adams24 terms for alkanes 
indicate expected shifts of 32.1 and 37.4 ppm for the tert-butyl 
and dimethyl quaternary carbons, respectively. However, it 
should be noted that in the branched alkanes 3-tert-
2,2,5,5,7,7-hexamethyloctane and 2,2,4,4,7,7,9,9-octameth- 
yldecane, the assignments of Mendenhall et al.27 for the in­
terior dimethyl quaternary carbons and the tert-butyl qua­

ternary carbons are the reverse of that predicted by the Lin­
demann and Adams24 parameters.

In the phenol region, peaks (m,n) and peaks (o,p) can be 
assigned from the data given in the Results section and each 
pair can be differentiated by the changes in chemical shift in 
going from OP to OPE and by the known substituent effects 
of groups on phenyl rings as documented by Levy and Nel­
son25 and Stothers20 and by considering shifts observed in 
phenol, anisole, and cumene.

The main oxyethylene band absorbs at about 70.5 ppm and 
this observation agrees with reported shifts of about 71 ppm 
for interior oxymethylene groups in n-propyl ether,20 glyme 
and ethylene glycol monobutyl ether,29 and crown ethers.30 
Peaks f  and 1 are tentatively assigned to the terminal oxy­
ethylene unit by analogy to the oxyethylene unit in ethylene 
glycol monobutyl and monoethyl ethers29 and the observation 
that these two peaks have the longest T, values of the oxy­
ethylene carbons. Peaks g and h are tentatively assigned to 
the first oxyethylene unit adjacent to the phenyl ring. This 
assignment is suggested as these two peaks have the shortest 
T1 values of the oxyethylene carbons. Also, the methyl carbon 
in an aliphatic methyl ether absorbs at 58.4-58.6 ppm while 
the methyl carbon in anisole absorbs at 54.7 ppm29 suggesting 
that the phenyl group causes a small upfield shift of about 
3.7~3.9 ppm. This shift is close to the 3.2-ppm upfield shift of 
peak g from the main oxyethylene band, peak j.

Segmental Motion of OPE. Protonated carbon nuclei are 
generally dominated by dipole-dipole interactions between 
the carbons and their directly attached protons. If we assume 
that this is the case for the OPE’s,31 and that the molecular 
motion is sufficiently fast so that the “ extreme narrowing 
limit”  applies, then the effective correlation time (reff) for 
motion can be related to the observed T, values by32-34

1 _ ft2th27c2
N T ,  r c _H6 Teff

(1 )

where N  is the number of directly attached protons, 7 h and 
yc are the gyromagnetic ratios of the proton and carbon nu­
clei, h is Planck’s constant, and rCH is the carbon-hydrogen 
bond length. When a molecule is rigid and undergoing iso­
tropic motion, reff is then the correlation time for molecular 
reorientation. If internal rotation occurs or the molecular re­
orientation is ansiotropic, then reff would correspond to an 
average correlation time for the several motions.32-34

The Journal o f Physical Chemistry, Vol. 80, No. 16, 1976



1752 A. A. Ribeiro and E. A. Dennis

Plots of JVTi vs. the molecular axis of OPE in Figure 5 
suggest that the slowest motions occur in the alkyl methylene, 
dimethyl, and protonated phenyl carbons, since larger NTx 
values occur for the other groups. This result agrees with 
previous !H NMR relaxation time values.12’13’15 In organic 
solvents, the NT\ values of the alkyl methylene and phenyl 
ring carbons are approximately identical and presumably 
reflect molecular tumbling. Equation 1 then indicates a cor­
relation time of about 3 X 10-11 s for the tumbling of TX-100 
in organic solvents.

The feri-butyl methyl carbons and the carbons of the po­
lyoxyethylene group exhibit higher NTX values than the 
protonated ring carbons and presumably include contribu­
tions from internal motions. The NTi values for the dimethyl 
carbons also suggest some internal motions of those methyl 
groups, but this should not be viewed as definitive since curve 
stripping was employed to obtain those values. The observed 
trends in the AITi values appear quite reasonable as Corey- 
Pauling-Koltung models suggest that the alkyl methylene and 
the dimethyl groups are hindered between the tert-butyl 
group and the phenyl ring. On the other hand, the tert-butyl 
methyl carbons at one end of the molecule and the carbons of 
the long oxyethylene chain appear quite free to undergo in­
ternal motions.

For the polyoxyethylene chain, “zig-zag” and “meander” 
configurations have been previously suggested.35 Presumably 
the NTi values monitor trans-gauche rotations36 of the in­
dividual polyoxyethylene groups. In addition, however, the 
NTi values indicate a gradient in segmental motion in the 
flexible polyoxyethylene chain occurs, analogous to that which 
occurs in the alkyl chain of liquid decanol.37 The degree of 
segmental motion may increase as the polyoxyethylene chain 
length increases, but our data are not definitive on this point.

Influence of Micelle Formation on Molecular Motion. The 
exact state of aggregation of OPE’s in CD3OD and CDCI3 is 
not known. The nonylphenylpolyoxyethylene ethers may be 
monomeric in CH3OH,38 while two reports suggest that in 
ethanol-water mixtures, no micelle formation by polyoxy­
ethylene lauryl alcohol and a number of other nonionic sur­
factants occurs.39’40 In other organic solvents such as decane, 
these nonionic surfactants may form inverse micelles.16’38

In water, TX-100 is known to form micelles1'2 of molecular 
weight about 90 000.41 Upon micelle formation, these am- 
phipathic nonionic surfactant molecules are thought to pack 
with their hydrophobic alkyl and all or part of the phenyl 
groups forming an apolar region in the interior of the micelle 
and with the polar polyoxyethylene chains forming an exterior 
“ sheath” or “ palisade layer” containing a significant amount 
of water. Extensive 4H NMR studies12’13 have supported these 
ideas. A significant decrease in all NT 1 values of the proton­
ated carbons and the T1 values of the nonprotonated carbons 
is observed for TX-100 in micelles in D2O as compared to the 
organic solutions. This result appears quite reasonable since 
in the micelle each molecule would be somewhat restricted 
from free tumbling, although the same pattern in relative 
mobility should be retained.

In micelles, the site of maximal restriction occurs in the 
phenyl group and the phenyl-adjacent oxymethylene carbon, 
as they exhibit the largest reductions in NT\. These groups 
would constitute the hydrophobic/hydrophilic interface in 
these nonionic micelles. The hydrophobic alkyl groups and 
the hydrophilic oxyethylene groups, however, may still exhibit 
internal motions as much smaller reductions in NT\ are ob­
served. In fact, the NT 1 value of the tert- butyl methyl carbons 
is 8.1 times the NTi of the protonated ring carbons, suggesting

that methyl rotation is relatively more dominant than the 
molecular tumbling. This situation approaches the theoretical 
value of 9 for the fast internal motion of methyl rotors on the 
reorienting axis of a molecule.33’34 Similarly, upon micelle 
formation the local segmental motions of the flexible oxy­
ethylene chain become relatively more dominant. The seg­
mental motion appears most restricted in groups near the 
phenyl ring at the hydrophobic/hydrophilic interface. Less 
restrictions occur in the terminal groups at the periphery of 
the nonionic micelle. Previous T 1 measurements12,13 
suggested that such a gradient in mobility existed in the po­
lyoxyethylene layer of these micelles; however, overlapping 
lines prevented a definitive conclusion.

Hence, the 13C NMR studies suggest that in nonionic mi­
celles of the alkylphenylpolyoxyethylene ethers, segmental 
motions in both the oxyethylene and the alkyl chains might 
occur, from the interface outward along the polar chain and 
inward along the hydrophobic chain. This is quite different 
from that which occurs in micelles formed from ionic surfac­
tants which contain small charged polar head groups and ex­
hibit segmental motion only in the long alkyl chains.42-44

Heterogeneity and Polydispersity of Surfactant. The 13C 
NMR spectrum of TX-15 shows several small peaks in addi­
tion to the main resonance lines. These peaks are presumably 
due to the heterogeneity of residual OP, OPEi, and multimeric 
oxyethylated adducts in the commercial preparation of TX-15 
used. The presence of these compounds has been confirmed 
by thin-layer chromatography.45

When the average OPE chain length is increased, the small 
peaks are no longer detectable. This is expected as commercial 
preparations of longer OPE’s should be polydisperse16 in the 
polyoxyethylene chain and not heterogeneous. The NMR 
experiments here then observe only the average 13C NMR 
signals for the oxyethylene resonance lines of all the various 
polyoxyethylene adducts in any one sample. It should be clear 
that the polydispersity of the oxyethylene chain should not 
affect the 13C NMR assignment or the trends of motion of 
these ethers, and data obtained (particularly on long chain 
ethers) should be indicative of the same parameters for 
monodisperse surfactants.

Effect of Phospholipids on Triton X -100 Micelles. In our 
previous work, we found that excess TX-100 converts phos­
pholipid bilayers into mixed micellar structures based on 4H 
NMR7 11 and gel chromatographic studies.6 The I3C data 
(Table V) suggest that the presence of phospholipid in mixed 
micelles with TX-100 does not greatly affect the microenvi­
ronment of the surfactant micelles, nor the motioned behavior 
of individual groups in the micelle. This finding extends the 
previous 4H NMR relaxation data13,15 to other nonoverlapping 
resonance signals. An evaluation of the phospholipid peaks 
by 13C NMR and the finding that the phospholipid in mixed 
micellar structures is in a less restricted physical state than 
in sonicated vesicles or unsonicated multibilayers is discussed 
elsewhere.46
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Four polymorphic forms of lithium palmitate in addition to isotropic liquid were identified, and some struc­
tural information deduced for each, by correlation of results obtained by visual and microscopic observation, 
differential scanning calorimetry, and x-ray diffraction as a function of temperature. Transition tempera­
tures and heats of transition were determined. LiP I (obtained by crystallization from aqueous ethanol) is 
a lamellar crystal of hexagonal platelike habit, with a long spacing of 37.4 A at 25 °C and an angle of inclina­
tion of the chains to the planes of the polar head groups of 58.4°. LiP II (obtained by heating LiP I) is also 
crystalline, with a long spacing of 40.5 A independent of temperature, and an angle of tilt 67.7°. In LiP II the 
arrangement of the chains may resemble hexagonal close packing. LiP III (obtained by heating LiP II) is a 
viscous, doubly refracting, fluid mesophase in which the chains are hexagonally close-packed. LiP IV 
(present at room temperature after cooling from the melt) is crystalline with a long spacing of 38.5 A. The 
transition from LiP I to LiP II occurs at 106 °C with AH = 5.09 kcal/mol, and is reversible. The transition 
from LiP II to LiP III occurs on heating at 208 °C but is irreversible. LiP III melts to liquid at 222 °C with 
AH = 5.60 kcal/mol. The liquid undercools, so LiP III is partly but not completely recovered even after hold­
ing for 2 h 3 °C below the melting point. Heat is evolved over three temperature ranges during cooling to 
room temperature, but these are not believed to signify phase changes. On reheating, LiP IV exhibits no 
transitions except for melting to liquid at 221 °C. Variable values of apparent heat of fusion of 5.0 to 6.3 kcal/ 
mol were obtained, reflecting varying degrees of incomplete crystallization in the different samples. Compar­
isons and contrasts with previous work are discussed.

Introduction

The alkali metal salts of normal fatty acids with an even 
number of carbon atoms from Cg to C26 (soaps) are charac­
terized by the existence of a plurality of polymorphic forms.

Some different forms may be present at room temperature as 
the result of crystallization from different solvents or different 
thermal history of the sample, while others are formed only 
above transition temperatures occurring between room tern-
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perature and the final melting point to isotropic liquid. Many 
of the latter are mesomorphic (liquid crystalline). Large dis­
crepancies exist in the literature as to the temperatures and, 
in some cases, even the number of transitions. For example, 
Void, Macomber, and Void3 encountered discrepancies of up 
to 100 °C in the reported melting points of a series of sodium 
soaps, and of as much as 65 °C in the temperature of formation 
of liquid crystal. Although the cited literature is old (1899- 
1938), the situation is still far from being completely clarified. 
In 1971 Ripmeester and Dunnel4 published a table of transi­
tion temperatures of the alkali metal stearates on samples of 
varying thermal history studied by a variety of methods 
showing examples of varying numbers of transitions, and 
discrepancies of up to 18 °C in transition temperatures.

In the case of lithium palmitate, Void5 had reported tran­
sitions at 102,187, and 224-225 °C, with two crystalline and 
one waxy intermediate phase in addition to the isotropic liq­
uid. Gallot and Skoulios6 recently reported four transitions 
(at 102,190, 211, and 223 °C), postulating the existence of two 
crystalline phases, two “ribbonlike” intermediate phases, and 
the isotropic liquid. Careful study of the literature on soap 
phases suggests that most of the major discrepancies are not 
due to impurities or experimental imprecision, but arise from 
failure to maintain equilibruim, or confusion of one phase with 
another (especially when more than one mesomorphic phase 
exists), or the ability of one technique to detect a given tran­
sition which cannot be indicated by another (as in a case where 
the heat of transition is very small but the change in volume 
quite appreciable).

To clarify the situation for lithium palmitate, a correlation 
was made of the results of three different techniques, visual 
and microscopic observation, differentia] scanning calorim­
etry, and x-ray diffraction, over the temperature range from 
25 to above 250 °C on both heating and cooling at different 
rates, and with varied thermal history of the sample. Calo­
rimetry is most suitable for accurate determination of tran­
sition temperatures, with visual and microscopic observations, 
heats of transition, and x-ray diffraction patterns most re­
vealing as to the nature of the structural changes occurring 
at the transitions.

Experimental Section

Materials. Eastman Kodak highest quality palmitic acid 
was further purified by three recrystallizations from absolute 
ethanol. It had a melting point of 62.8 °C. Lithium palmitate 
(LiP) was prepared by neutralizing the acid in hot 50 vol % 
aqueous ethanol to pH 8 with an aqueous solution of lithium 
hydroxide (Matheson Coleman and Bell, reagent grade). The 
precipitated LiP was washed with cold absolute ethanol, was 
twice recrystallized from 50 vol % ethanol-water, again washed 
with cold absolute ethanol, and finally air dried at room 
temperature. That the LiP was completely solvent-free and 
did not form a hydrate is shown by the fact that the calori- 
metrically observed transition at 106 °C is found at the same 
temperature and with the same heat of transition after re­
peated heating and cooling to temperatures as high as 200 °C. 
Likewise, the x-ray diffraction pattern of a sample held 1 h at 
203 °C and cooled to room temperature is identical in every 
respect with that of the freshly crystallized and dried material 
at the same temperature. The sample lost no weight on air 
drying 24 hat 95 °C.

Calorimetry. A Perkin-Elmer differential scanning calo­
rimeter Model DSC-1B was used to determine transition 
temperatures and heats of transition. The temperature scale 
was calibrated using palmitic and benzoic acids, purified in

this laboratory, and indium, tin, and lead supplied by the 
Perkin-Elmer Corp. Transitions are taken as the points at 
which the curve of calories/second of input vs. temperature 
first departs from the smooth, nearly horizontal base line, or, 
in cases of severe premelting, as the point of intersection of 
the extrapolated steep portion of the curve with the baseline. 
The heat of transition is proportional to the area under the 
peak. The constant of proportionality was determined from 
the area under the fusion peak of tin and its known heat of 
fusion. The accuracy of transition temperatures obtained with 
the DSC for sharp transitions was ±0.5 °C. The uncertainty 
in the heat of transition, compounded of the uncertanties in 
measuring peak areas with a planimeter and in weighing the 
sample (typically 1 mg weighed on a Sartorius semimicro 
balance to 0.02 mg) is about ±3%. These est imates of the ac­
curacy of transition temperatures and heats of transition agree 
well with the findings of Chu7 using the same model calo­
rimeter. Since the pan covers of the sample holders are not air 
tight, a slow stream of nitrogen was passed through the 
chamber containing sample and reference in order to prevent 
oxidative decomposition at the higher temperatures.

X-Ray Diffraction. Two instruments were used. With the 
General Electric diffractometer (Model XRD-6) diffraction 
patterns can be obtained only at room temperature. Values 
of din corresponding to twice the Bragg angle are detectable 
to within 1° of the primary beam. The average value of the 
differences in 26 on duplicate runs at different sensitivities 
was 0.08°, although the positions of individual peaks can be 
determined within 0.02°. The intensity of the different lines 
is directly proportional to the size of the peak on the recorder 
output of counting rate vs. diffraction angle. Most measure­
ments were made at a current of 22.5 mA at an applied voltage 
of 45 kV, a scan rate of 2°/min, and a sensitivity such that 200 
counts/s resulted in full-scale deflection. Intensities tabulated 
on this scale are designated as / 200. More intense peaks re­
sulting in off scale counting rates were measured at sensitiv­
ities of 1000 cps for full-scale deflection (11000), or 10 000 cps 
(/10 000), and the results converted to 1200 for comparative 
purposes. This technique was used to obtain the patterns at 
room temperature after the sample had been subjected to 
various thermal treatments.

The second instrument used was a Seeman Laboratorium 
Debye-Scherer-type heating camera of 12 cm diameter. The 
camera was calibrated using sodium chloride as a reference 
material. The sample was finely ground and loaded into a 
thin-walled glass capillary. Heating is accomplished by a small 
electric furnace surrounding the sample. Temperatures were 
held constant by control of the voltage to the furnace. A 
voltage-temperature calibration curve was determined using 
a chromel-alumel thermocouple in the place of the sample. 
Blackening of the film due to the primary beam prevented 
determination of diffraction patterns at values of 26 less than 
10.6°. The average difference in position of diffraction lines 
measured by two different investigators was ±0.093 mm 
corresponding to differences in d/n of 0.03 to 0.002 A at the 
extremes of the angle range investigated. This camera was 
used to obtain diffraction patterns at room temperature and 
at various elevated temperatures, approached from both 
higher and lower values.

Cu Ka radiation was used in both instruments.

Results

Visual and Microscopic Observations. Visual observations 
were made of ca. 0.5-g samples sealed under vacuum in a ca.
7-mm i.d. glass tube heated and cooled in a transparent white
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TABLE I: Calorimetric Behavior of LiP Crystallized from Aqueous Ethanol

Heating rate, 
°C/min

LiP I — LiP II
LiP II — LiP IIP

T, °C

LiP III —*■ liquid

T, °C AH, kcal/mol T,°C AH, kcal/mol

0.625 105.9 5.10 202.6 223.5
2.5 105.4 5.09 206.6 221.8 5.52
5.0* 106.0 5.09 209.1 221.6 5.63

10.0 107.0 5.09 210.8 222.8 5.54
Avc 106.0 5.09 208.1 222.1 5.60
Av dev 0.2 2.0 0.6 0.04

° Slumping of the sample from a crystalline powder to a coherent liquid crystal prevents determination of AH in this case. b Average 
of four runs. c All seven runs are weighted evenly in the average.

mineral oil bath at a rate of ca. 3 °C/min The freshly crys­
tallized material is a lustrous white crystalline powder. No 
change in appearance was detected until at ca. 210 °C the 
powder began to sinter and flow together, becoming a highly 
viscous, very slightly turbid, straw-colored fluid which is 
doubly refracting (bright when viewed between crossed Po­
laroid sheets). A marked decrease in viscosity, loss of double 
refraction, and complete transparency accompanied fairly 
sharp melting near 225 °C. On cooling, the sample became 
progressively more turbid, but remained somewhat translu­
cent to temperatures well below the temperature of sintering 
observed on heating. The cooled material at room temperature 
is a slightly off-white, glassy-looking, brittle solid. Reheating 
produced a gradual increase in translucency until final melting 
occurred, again at 225 °C. In one cooling, a cracking noise, 
accompanied by a sudden small contraction occurred, at 95 
°C.

Microscopic observations were made at 100X using a Nikon 
polarizing microscope equipped with a heating stage. They 
show that the initial crystals are thin plates, many nearly 
perfect hexagons. No changes were observed on heating that 
had not been observed macroscopically. On cooling, the ma­
terial is initially present in isotropic, drop-shaped blobs, 
within which irregular darker and brighter patches gradually 
appear (first noted at ca. 110 °C), indicative of partial crys­
tallization.

The conclusions drawn from these observations are that (a) 
the initial crystals are thin plates of hexagonal shape; (b) 
lithium palmitate exhibits a liquid crystalline phase on first 
heating; (c) both the liquid and the liquid crystalline phases 
undercool extensively, at least when cooled at a rate of 3 
°C/min.

Calorimetric Results on Samples Crystallized from 
Aqueous Ethanol. This crystalline material is designated LiP
I. In the differential scanning calorimeter (DSC), it first 
undergoes a sharp, first-order phase transition at 106.0 °C 
with a heat of transition of 5.09 kcal/mol. After it was dis­
covered that this transition did not recur in a second run (the 
first run had been carried to 250 °C, above the visually ob­
served melting point), thé following sequence of runs was 
carried out. A sample was heated in the DSC at 5 °C/min to 
120 °C, held there 20 min, and then cooled in the DSC at the 
same rate. This procedure was repeated many times with 
progressively higher holding temperatures. Up to 200 °C the 
peak at 106 “Con heating was followed by a dip on cooling 
beginning at the same temperature and having the same area 
(i.e., heat absorbed on heating was the same as that evolved 
on cooling). However, after holding 20 min at 207 °C, the 
cooling dip and subsequent reheating peak had much smaller 
areas, though still occurring at 106 °C. After holding at 210 
°C, the transition at 106 °C was entirely absent on both

Figure 1. Heating curves for lithium palmitate obtained with the differ­
ential scanning calorimeter: (A) sample recrystallized from aqueous 
ethanol; (B) sample cooled from the melt.

heating and cooling. The material first formed on heating 
above 106 °C is fully crystalline, as indicated by the micro­
scopic observations and confirmed by x-ray diffraction, and 
is designated LiP II. The transition between LiP I and LiP II 
is completely reversible.: It was later established that the 
limiting temperature above which neither LiP I nor LiP II 
re-form on cooling corresponds to the formation of the me- 
sophase (liquid crystal) at 208 °C, designated LiP III.

The results of heating LiP I from room temperature to 250 
°C at varying heating rates are shown in Table I and a typical 
thermogram is shown as curve A of Figure 1. The transition 
from LiP I to LiP II has already been discussed. At a mean 
temperature of 208 °C, noticeably dependent on the rate of 
heating, a pronounced dip extending over ca. 10 °C occurs in 
the baseline as is clearly evident from curve A of Figure 1. It 
would be an error to interpret this dip as a slow evolution of 
heat. At this temperature the crystalline powder, LiP II, flows 
together into the viscous fluid liquid crystalline LiP III, 
making better thermal contact with the bottom of the sample 
pan which therefore requires less power input to keep it at the 
same temperature as the reference pan, just as if the sample 
were evolving heat. This artifact masks whatever heat is ab­
sorbed at the transition which therefore cannot be even esti­
mated, although it is probably small. Moreover, the area be­
tween the actual curve and an extrapolated horizontal baseline 
corresponds to an apparent evolution of heat varying over 
seven runs from 6.9 to 14.5 kcal/mol with no relation to the 
rate of heating, contrasted with the 3% accuracy established 
for normal transitions.

A further peak occurs at a mean temperature of 222.1 °C 
with a heat of transition of 5.60 kcal/mol where LiP III melts 
to isotropic liquid. There is no systematic dependence of this 
transition temperature on the rate of heating.

Calorimetric Results on Samples Cooled from the Melt. 
It has already been shown that undercooling occurs, and that 
the material cooled from any temperature above 208 °C (i.e.,
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TABLE II: Calorimetric Behavior of LiP Cooled from the Melt “

Rate of heating 
or cooling,* °C/min

Peak on heating Dips on cooling

7-
1 o o AH, kcal/mol O o AH, kcal/mol 79 O O AH, kcal/mol 79 O O AH, kcal/mol

0.625c 223 5.36 219 -0.89 215 -2.81 135 -1.53
2.5d 222 6.23 216 -0.99 210 - 2.20 130 - 2.02
5.0e 221 5.95 218 -1.56 207 - 2.66 135 -2.28

10.0/ 223 6.07 218 -1.97 203 -2.41 134 -2.50
a Since these samples have crystallized to varying degrees because of undercooling, average values of AH  are meaningless. * On 

heating there are seven runs at 5 °C/min and one at each of the other rates. On cooling there are:c Two runs. d Two runs. e Eight runs. 
f  Three runs.

from LiP III) is not LiP I. X-ray diffraction studies show that 
it is at least partly crystalline and different from both LiP I 
and LiP II. It is therefore designated LiP IV. The calorimetric 
results of heating LiP IV and of cooling the melt are shown in 
Table II, and a typical heating thermogram is shown as curve 
B of Figure 1. Only one peak occurs on heating at 221 °C. This 
is close to the previously observed melting point (222 °C), but 
the heat of transition fluctuates by amounts far outside ex­
perimental error (from 5.03 to 6.52 kcal/mol averaging 6.0 in 
ten runs on seven independent samples, with no dependence 
on the rate of heating). The lack of reproducibility is ascribed 
to variable extents of undercooling. That some values are less 
than the heat of transition of LiP III to liquid suggests that 
even at room temperature the sample may have contained 
some undercooled liquid crystal, or even liquid. That some are 
higher shows, in agreement with the visual and x-ray dif­
fraction results, that some crystal formation has occurred on 
cooling the melt to room temperature.

Cooling runs in the DSC (see Table II) show three shallow 
dips (heat evolution) beginning at the temperatures tabulated 
and extending over several degrees. Though conspicuous on 
the recorder chart, these curves are not shown in Figure 1, 
since the dips are too shallow to show well on a journal-size 
reduction. The temperatures are fairly reproducible although 
the variations are larger than the precision of the method, but 
the apparent “ heats of transition” fluctuate widely. The total 
of the three is sometimes greater and sometimes less than the 
heat absorbed on heating the same sample. There is no rela­
tion to the rate of heating or cooling. There is no obvious ex­
planation for the rough concordance of the temperatures of 
heat evolution on cooling, but the variability of the heats of 
transition can be attributed to varying degrees of undercool­
ing.

X-Ray Studies on Samples Crystallized from Aqueous 
Ethanol. Despite the fact that only a few soaps have been 
obtained as single crystals suitable for x-ray work, their 
powder diffraction patterns have much in common6'8’9 and 
are relatively simple, so that considerable structural infor­
mation can be obtained from them. The paraffin chains lie 
side by side arranged “ head to head” with the heads lying in 
parallel planes (00Z). These lead to a series of lines beginning 
at low angles (28 < 20°) and continuing out to 28 = ca. 50°. 
These are submultiples of a long spacing (the c crystallo­
graphic axis) which is generally somewhat shorter than twice 
the extended length of the soap molecule. Low orders are in­
tense with odd orders more intense than even. Both the al­
ternation and the total intensity disminish rapidly with in­
creasing order. The remaining lines in the patterns are asso­
ciated principally with the interchain packing, a value of d/n 
= ca. 4.2-4.4 Â corresponding to the distance between chains 
being very common.

First a pattern of LiP I was obtained at 25 °C. Then the

sample was heated and held at 203 °C for 1 h, and another 
pattern obtained, characteristic of LiP II. A further pattern 
was obtained after cooling to 25 °C, which is identical with the 
original in every respect. This result, in accord with the ca­
lorimetric results, confirms the absence of effects due to re­
tained solvent, and the reversibility of the LiP I-LiP II tran­
sition. Diffraction patterns were then obtained with the 
Seeman camera at two temperatures within the range of ex­
istence of LiP I (as indicated calorimetrically), four within the 
range of existence of LiP II, two within the range of LiP III 
(liquid crystalline), and two in the isotropic liquid. A char­
acteristic pattern of each phase is shown in Table III. The 
important points to be considered for all ten patterns obtained 
are: (1 ) classification of the lines as side spacings or orders of 
the long spacing, (2) determination of what changes in pattern 
occur for the various phases identified calorimetrically, and
(3) determination of what changes in pattern occur as a 
function of temperature for each phase.

The subdivision into side spacings and orders of the long 
spacing is accomplished by seeking submultiples of a common 
value. This identification of the lines is shown in Table III. At 
25 °C there are seven of the lines, classed as side spacings, all 
weak or very weak, which yield a value of 36.2 ±  0.5 Á if in­
terpreted as the 8th, 11th, 12th, 14th, 15th, 17th, and 18th 
orders of a long spacing. This fact is believed to be a coinci­
dence rather than evidence of yet another crystalline form of 
LiP since (a) the lower orders, which should be more intense, 
do not occur; (b) those of the same lines which are still present 
in LiP I at 87 °C where the whole pattern is weaker, have in­
creased with the increased temperature in such a way that 
they no longer correspond to any single second long spacing; 
and (c) the simultaneous deposition of two different crystal 
forms on several recrystallizations from the same solvent is 
highly improbable. The pertinent lines are marked with an 
asterisk in Table III.

The patterns of the material designated LiP I and LiP II 
on the basis of calorimetric data differ in several respects. LiP 
I at 25 °C has a long spacing of 37.40 ±  0.19 Á which increases 
with temperature (38.05 Á at 87 °C). LiP II has a long spacing 
of 40.47 ±  0.16 Á (average of values at four temperatures) in­
dependent of temperature over the range 113-203 °C. In­
spection of Table III shows that the side spacings of the two 
forms are also different. This observation is particularly 
conclusive of the fact that LiP I and LiP II are different crystal 
forms by comparison of the lines of strong and medium in­
tensity at the two temperatures. In such cases there is no 
question that the absence of a line at 113 °C which is present 
at 25 °C might be due to the general weakening of the dif­
fraction pattern with rising temperature rather than to the 
presence of a different crystal form. For example, the very 
strong line at 3.941 Á at 25 °C is missing at 113 °C. Many other 
differences can be found by studying Table III. Most side
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TABLE III: Characteristic X-Ray Diffraction Patterns on Progressive Heating of Lithium Palmitate Crystallized from
Aqueous Ethanol (Seeman Camera)a

LiP I at 25 °e LiP II at 113 °e LiP III at 215 0(;
Temp
Order din, A I d,A din I d din I

Long Spacings (001)
5 b (7.615 w 37.25 (8.338 m 40.54

(7.284 vw (7.879 m
7 b (5.398 vw 37.26 (5.914 w 40.52 none

(5.246 vw (5.662 w
12 3.125 vw 37.50 3.288 w(b) 39.45
13 2.858 vw 37.15 3.110 vw 40.44
16 2.335 w 37.36
17 2.232 m 37.94 2.364 vw 40.18
18 2.083 w 37.49
19 1.960 w 37.23
Av 37.40 40.42

Other Spacings (hkl)
4.513 vw*
4.303 vw

(4.224 c s (4.312 c vs 4.424 m(vb)
(4.095 c s (4.197 c vs
3.941 vs
3.745 d m 3.844 m
3.520 s(b) 3.672e m(b)
3.346 vw* 3.469 m(b)
2.978 vw* 2.932 vw
2.554 vw*
2.453 w* 2.485 m 2.530 vw,:b)
2.146 w* 2.291 vw
2.011 vw*

a Selected from films at 25,87, 113, 164, 178,203,215,219,246,282, and 312 °e. s, strong; m, medium; w, weak; vs, ve::y strong; etc;
b, broad. b The appearance of these DOt orders as a doublet is an artifact for which the authors have no explanation. Only a single sharp
line is obtained in the diffractometer patterns. c The average value of this pair of lines gives a not unreasonable value for the long 3pacing
if calculated as its ninth order, but the high intensity suggests it is due primarily to a side spacing. d This line gives a not unreasonable
value for the long 3pacing if calculated as its tenth order but the high intensity suggests it is due primarily to a side spacing. e This
line gives a not unreasonable value for the long spacing if calculated as its eleventh order, but the high intensity suggests it is due primarily
to a side spacing. An asterisk indicates lines which give an apparent second long spacing of 36.2 ± 0.5 A(8th, 11th, 12th, 14th, 15th,
17th, and 18th orders) but only coincidentally. See text. An opening parenthesis signifies that be bracketed lines appear as a doublet
on the film.

spacings within the phase field of both LiP I and LiP II in­
crease with increasing temperature but there is little difficulty
in identifying corresponding lines, showing that there are no
additional phase changes, undiscovered calorimetrically or
visually, between 25 and 203 °e. With LiP II there is a single
change in pattern occurring somewhere between 164 and 178
°e in which a very strong doublet occurring at 4.322 and 4.250
Aat 164 °e, believed to be related to an interchain spacing,
is replaced by a very strong singlet at 4.353 Aat 178 °e, al­
though no other changes occur except for small changes in side
spacings due to thermal expansion. This observation is not
indicative of a phase change, but can be accounted for in terms
of a relaxation of a restraint on the interchain packing on the
basis of a model proposed by Stosick,lO as is explained in the
Discussion.

LiP III at 215°C shows no long spacing in the x-ray camera,
although one might be present but too weak to register, in view
of the fact that at room temperature weak long spacings are
detected in crystalline LiP IV by the more sensitive x-ray
diffractometer as discussed later, whereas none are found in
the pattern obtained with the Seeman camera. There are only
two side spacings, a medium broad halo centered at 4.424 A
and a weak one centered at 2.530 A. These two spacings are
nearly related by V3 (2.530V3 = 4.382). This is the pattern

TABLE IV: Representative X-Ray Diffraction Patterns
of Lithium Palmitate at Various Temperatures after
Stepwise Cooling from the MeIta

Temp,
°e Values of dln(A) and intensities d

219 4.424 w (vb,d)
206 4.424 m (vb,d), 2.524 vw (b)
168 4.332 s, 2.510 w (1:), 2.26 vw (vd), 2.01 vw (vd)
93 4.214 s, 3.990 m (b:l, 3.629 m (d), 3.23 vw (vdl, 2.91 vw (vd)

2.457 w, 2.26 w (vd), 2.03 w (vd)
25 b 4.168 vs, 3.948 m lb), 3.580 m (b,d), 3.178 vw (vdl, 2.887

vw (vd), 2.457 w, 2.26 w (vd), 2.03 w (vd)
145' 4.303 vs (b), 2.494 w, 2.25 w (vb,d), 1.69 w (vb,d)

a The results shown were selected from 15 runs at various
temperatures. The DOt spacings are not found on the films al­
though x-ray diffractometer results (Table V) show that they are
actually present at 25 °e, although very weak, in slilllpies cooled
from the melt. b Pattern of the best crystallized of rlrree samples
at 25 °e. The same pattern was also found for a £ample cooled
continuously from the melt to 25 °e in 10 min. Note also that
these values are unchanged from those found at 93 °e ex.~ept for
the shortening due to thermal contraction. C Sample reheated to
145 °e after cooling from -.he melt to 25 °e. d w, weak; vb,d, very
broad, diffuse; m, medium; vs, very strong.
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TABLE V: X-Ray Diffractometer Patterns o f Lithium Palmitate at 25 °C

Order

Crystallized from 
aqueous ethanol (LiP I)

Cooled from the melt in 
vacuo in 2 h (LiP IV)

Cooled from the melt 
under argon in 20 min (LiP IV)

din, A 1200° d, A d/n, A 1200 d, A d/n, A 1200 d, A

Long Spacings (001)
1 36.371 3097 6 36.37 38.918 29.8 38.92 39.795 2.70 39.80
2 18.722 64.6 37.44 19.215 1.52 38.43
3 12.433 5186 37.30 12.810 5.90 38.43 12.980 2.00 38.94
4 9.340 6.09 37.36 9.804 0.95 39.22 9.540 1.40 38.16
5 7.456 105.1 37.28 7.642 1.75 38.21 7.782 1.75 38.91
6 Missing 6.449 0.65 39.69 6.478 1.60 38.87
7 5.338 22.0 37.37 5.502 1.00 38.51
8 4.671 0.90 37.37 4.804 1.10 38,43
9 4.157d 2.39 , 37.41 4.234° 9.78 38.10 4.248° 4.43 38.23

10 Missing 3.821 2.78 ••38.21
11 3.406 0.61 37.47 3.470 1.70 38.17 3.546 1.45 39.01
12 3.120 0.90 37.44 3.201 0.90 38.41 3.177 0.75 38.12
13 2.888 1.13 37.54 2.965 0.70 38.55 2.973 0.70 38.65
14 2.680 0.95 37.52 2.559 0.50 38.39
15 2.497 1.31 37.46 2.422 0.50 38.75
16 2.344 0.90 37.50 2.259 0.55 38.40
17 2.205 2.18 37.49 2.130 0.60 38.34 2.147 0.55 38.65
18 2.080 20.9 37.44 2.009 0.70 38.17 2.028 0.40 38.53
19 1.970 9.68 37.43
20 1.870 0.60 37.58
21 1.783 0.75 37.44
Av 37.44° 38.47 38.59°

Other Spacings (hkl)
8.230 2.92 4.541 1.65 4.513 2.03
4.536 0.40 4.396 2.20
4.372 0.35 4.183f 9.78 4.248f 4.43
4.157d 2.39 4.019 5.58 4,040 3.05
3.969 0.45 3.737 2.60
3.810 0.50 3.696 2.80 3.699 2.15
3.032 0.35 3.620 2.88 3.627 1.80
2.304 0.90 2.806 0.55 2.793 0.70
1.920 0.$5 2.487 0.88 2.464 0.70

“ Peak height at a sensitivity such that 200 cps gives full scale deflection on the recorder chart. 6 Calculated to 120c (where the peak 
is off scale) from a run at 110 ooo- ° Excluding the first order. d This reflection is possibly a superposition of an hkl spacing on 00). ° The 
abnormally high intensity may be due to superposition of an unresolved side spacing, t The high intensity here may be due to super­
position of a partially resolved long spacing.

to be expected of a liquid crystalline naesophase with hexa- 
gonally close-packed chains.

Liquid LiP at 314 °C shows no observable diffraction pat­
tern with the available camera.

X-Ray Studies of LiP during Cooling from the Melt. Four 
samples of LiP I were heated well above the melting point (to 
314 °C) and diffraction patterns obtained on cooling to suc­
cessively lower temperatures. The total cooling time was 8 h 
(2 h for temperature equilibration and x-ray exposure time 
per photograph at each temperature) in three cases. In the 
fourth, the melt was cooled directly to 25 °C (about 10 min). 
Typical results are shown in Table IV. Traces of the LiP III 
pattern are evident at 219 °C, just below the melting point, 
although the calorimetric data show that its formation is not 
complete there. The liquid crystalline lines persist as the 
temperature is lowered below the transition point (208 °C) 
found on heating for LiP II -*  LiP III. In two cases, the first 
trace of additional lines, indicating crystallization, occurred 
at 145 °C, and in one case at 168 °C. There was a considerable 
increase in the number of side spacings when cooling reached 
93 °C, but no additional lines were found on reaching room 
temperature. The long spacing lines were not observed on 
samples cooled to room temperature, but the more sensitive

x-ray diffractometer shows that they are present there, though 
weak. It is evident that the few lines which are present at room 
temperature after cooling from the melt cannot be attributed 
to either LiP II or LiP I. The new form is designated LiP IV. 
In summary, the x-ray data confirm the calorimetric obser­
vation that both liquid and liquid crystalline LiP undercool, 
and that the solid form resulting at room temperature is a new 
form, LiP IV.

Comparison of LiP I and LiP IV at 25 ° C Based on X-Ray 
Diffractometer Studies. Table V shows the x-ray diffracto­
meter patterns at 25 °C of lithium palmitate crystallized from 
aqueous ethanol (LiP I) and of two samples cooled from the 
melt at different rates (LiP IV).

Comparison of the patterns for LiP I found with the See- 
man camera (Table III) and the diffractometer (Table V) 
reveals both similarities and differences. The long spacing has 
virtually identical values by the two methods (37.40 ±  0.19 A 
vs. 37.44 ±  0.06 A). However, in the diffractometer the orders 
of the long spacing are much more intense than the side 
spacings, while the reverse is generally true in the camera. 
Moreover, out of 13 side spacings in the camera pattern and 
eight in the diffractometer, only three are at all similar! This 
effect is due to sample orientation in the diffractometer. Sets
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of crystal planes must have their normals lying in the same
plane as the incident and "reflected" x-ray beam, and there­
fore the planes must be parallel to the sample surface in the
diffractometer, in order to give diffraction, as well as satisfying
the familiar Bragg relation, nA = 2d sin 8. The crystallites of
LiP I are thin plates which are preferentially oriented parallel
to the surface when packed into the diffractometer sample
holder and the surlace smoothed. If the OOi planes lie parallel
to the plate face, they will diffract strongly. The intense side
spacings (hkl with zero or low l) will correspondingly make
large angles with the sample surface, few \Vill satisfy the con­
ditions for diffraction, and hence the corresponding lines will
be weak or absent. Some hkl planes with low h and k and high
I which are expected to diffract weakly will; nevertheless, be
in a position to diffract since they are nearly parallel to the 001
planes, and the orientation ofthe plateliJC.e crystallites is not
perfect. The effect of this orientation has been demonStrated
experimentallyll by use of a special holde::- permitting varia­
tion of the angle of incidence of the x-ray beam. The same
diffraction conditions apply to the Seeman camera but here
the sample, ground to a fine powder and packed in a narrow
glass capillary, is much more apt to have ::-andomly oriented
crystallites, and, in addition the sample is rotated during ex­
posure.

The orientation effect does not preclude comparison of the
patterns of LiP I and LiP IV taken with the diffractometer
under the same conditions. There is some ciifficulty, especially
in the faster-cooled sample, in distinguishing very weak lines
from electronic noise. In general "peaks" with 1200 < 1.0 were
ascribed to noise unless (a) they gave comistent values when
interpreted as orders ofthe long spacing cr (b), in the case of
LiP IV, were present in both samples. The principal conclu­
sion from these data is at once apparent. UP I and LiP IV are
different crystal forms. The long spacings differ, 37.44 vs. 38.5
A, a difference of 1.1 Awhere the maximum uncertainty is 0.2
A. The side spacings of the two polymorphs are also very dif­
ferent.

In the diffractometer patterns the relative intensity of the
long spacings with respect to the side spacings is enormously
greater with LiP I than with liP IV, and c:msiderably greater
for a sample of liP IV prepared by slow cooling than by fast
cooling. Also, different side spacings of LiP IV are present in
the camera pattern (Table III) than in the diffractometer
pattern (Table V). Both these effects are due to the presence
of orientable crystallites which, however, are smaller and less
orientable in liP IV than in liP I, and in the fast-cooled than
in the slow-cooled LiP IV. All the lines of the faster-cooled LiP
IV sample are weaker than those of the slower-cooled one,
suggesting either less complete or less perfect crystallizat~on.

The calorimetric finding of variable heats evolved on cooling
the melt and reheating the cooled material, and the micro­
scopic observation of incomplete recrystallization on cooling,
suggests that both factors are operative.

Discussion

Comparison with Previous Work. The::-e are some striking
similarities and some glaring discrepanciel; between the results
presented here arid those reported previously by Gallot and
Skoulios.6 Reconciliation of the differences is impossible,
however, since very little of the data on which their conclu­
sions are based is given in the published paper. Also, in the
prElsent work it was not possible to obtain x-ray diffraction
patterns at elevated temperatures at values of 28 less than
about 110, which is precisely the region of greatest concern in
their work.

1759

The present paper reports two lamellar crystal forms of
lithium palmitate, designated LiP I and LiP II, with a tran­
sition temperature of 106 °C. Gallot and Skoulios also find two
lamellar crystal forms, ciesignated LC I and LC:!, with a tran­
sition temperature of 102°C. For LC i they report a long
spacing of 37.5 Awhere the present fllm data give 37.40 Aand
the diffractometer data 37.44 Aat 25°C. For LCz they report
the long spacing as 40.3 Awhere the present work gives 40.5
Aifthe results at 113, 164, 178, and 203°C are averaged. The
melting point to isotropic liquid was found to be 222 °C in the
present investigation, and 223°C by the earlier investiga­
tors.

However, GaUot and Skoulios postulate the existence of two
different phases, ribbon phases BRI and BR2. between the
high temperature crystalline form and the melt, the first
forming at 190 °C and the second at 211 °C. Th~se are said to
be characterized by 10 -;0 20 sharp lines at small diffraction
angles and a halo about 4.5 A. Figure 4 of their paper3 shows
only seven or eight of these, the shortest of whic~1 corresponds
to a spacing of about 12 A, already longer than the longest
spacing determinable in our heating camera.

Calorimetrically, there is no indication of evolution or ab­
sorption of heat at 190 or 211 °C. Instead, there is but a single
thermal transition at 208°C, which may well .~orrespond to
their value of 211 °C. Moreover, the x-ray patterns at 178 and
203°C were the same with respect to both the presence and
value of long spacing, and the position of the half dozen side
spacing lines. In the temperature range above 208 °C, where
the phase present is here described as a liquid crystal, there
is only a very broad line at 4.42 A, corresponding to the 110
index of a hexagonally dose packed net, with 1 weak line at
2.53 A corresponding to the 110 index. The present data
therefore indicate that there is no transition at 190°C, and
that liquid crystal is fo:,med from LiP II at 208°C which in
turn melts to isotropic liquid at 222 °C. A very different
structure is inferred henff'or the phase existing just below the
melting point than that postulated by the earlier investigators.

Another major discrepancy concerns the reversibility of the
transitions. Gallot and Skoulios report that all transitions are
completely reversible. The present work shows that the
transition between the two crystalline forms LiP I and LiP II
at 106°C is reversible, but that the transition :rom LiP II to
liP III at 208°C is irreversible, and that on cooling LiP III
crystallizes in a new form (liP IV). Once the sample has been
cooled from the melt, 00 subsequent heating no calorimetri­
cally detectable transitions were found between room tem­
perature and melting at 222°C.

The transition temperatures reported earlier on the basis
of visual observation with no investigation of either revers­
ibility or nature of the intermediate phases3 are 102, 187, and
225°C (melting to liqu~d).The reported value of 187°C is of
passing interest in view of Gallot and Skoliou~' reported ob­
servation at 190°C, but (as already described> it is not con­
firmed by any technique in the present werk (including
comparable visual studies).

Structure of the Phases. It has already been pointed out
that the x-ray pattern of LiP III is in accorc. with the hy­
pothesis of a liquid crystalline mesophase containing hexa­
gonally closed-packed paraffin chains. This structure differs
from that proposed by Gallot and Skolious6 for either of their
forms, BR1 and BR2in roughly the same temperature range,
which involve irregularly kinked chains with a two-dimen­
sional ordered packing of polar heads and "pieces" of this sort
of structure 36 A in length arranged in a rectangular super­
lattice 87.6 AX 37 Afor BR1 of LiP (BR2 is stated to be similar
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but with different dimensions). Although the authors regard 
such a structure as unlikely, this interpretation cannot be 
checked since Gallot and Skolious did not publish their actual 
data, and low angle diffraction equipment usable at elevated 
temperatures was not available in our laboratory.

Usually very little information about crystal structure can 
be obtained from powder data but special circumstances make 
some conclusions possible about LiP I and LiP II. Gallot and 
Skolious6 show that these two structures (which they call LCi 
and LCo) are common to the Li soaps from C10 through C18, 
and that a plot of the long spacing vs. the number of carbon 
atoms in the chain yields a pair of straight lines (one for each 
form) from which the .angles (a) between the axis of the chain 
and the plane of the polar “ head” groups may be calculated 
(see Figure 8 of ref 6). Curiously, Gallot and Skolious did not 
publish calculated values of a. From their tabulated long 
spacings (whicjh agree with ours for C16 within 0.1 A for LiP 
I and 0.2 A for LiP II) we calculate a = 58.4° for LiP I at 25 °C, 
and a = 67.7° for LiP II at 150 °C. It was suggested by Bau12 
that the anomalously high intensity of the 0-0-18 line of LiP 
I at 25 °C (see Table V) may be due to all the methylene 
groups happening to scatter “ in phase” . If so, a = arcsin 
2.08/2.54 = 55.0°, in fair agreement with the value calculated 
from the data of Gallot and Skolious. A similar enhancement 
of a high order of the long spacing has been observed for other 
paraffin-chain compounds (calcium stearate13 and cetyl pal- 
mitate14).

Knowledge of the values of a makes possible calculation of 
the linear distance, L, occupied by the LiP molecule in the 
crystal for comparison with its length calculated from stan­
dard bond angles, covalent radii, and ionic crystal radii.15 
Since L = d/2 sin a, for LiP I at 25 °C, L = 22.0 A (at 87 °C it 
is 22.3 A), making the* as sumption that a is a constant of the 
crystal structure and therefore independent of temperature. 
The calculated length of the LiP molecule is 21.7 A, making 
the reasonable assumption that the lithium ion is nestled as 
closely as possible between the two oxygens of the carboxyl 
group. The gap in the packing along the axis of the chain is 
thus only 0.3 A at 25 °C but increases with increasing tem­
perature to 0.6 A at 87 °C. For LiP II, L = 21.9 A independent 
of temperature, so the gap is only 0.2 A. Perhaps this tight 
packing in LiP II accounts for the constancy of the long 
spacing with temperature.

An attempt was made to apply an hypothesis ofStosick,10 
designed for soaps in general and successfully applied to some 
sodium soaps by him and by Void and Smith13 to calcium 
stearate, in order to gain further insight into the structure of 
the crystalline phases of LiP. It fails for LiP I and LiP IV but 
has possible application to LiP II.

According to Stosick, not all soap solid phases are perfectly 
crystallized; many consist instead of sheets of double mole­
cules hexagonally close-packed and stacked together in dis­
orderly fashion, with no correlation between the polar head 
groups of successive sheets. On this model, the occurrence of 
the succession of sharp 001 lines (the long spacing) remains 
unaffected by the stacking disorder but the side spacings are 
broadened and only three can occur (the ones of indices 100 
= 010 = 110 near 20 = 20° using Cu K radiation, indices 110 
= 210 = 120 near 20 = 35°, and the one with indices 200 = 020 
= 220 near 20 = 40°). This happens because the reciprocal 
lattice becomes equivalent to a two-dimensional net with 
equal reciprocal axes between which the angle is 60°. The 
values of d/n corresponding to 20, 35, and 40° are respectively
4.4 A, 4.4/x/3 = 2.5 A, and 4.4/2 = 2.2 A.

It is apparent from Tables III and V that this hypothesis

cannot apply directly to any of the crystalline forms of LiP. 
There are many more than three clearly resolved side spacings. 
Moreover, for LiP I and LiP IV there are side spacings greater 
than 4.4 A, for which there are no possible indices on the 
original scheme.

However, a slight modification of the scheme may be ap­
plicable to LiP II. The chains are not, in fact, perfect cylinders, 
so that if they do not show a random orientation about the 
chain axis the packing could be closely but not exactly hex­
agonal. In this event the two reciprocal axes of the hk 0 net 
could be slightly unequal, in which case there would be three 
lines near 20 = 20° instead of one; or the angle between still 
equal reciprocal axes could differ slightly from 60°, in which 
case there would be two lines instead of one. In addition, the 
postulated stacking disorder might not be complete, in which 
case a few hkl lines with l ^  0 would be expected to be re­
solved.

LiP II at 113 °C has a strong doublet at 4.312 and 4.197 A 
so that the scheme with equal reciprocal axes is indicated. If 
the first of these is taken as 110 and the second as 100 = 010, 
the calculated angle between the reciprocal axes is 58.2°, not 
far from the 60° of truly hexagonal packing. Other hk0 lines 
may be readily calculated but only one of them is found, 210, 
2.467 calcd vs. 2.485 obsd. Others, if present, must be too weak 
to show under the experimental conditions used. Five lines, 
at 20° <20 <  35°, remain to be interpreted as hkl lines with 
l ^  0. This scheme provides a reasonable explanation for the 
observation, referred to in the results section, that the strong 
doublet, which has increased spacings at 164 °C due to ther­
mal expansion (4.332 and 4.250 A), is replaced by a very strong 
singlet at 178 °C, 4.353 A. This would imply that the angle 
between the reciprocal axes shifts to 60° with rising temper­
ature. There is no first-order phase change since no trace of 
a heat of transition is found during either heating or cooling, 
and the rest of the pattern at 178 °C is the same as that 164 
°C (constant long spacing as characteristic of LiP II and the 
same side spacings, at both 164 and 178 °C). The validity of 
the interpretation of the shift from doublet to singlet as due 
to an angle change is further confirmed by the presence of a 
line at 178 °C, very weak and absent at both 113 and 164 °C, 
at 2.520 A, which is interpretable as 110 (calcd 2.513 A). It is 
possible that a second-order phase change has occurred be­
tween 164 and 178 °C involving onset of free rotation of the 
chains, but such a change would not be detected by any of the 
techniques employed.

In conclusion, it is shown possible but not proven that in 
LiP II the chains are nearly hexagonally close packed when 
the phase is first formed from LiP I, and become fully so at 
some higher temperature, between 164 and 178 °C.

One further curious observation: lithium stearate, which 
has two successive crystalline forms exactly similar to LiP I 
and LiP II, has a lathlike crystal habit6’16 in contrast to the 
hexagonal plates of LiP and, unlike the behavior of LiP, the 
initial room temperature crystal form is regained on cooling 
from the melt.

Explanation of the various discrepancies will require much 
further investigation of calorimetric and x-ray behavior as a 
function of thermal history (maximum temperature to which 
samples have been heated, rate of cooling, time allowed for 
establishment of thermal equilibrium in the vicinity of tran­
sition temperatures, etc.), and of x-ray diffraction patterns 
at very small angles at high temperatures. The present data, 
however, are sufficient to show the general nature of the re­
sults to be expected.
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The electrosorpticn of 2-butanol on mercury from aqueous sodium sulfate solutions has been measured with 
a computer-controlled capillary electrometer. In these experiments, two requirements of the thermodynamic 
theory of electrocapillarity, which have generally been ignored in the past, have been obeyed. First, the mea­
surements have been made in a series of solutions in which the concentration of the organic compound was 
varied but in which the activity of the electrolyte, instead of its concentration, was held constant. Second, 
the activity of the organic compound in each electrolyte solution was determined and the thermodynamic 
analysis of the electrocapillary data was carried out using the organic activity instead of the organic concen­
tration. Because the thermodynamic analysis was carried out in this way it was possible to detect a reorienta­
tion of the 2-butanol molecules on the electrode surface. Analysis with concentrations instead of activities 
failed to reveal this molecular reorientation. The electrosorption is shown to be congruent neither with re­
spect to electrode potential nor with respect to excess surface charge density. The accuracy of the deter­
mined relative surface excesses has been estimated with the aid of a statistical treatment of the propagation 
of errors for derived quantities.

I. Introduction

The electrosorption of neutral organic molecules on metal 
electrodes from aqueous electrolyte solutions is a phenomenon 
which primarily involves the inner (compact) part of the 
electrical double layer with little or no complication from the 
diffuse layer. The study of this phenomenon can therefore 
provide significant information on the structure and inter-
molecular interactions of the inner layer. In addition to in­
formation on the behavior of the organic sorbates themselves, 
which has been the thrust of most prior studies,4 such inves­
tigations should also help illuminate the role of the water 
molecules in the inner layer. Of particular interest is any in­
formation on the structure of water in the inner layer, how this 
structure changes as a function of the electrical state of the 
system, and what relation the structure of the surface water 
bears to that of bulk water. This study of the electrosorption 
of 2-butanol on mercury from aqueous sodium sulfate solu­
tions was undertaken partly with this view in mind. In this
paper the experimental measurements and the thermody­
namic analysis of the data are presented. In part 2,5 the results 
will be further interpreted in terms of a theory of noncon-

gruent organic electrosorption based on a model of the surface 
layer as a two-component nonelectrolyte solution.

To our knowledge, this is the first experimental study of 
organic electrosorption in which proper account6 has been 
taken of two important requirements of the thermodynamic 
theory of electrocapillarity7 which have generally been ig­
nored8,9 in the past. These thermodynamic requirements are:
(i) that the activity (chemical potential) rather than the 
concentration of the electrolyte should be held constant as the 
concentration of the organic compound is varied, and (ii) that 
the thermodynamic analysis of the electrosorption data should 
be carried out using the activity rather than the concentration 
of the organic compound in the electrolyte solutions. In ad­
dition, in these experiments the electrode potential was 
measured with respect to a proper indicator electrode (see 
section II, D) instead of with respect to an ordinary reference 
electrode such as a calomel electrode.

II. Experimental Section

A. General. It was necessary to perform three different 
kinds of experiments for this research. The main experiments
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were electrocapillary measurements. However, before the 
electrocapillary measurements could be done, a series of emf 
measurements on reversible galvanic cells without a liquid 
junction was needed to establish the recipe for the preparation 
of the series’ of solutions required for the electrocapillary 
measurements, and before the electrocapillary data could be 
thermodynamically analyzed it was necessary to determine 
the activity of the 2-butanol in each of these electrolyte so­
lutions. The latter two kinds of experiments have never been 
included, and indeed, have generally been thought to be un­
necessary in previous studies of organic electrosorption.4'8"10 
The reasons why these two types of experiments are necessary 
can best be explained by a comparison of the exact, thermo­
dynamic equation for the relative surface excess of the organic 
compound with the approximate equation which has been 
employed in earlier work.

The thermodynamic electrocapillary equation7 for a pure 
mercury electrode in contact with a three-component aqueous 
solution containing one electrolyte and one neutral organic 
compound at constant temperature and pressure is
dy = —cM djE* — ATFaw d In a a

-  flT(r±w/W) d In ae (1 )
In eq 1 y is the interfacial tension of the electrode, and <rM is 
the excess charge density on the metal surface. E* is the po­
tential of the ideal polarized electrode with respect to an 
electrode dipping into the same solution which is reversible 
either to the cation (E+) or to the anion (E~) of the electrolyte. 
This special kind of reference electrode required by the 
thermodynamic theory of electrocapillarity will hereafter be 
referred to as the indicator electrode. 11 T^w IS the relative 
surface excess of the organic compound (A) with water (W) 
taken as the reference component, and a a is the activity of the 
organic compound in the bulk solution.13 r±w denotes the 
relative surface excess of the ion of the electrolyte to which the 
indicator electrode is not reversible, and is the number of 
moles of this ion in 1 mol of the electrolyte. ae is the activity 
of the electrolyte in the bulk solution.14 R is the gas constant, 
and T is the absolute temperature.

It follows from eq 1 that at constant temperature and 
pressure the true relative surface excess of the organic com­
pound is given by

Taw = - (1  /RT)(dy/d In oA)r,P,i;±,ae (2)
(The subscript p in eq 2 implies that the measurements are 
made at constant pressure.) In contrast, the approximate 
equation is

rAW,app = -(l/RT)(dy/d In cA)T,p,E,et,ce (3)
The additional subscript, app, on the symbol for the relative 
surface excess in eq 3 is added to emphasize the fact that this 
quantity is only an apparent one. cA in eq 3 is the bulk con­
centration of the organic compound in the solution. Ere( is the 
potential of the ideal polarized mercury electrode with respect 
to a constant potential reference electrode and includes a 
liquid junction potential. ce is the bulk concentration of the 
electrolyte in the solution. Use of eq 3 in place o f eq 2 is jus­
tifiable only if all three of the following implicit assumptions 
are true, (i) The addition of the organic compound to a solu­
tion with fixed electrolyte concentration, ce, does not change 
the electrolyte activity, oe. (ii) Holding the potential of the 
ideal polarized electrode constant with respect to a constant 
potential reference electrode as the organic concentration in 
the solution is changed is equivalent to holding the potential 
constant with respect to a proper indicator electrode, (iii) The

activity coefficient of the organic compound in the bulk so­
lution remains constant over the concentration range studied, 
i.e., the organic compound obeys Henry’s law throughout this 
concentration range.

It is evident from a survey of the literature416 that as­
sumption (i) has never been seriously questioned before.17 
However, it was recently shown in this laboratory,6’18 on the 
basis of emf measurements, that at least in the cases of 2- 
butanol and 2-methyl-2-propanol in aqueous solutions of 
sodium sulfate this assumption is untenable. In fact, addition 
of the organic compound to an electrolyte solution can sig­
nificantly raise the chemical potential of the electrolyte. 
Therefore, in order to keep the chemical potential of the 
electrolyte constant as the concentration of the organic 
compound is increased, it is necessary to lower the analytical 
concentration of the electrolyte in the solution. Thus, it is 
necessary to perform preliminary experiments to determine 
the recipe for preparation of the series of solutions of varying 
organic activity but constant electrolyte activity. The effect 
of the organic compound on the activity of the electrolyte is 
probably due6-18 to the promotion of water structure in the 
form of clathrate-like cages of water19-21 around the organic 
molecules, i.e., to the “ iceberg” effect.22 Such structured water 
in the form of cages around the organic molecules is evidently, 
on the average, unavailable to the ions of the electrolyte. Thus, 
the addition of the organic compound to the solution raises 
the effective concentration of the electrolyte in the remaining 
water, and hence, the electrolyte activity is raised.6 For the 
experiments described in this paper, the chemical potential 
of the NaaSCb was held the same in each solution as it is in a
0.1 M (0.100 45 m) solution of sodium sulfate in pure water 
at 25 °C in which the mean ionic activity,23’24 a± = 0.070 87. 
In order to keep a± at the same value in the presence of 2- 
butanol it was necessary to lower the concentration of the 
Na2S0 4 considerably as the organic concentration was raised. 
(Cf. Table I.) There appears to be no reason to believe that the 
two butyl alcohols we studied have any special structure- 
making ability over that of many other organic compounds.21 
Therefore, we believe this effect of the organic compound on 
the chemical potential of the electrolyte should always be 
taken into account in electrosorption studies; failure to do so 
may result in serious errors.

Assumption (ii) will necessarily be wrong whenever as­
sumption (i) is wrong because the change in the electrolyte 
activity produced by the organic compound will produce a 
corresponding change in the potential of an indicator electrode 
with respect to a constant potential reference electrode. If the 
activity of the electrolyte is maintained constant in the series 
of solutions of varying organic concentration as indicated 
above, only a small error would probably result from the use 
of a constant potential reference electrode because the change 
of liquid junction potential would be small. If, on the other 
hand, the concentration of the electrolyte instead of its activity 
is held constant, the errors in the measurement will be com­
pounded by use of a constant potential reference electrode. 
The recent advent of a large number of reliable ion selective 
electrodes makes it much easier to employ indicator electrodes 
today. In this work we used a Corning NAS 11-18 sodium ion 
electrode.

Assumption (iii) may or may not be true depending on the 
concentration range of the organic compound studied.6 If the 
concentrations are sufficiently low, the organic compound will 
obey Henry’s law and the assumption is true. It is usually 
desirable, however, in organic electrosorption studies to in­
clude rather high concentrations which do not lie in the
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TABLE I: Solution Composition

Molarity of 
alcohol

Mole fraction 
of alcohol

Activity of 
alcohol

Mole fraction 
of water

Activity of 
water

Molarity 
of salt

Molality 
of salt

0.0000 0.000 000 0.0000 0.9982 0.9957 0.100 00 0.100 45
0.0130 0.000 235 0.0056 0.9980 0.9955 0.099 35 0.099 79
0.0160 0.000 289 0.0068 0.9979 0.9954 0.099 20 0.099 65
0.0200 0.000 362 0.0086 0.9978 0.9953 0.099 00 0.099 45
0.0250 0.000 452 0.0107 0.9978 0.9953 0.098 75 0.099 21
0.0310 0.000 561 0.0133 0.9977 0.9951 0.098 45 0.098 91
0.0370 0.000 670 0.0158 0.9976 0.9950 0.098 14 0.098 62
0.0460 0.000 834 0.0197 0.9974 0.9949 0.097 69 0.098 17
0.0580 0.001 052 0.0249 - 0.9972 0.9947 0.097 09 0.097 58
0.0700 0.001 270 0.0300 0.9970 0.9944 0.096 49 0.096 99
0.0860 0.001 563 0.0369 0.9967 0.9941 0.095 69 0.096 20
0.1050 0.001 910 0.0451 0.9964 0.9938 0.094 73 0.095 26
0.1250 0.002 277 0.0538 0.9960 0.9934 0.093 73 0.094 28
0.1470 0.002 682 0.0634 0.9956 0.9930 0.092 63 0.093 19
0.1750 0.003 199 0.0756 0.9951 0.9925 0.091 22 0.091 80
0.2100 0.003 848 0.0909 0.9945 0.9919 0.089 47 0.090 05
0.2550 0.004 687 0.1107 0.9937 0.9910 0.087 21 0.087 83
0.3000 0.005 533 0.1307 0.9929 0.9902 0.084 95 0.085 62
0.4200 0.007 810 0.1845 0.9907 0.9879 0.078 93 0.079 64
0.5000 0.009 356 0.2210 0.9892 0.9864 0.074 92 0.075 71
0.6000 0.011 299 0.2669 0.9874 0.9844 0.069 90 0.070 67
0.7000 0.013 271 0.3135 0.9855 0.9825 0.064 88 0.065 64
0.8400 0.016 083 0.3710 0.9828 0.9800 0.057 86 0.058 62
1.0000 0.019 368 0.4411 0.9797 0.9770 0.049 83 0.050 57
1.2000 0.023 575 0.5118 0.9756 0.9738 0.039 80 0.040 46
1.4000 0.027 916 0.5652 0.9715 0.9713 0.029 77 0.030 33

Henry’s law region in order to define adequately the electro­
sorption isotherm. In the case of this study it was found that
2-butanol did obey Henry’s law up to 0.7 M, but for all solu­
tions of higher concentration there were significant negative 
deviations from Henry’s law.

B. Emf Measurements to Determine the Recipe for Prep­
aration of the Solutions for the Electrocapillary Measure­
ments. Since the activity of a single electrolyte in solution can 
be determined15’23 from measurements of the emf of a galvanic 
cell without liquid junction in which one of the electrodes is 
reversible to the cation while the other is reversible to the 
anion, the recipe for solution preparation was determined by 
measuring the emf of such cells. Solutions containing different 
concentrations of the organic compound which yield the same 
emf will have equal electrolyte chemical potentials. In the past, 
such emf measurements for alkali metal salts have been in­
convenient because the only satisfactory alkali metal elec­
trodes were dilute amalgams. Nevertheless, very satisfactory 
measurements of the activity of sodium sulfate in aqueous 
solutions were accomplished in 1934 by Harned and Hecker25 
who used a cell consisting of a sodium amalgam electrode and 
a two-phase lead amalgam-lead sulfate electrode. The advent 
of commercially available glass electrodes which respond to 
Na+ or K+ ions has now made such emf measurements much 
easier, and successful determinations of the activity of NaCl 
and KC1 in water and various water-organic mixtures have 
been reported.26'27 Therefore, the emf of galvanic cells con­
sisting of a Corning NAS 11-18 sodium ion electrode and a 
two-phase lead amalgam-lead sulfate electrode28 in the three 
component mixtures of sodium sulfate, water, and 2-butanol18 
was measured.

The two-phase lead amalgam was prepared by cathodic 
deposition of lead from a lead nitrate solution into pure 
mercury (triple vacuum distilled). The lead sulfate was pre­
pared from reagent grade chemicals by the method of Harned 
and Hecker25 and stored under distilled water until used. A

three-compartment, jacketed, borosilicate glass cell was em­
ployed. One compartment contained the glass electrode. The 
other two compartments contained identical lead amalgam- 
lead sulfate electrodes. Temperature was controlled at 25 ±
0.05 °C by pumping water from a thermostat through the 
jacket. Each compartment was provided with a sintered glass 
bubbler for deaeration of the solution with prepurified ni­
trogen prior to measurement and with an inlet and outlet for 
nitrogen above the solution surface to maintain a nitrogen 
atmosphere during measurements. Platinum wires were sealed 
through the walls of the amalgam compartments to provide 
electrical contact. The cell was dewetted with the vapor of 
dichlorodimethylsilane to prevent the solution from creeping 
between the cell wall and the amalgam pool, because spurious 
emf readings can result if solution comes in contact with the 
platinum wire at the point where it makes contact with the 
amalgam pool. Two lead amalgam-lead sulfate electrodes were 
used to ensure that equilibrium had been established. No emf 
values were accepted until the difference of potential between 
these two electrodes was less than 50 mV.

The emf between the glass electrode and the lead amal­
gam-lead sulfate electrode was measured with a Keithley 
Model 610CR solid state electrometer with input impedance 
greater than 10+15 ohm. The glass electrode was connected to 
the electrometer with a Keithley Model 6107 pH electrode 
adapter. The unity gain output of the electrometer was read 
on a Fluke Model 8300A digital voltmeter to within 10 mV.

To ensure that this galvanic cell responded correctly to the 
sodium sulfate activity, a test was made using solutions of the 
salt in pure water. Seven different solutions of sodium sulfate 
in pure water in the concentration range, 0.050 29-1.348 8 m, 
were used.1 The emf of the cell at 25 °C was measured for each 
solution. The value of the mean ionic activity, a±, for each 
solution was calculated24 from the tabulated stoichiometric 
mean molal activity coefficients,23 and the slope and standard 
deviation of the slope of the linear regression of the emf on In
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a± were calculated.30 The theoretical slope is 1.5RT/F where 
F is the faraday. The found slope was 1.4998/iT/F with a 
standard deviation less than 0.0005RT/F. Therefore, this 
galvanic cell obeys the thermodynamic relationship almost 
perfectly in the case of solutions of sodium sulfate in pure 
water.

To prove that the cell also behaved correctly in the case of 
solutions containing 2-butanol, an additional check was made. 
The emf of the cell was measured for solutions saturated with 
solid sodium sulfate in the absence and presence of 2-butanol. 
The observed values of the emf were 0.615 39 and 0.615 38 V, 
respectively, which proves that the cell still behaves correctly 
in the presence of the organic compound. Therefore, its emf 
can be taken as a direct measure of the chemical potential of 
the sodium sulfate in the presence of 2-butanol. The procedure 
used to determine the recipe for preparation of the solution 
has been described.6 (Cf. Table I.)

C. Solution Preparation. The 25 solutions (Table I) con­
taining 2-butanol in the concentration range 0.0103-1.400 M, 
each with the appropriate concentration of Na2S04, were 
prepared by weighing 2-butanol and sodium sulfate into a 
volumetric flask, which was then filled to the mark with water 
after temperature equilibration at 25 °C. The density of each 
solution at 25 °C was measured using a calibrated 10-cm3 
pycnometer. From the density and the composition data, the 
mole fractions of 2-butanol and of water and the molality of 
the Na2S04 (in moles of electrolyte/kilogram of water, not 
/kilogram of water organic mixture) were calculated for each 
solution. In order to eliminate traces of adsorbable organic 
impurities, the water used in the solutions was distilled from 
alkaline permanganate using a still equipped with a splash 
trap and a heated column of glass helices, and then it was re­
distilled to eliminate the possibility of any carry-over of traces 
of permanganate. The 2-butanol (Eastman reagent grade) was 
twice distilled; each time only the middle 50% fraction boiling 
at 93.4 ±  0.2 °C at local atmospheric pressure was collected. 
Gas chromatography revealed only a single peak. Fisher re­
agent grade sodium sulfate was used without further purifi­
cation because a prior experiment revealed no differences in 
the electrocapillary curves of 0.1 M Na2S04 prepared from the 
reagent after recrystallization and from the reagent as re­
ceived.

D. Electrocapillary Measurements. The electrocapillary 
curves for the 0.1 M solution of Na2S04 in pure water and for 
each of the 25 solutions (Table I) containing 2-butanol were 
measured using the computer-controlled capillary electrom­
eter described earlier.31 The precision of this instrument was, 
however, improved over that indicated in our earlier publi­
cation as a result of two modifications, one hardware, the other 
software. The hardware modification was to replace all of the 
older model operational amplifiers (Philbrick P series) with 
encapsulated solid state amplifiers (Philbrick 101A, 1023 and 
1700) having much lower noise levels. The software modifi­
cation was to add a data rejection and remeasurement pro­
gram (overlay RJCT) to the set of disk overlay programs. After 
all points on an electrocapillary curve have been measured in 
triplicate, overlay RJCT calculates the average value of the 
interfacial tension, y, at each electrode potential and its 
standard deviation. If the standard deviation exceeds 0.033% 
of the average value of y, a routine based on Dixon’s statistical 
analysis of extreme values32 is entered to determine whether 
rejection of one of the three individual measurements at the 
potential in question is justified.33 If data rejection is statis­
tically justified, the outlying value is discarded and the mea­
surement is repeated automatically.

The maximum bubble pressure (MBP) electrode31 was 
calibrated using 0.05 M Na2S 0 4 at 25 °C for which Smolders 
and Duyvis35 reported that the value of the interfacial tension 
at the electrocapillary maximum is 426.2 ±  0.2 dyn cm-1  on 
the basis of sessile drop measurements.

The electrocapillary curves for 0.1 M Na2S 0 4 in pure water 
and for each of the 25 solutions containing 2-butanol (Table
I) were measured in triplicate at 61 different electrode po­
tentials. The potential of the MBP electrode was controlled 
vs. the Corning NAS 11-18 sodium ion electrode in the same 
solution. The Corning NAS 11-18 electrode thus served as a 
true indicator electrode, and potentials were on the E* scale. 
The high impedance glass indicator electrode was connected 
to the voltage follower of the potentiostat by means of the 
Keithley Model 610CR electrometer which served as an im­
pedance matching preamplifier. The potential range covered 
was —1.300 to +0.200 V. The potential interval between points 
was 25 mV. Each point was measured with a relative standard 
deviation of less than 0.033%. Figure 1 shows the complete set 
of electrocapillary curves. A complete table of the electroca­
pillary data is available as supplementary material (see 
paragraph at end of text regarding supplementary material).

E. Determination of the Activity of the 2-Butanol and of 
the Water in the Electrolyte Solutions. The activity of the
2-butanol in the electrolyte solutions was measured by the gas 
chromatographic method36 which we described recently. Di­
rect measurements of the alcohol activity were made only for 
the seven highest concentrations (Table I). The results are 
shown in Figure 2. The relative standard deviations for the 
activity measurements were about 0.5%. It was found that 
when the activity of the 2-butanol was plotted (Figure 2) 
against the mole fraction, xA, of the alcohol in the bulk solu­
tion the points for the three lowest concentrations (0.50,0.60, 
and 0.70 M) for which measurements were made lay accurately 
on a straight line passing through the origin. Therefore, these 
three solutions obey Henry’s law and so, necessarily, must all 
more dilute solutions. The activities of the 2-butanol in all the 
more dilute solutions were therefore obtained by interpolation 
on the Henry’s law line. It can be seen from Figure 2 that for 
the four highest concentrations (0.84,1.00,1.20, and 1.40 M) 
there are increasing negative deviations from Henry’s law.

The upper curve in Figure 2 is for the water activity, aw, in 
the bulk electrolyte solutions.37 It was calculated from the 
activity data for the 2-butanol by integration of the Gibbs- 
Duhem equation. Since the chemical potential of the elec­
trolyte was held constant as the activity of the 2-butanol in 
these solutions was varied, the Gibbs-Duhem equation for this 
three-component system reduces to

d In aw = - U a/* w) d In aA (4)

x w in eq 4 is the mole fraction of water in the bulk solution and 
the other symbols are as defined previously. Equation 4 was 
integrated from xA = 0 to the values of x\ for each of the 25 
solutions to obtain the water activity (Table I). The value of 
the water activity at the lower limit of integration was ob­
tained for the 0.100 45 m solution of Na2S04 in pure water by 
cubic interpolation from the table of practical osmotic coef­
ficients given in the extensive compilation of Voznesens­
kaya.38

F. Data Analysis. The electrocapillary data were analyzed 
by digital computer (CDC 6400) using extensions to previously 
published39-40 techniques. In this section three major parts 
of the data analysis will be outlined: (1 ) calculation of excess 
charge density and relative surface excess as functions of 
electrode potential and solution composition, (2) transfor­
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Figure 1. Complete set of electrocapillary curves. In the center section, 
top curve is base electrolyte curve. Succeeding 25 curves from top to 
bottom are for increasing concentrations of 2-butanol as listed in Table 
I.

Figure 2. Activity of 2-butanol and of water in solutions in which a± =  
0.070 87 as function of mole fraction of 2-butanol.

mation of relative surface excess frcm the basis of electrode 
potential to the basis of excess charge density as the inde­
pendent electrical variable, and (3) determination of confi­
dence limits for the relative surface excess.

1. The excess charge density, <rM, the relative surface excess, 
Taw, and the smoothed values of the interfacial tension, 7 , 
were calculated by means of a moving least-squares patch on

the electrocapillary surface, 7  =  y(E+, In a,\). The individual 
patches on this surface were fit by a least-squares polynomial 
in two independent variables which included terms up to the 
fourth degree in E+ and second degree in In a a- In those parts 
of the data where the relative surface excess is small (and the 
experimental error of ± 0.1 dyn cm-1 [see below] is comparable 
to the changes in 7  from one solution to the next) special 
precautions were taken to ensure that the random errors did 
not overwhelm the analysis. These precautions took the form 
of two stages of pretreatment of the data. In the first stage, the 
base electrolyte solution electrocapillary curve was smoothed 
by a moving least-squares polynomial in one independent 
variable (E+) of degree three, and the excess charge density 
and smooth values of the interfacial tension were calculated. 
In the second stage, the interfacial tensions for the nine lowest 
solution activities, <za, and the smoothed base electrocapillary 
curve were subjected to treatment by a moving least-squares 
patch on the surface 7  =  7  (E+, a a )  subject to the constraints 
that the smooth interfacial tension for the base curve would 
be exactly that already determined in the two-dimensional 
least-squares smoothing of that curve, and that the relative 
surface excess for the base curve would be exactly zero. For 
the five solutions of lowest organic concentration, the resulting 
smooth values of interfacial tension were substituted for the 
raw data. The complete analysis was then performed on this 
revised data by a moving least-squares patch on the surface 
7  =  7  (E+, In a a )  excluding the base electrolyte electrocapillary 
curve for which In a a is not defined. During this processing, 
precautions were taken to avoid distortion of the data by re­
quiring each fitted patch on the electrocapillary surface to 
meet the conditions that the excess charge density at constant 
organic activity is an increasing function of electrode potential 
and that the relative surface excess at any electrode potential 
is either always positive or always negative. Whenever a fitted 
least-squares patch failed to meet either of these conditions 
additional points were added to the patch, and it was refit 
until the conditions were met. The relative surface excesses 
and the excess charge densities were smoothed and their 
partial derivatives calculated by similar moving least-squares 
patch procedures on the surfaces aM = <rM(E+, In a a )  and T a w  

= rAw(£'+, In oa).
2. The relative surface excess data were transformed from 

a constant electrode potential basis to a constant excess charge 
density basis by (a) fitting the electrode potential to the 
smoothed excess charge density by a moving fourth degree 
polynomial and interpolating the electrode potential to a 
defined master set of excess charge densities, and (b) similarly 
fitting the smoothed relative surface excesses to electrode 
potential and interpolating the relative surface excess to the 
electrode potential corresponding to the desired excess charge 
density. These calculations were carried out for each solution 
separately.

3. To determine the confidence limits for the data, espe­
cially the relative surface excesses, three independent deter­
minations of the electrocapillary curve for 0.1 M Na2S<J4 were 
made using the data rejection method described above. For 
each curve a freshly prepared solution was used, and the 
pressure transducer and the MBP capillary of the com­
puter-controlled capillary electrometer were independently 
recalibrated. At each electrode potential the interfacial tension 
for the three solutions was averaged and the variance was 
calculated. A chi-square test for the homogeniety of variance30 
indicated no significant differences among the variances of 
the interfacial tension at the different electrode potentials. 
Therefore, it was justifiable to pool the variances41 to establish
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a single variance of 0.0090 dyn2 cm-2 (standard deviation = 
0.095 dyn cm-1) for the interfacial tension. Thus, using the 
£-table, the 95% confidence interval for any interfacial tension 
measured in triplicate on the computer-controlled capillary 
electrometer is ± 0.1 dyn cm-1.

The variance and standard deviation for the relative surface 
excess were then calculated from (drAw/d7 )£+ and the vari­
ance of y using the single random variate form for the prop­
agation of errors of derived quantities. This partial derivative 
was calculated at each data point by a moving polynomial at 
constant electrode potential. The variance of the relative 
surface excess was then given by42

var r Aw = [(drAw/d7 )i:+]2 var y (5)

where “var” means “ the variance o f ’. The standard deviation 
of r Aw is shown as a function of TAw in Figure 3. In this figure 
the points are the square roots of the pooled variances41 for 
all values of FAw lying ± 0.1 (10)~10 mol cm-2 from the plotted 
abscissae. Only those points are shown for which pooling of 
the variance was valid according to the chi-square test for the 
homogeniety of variance.30 A sample electrosorption isotherm 
is shown in Figure 4 with the error bars representing 95% 
confidence limits calculated by multiplying the standard 
deviations given on the smooth curve in Figure 3 by 1.96.

Figure 3 . Standard deviation of relative surface excess, r AW, as function 
of the value of FAW.

III. Results and Discussion

A. Excess Charge Density-Potential Curves. At each point 
on the experimental electrocapillary surface, y = y (E+, In a a ) ,  

the partial derivatives of interfacial tension with respect to 
both E+ and In a a were obtained simultaneously from the 
parameters of the moving least-squares fit (section II.F). The 
excess charge density on the metal surface, <rM, was then cal­
culated at each experimental point by means of the Lippmann 
equation7 using the determined value of (dy/dE+)T,p,aA,ae at 
that point, i.e.

<rM = - (d y / d E + )T,P,aA,ae (6)

The results are shown in Figure 5 which shows the uM vs. E+ 
curves for the base electrolyte (0.1 M Na2SC>4 in pure water) 
and for each of the 25 different activities of 2-butanol (Table 
I) in Na2SC>4 at the same mean ionic activity (a± = 0.070 87) 
as the base electrolyte. The points on these curves are the 
values of <rM determined directly from the electrocapillary 
surface, and the smooth curves are the result of the moving 
least-squares smoothing of the excess charge density surface, 
<tm = <rM(E+, In a a) as described in section II.F.l. (A complete 
table of the smoothed excess charge densities is available as 
supplementary material.) Superficially, these aM-E + curves 
have the shape typical of most published results for organic 
compounds,4’16 i.e., they appear to all cross at a single point, 
and they appear to be merging back with the base electrolyte 
curve at extreme potentials where there is complete desorp­
tion of the organic compound.

If all of these <rM-E + curves really did cross at a single point, 
then the coordinates of the point of intersection would give 
the unique potential of maximum adsorption, E+max, and the 
corresponding unique charge density of maximum adsorption, 
<rMmax, because it follows from the thermodynamic theory of 
electrocapillarity7 that

(daM/d In aA)r,p,£+,oe = PT(drAW/dE+)T,PiaA,ae (7)

and
(df?+/d In aA)T,p,<TM,ae = — RT(dTAw/daM)T.p.aA.ae (8) 

However, when the aM-E + data are plotted on an expanded
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Figure 4. Electrosorption isotherm for 2-butanol at F 1" = —0.55 V. Error 
bars are 95% confidence limits of r AW,

scale in the vicinity of the apparent crossing point in Figure 
5 it is found that although the curves for the base electrolyte 
and for the 15 lowest concentrations of 2-butanol do cross 
quite accurately at a single point (E+max = -0.550 V, <xMmax 
= —2.40 juC cm-2) the curves for the higher concentrations do 
not. This means that a single potential and a single excess 
charge density of maximum adsorption should be observed 
for the lower concentrations, but for the higher concentrations 
the potential and charge of maximum adsorption should shift 
away from this value. (See Figures 8 and 10.)

At the extreme positive electrode potentials there is indeed 
complete desorption of the 2-butanol as is shown in section
III.B. Therefore, it would ordinarily have been expected that 
the aM-E + curves for all concentrations of 2-butanol would
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-1.0 -0.5 0.

ELECTRODE POTENTIAL IN VOLTS

Figure 5. Excess charge density, <rM, as function of electrode potential. 
For portion of figure to right of crossing point, top curve is for base 
electrolyte solution. Succeeding 25 curves from top to bottom are for 
increasing concentrations of 2-butanol as listed in Table I.

merge with that of the base electrolyte in this potential region. 
This is because it has been thought43 that in the region of 
complete desorption the electrocapillary curves in the pres­
ence of organic compound merge with that of the base elec­
trolyte. However, we have found in this study the electroca­
pillary curves for the high concentrations of 2-butanol do not 
merge with that of the base electrolyte, but, in fact, cross over 
the base electrolyte curve and lie above it. Therefore, the 
aM-E + curves for the high concentrations do not merge with 
the base electrolyte either. It can be seen from Figure 5 that 
in the extreme positive E+ region the excess charge densities 
for the high concentrations are actually smaller than the <rM 
value at the same potential for the base electrolyte. This result 
is completely consistent with the electrocapillary data (cf. 
Figure 7) and, as we shall show, is actually to be expected on 
theoretical grounds (cf. section III.B).

B. Electrosorption Isotherms at Constant Electrode Po­
tential. At each point on the experimental electrocapillary 
surface the partial derivative, (dy/d In a a )T,p,E+,ae was deter­
mined from the parameters of the moving least-squares fit, 
and the value of the relative surface excess, Taw. was calcu­
lated from eq 2. Figure 6 shows a set of isotherms at several 
representative constant electrode potentials. The points on 
these curves are the values of Taw determined directly from 
the moving least-squares smoothing of the electrocapillary 
surface, and the smooth curves are the result of the moving 
least-squares smoothing of the relative surface excess surface, 
Taw = r Aw (£+, In aA), as described in section II.F.l. (A 
complete table of the smoothed relative surface excesses is 
available as supplementary material.) The isotherm for E+ 
= -0.55 V in Figure 6 is the one for the potential of maximum 
adsorption for the lower 15 concentrations of 2-butanol. This 
is the same isotherm shown in Figure 4 with the error bars 
indicating the 95% confidence limits of Taw- The main con­
clusion reached from the error analysis (section II.F.3) was 
that the error in Taw depends on the magnitude of Taw, be­
coming smaller as Taw becomes larger, but it is essentially 
independent of electrode potential. Therefore, if error bars

rvj

Figure 6 . Electrosorption isotherms at constant electrode potential as 
function of In aA. E4- values: X, —0.55 V; V , —0.70 V; A , —0.80 V;.0, 
-0 .9 0  V; El, -1 .0 0  V; G, -1 .1 0  V; Z, +0.15 V.

had been shown in Figure 6, they would have the same size as 
the ones shown in Figure 4 for the same values of Taw- For 
clarity, error bars are not shown in Figure 6 because they 
would overlap between isotherms which are close together. 
The constant potential electrosorption isotherms shown in 
Figure 6 have three features which are different from pre­
viously published ones of which we are aware.

First, it is usually expected that an electrosorption isotherm 
for an organic compound will be S-shaped, rising to a plateau 
corresponding to monolayer coverage. Depending on the value 
of the electrode potential the isotherms in Figure 6 do rise with 
an S-shape to a plateau, but as the activity of the 2-butanol 
in the bulk solution is increased there is a second rise. We 
believe this second rise is due to a reorientation of the ad­
sorbed organic molecules from a horizontal to a vertical po­
sition. This reorientation will be discussed in detail in section
III.F.

Second, the plateau which does appear in these isotherms 
is not perfectly flat but has a dip in it which is beyond the 
experimental error (cf. Figure 4). That this dip is real and not 
an experimental artifact was proved by preparing new samples 
of all of the solutions in the dip region and remeasuring the 
electrocapillary curves for these solutions. The agreement 
between the original and the remeasured electrocapillary 
curves was within the error of the computer-controlled cap­
illary electrometer.

Third, negative adsorption appears at the highest concen­
trations for the extreme positive potentials. From eq 2 it fol­
lows that the only way r AW can be negative is for the interfa­
cial tension to rise at constant electrode potential as the ac­
tivity, a a, is increased. Close inspection of Figure 1 reveals that 
the interfacial tension for the highest concentrations does rise 
at very positive potentials above the electrocapillary curve for 
the base electrolyte solution. This rise can be seen more clearly 
in Figure 7 which is an expanded view of the electrocapillary 
data in the potential region +0.1 < E+ < +0.2. It is usually 
stated43 that the electrocapillary curve for an uncharged 
substance at the extreme potential ends of the potential range 
coincides with the curve for the base electrolyte solution be­
cause at extreme potentials the neutral substance is com-
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Figure 7. Expanded view of electrocapillary curves (Figure 1) in the 
region of desorption of 2-butanol. Top curve is for highest concentration 
of 2-butanol. Succeeding curves, top to bottom, are in order of de­
creasing concentrations as listed in Table I. Bottom curve is for base 
electrolyte.

pletely desorbed from the electrode surface. In fact, if the 
organic molecules are completely desorbed one should expect 
the relative surface excess Taw to become negative because, 
by definition7

rAW = Ta ~ (xa/xwITw (9)
where Fa is the Gibbsian surface excess44 (or true surface 
concentration) of the organic compound, and Tw is the 
Gibbsian surface excess of the adsorbed water. As Ta ap­
proaches zero it is clear from eq 9 that Taw should become 
negative, and this is the result observed.

Figure 8 shows how Taw changes with electrode potential 
for a representative selection of constant bulk concentrations 
of 2-butanol. For the lower concentrations, it can be seen that 
there is a well-defined, constant potential of maximum ad­
sorption, E+max = —0.55 V, corresponding to the crossing 
point on the aM~E+ curves in Figure 5. However, in the high 
concentration region corresponding to the second rise on the 
isotherms in Figure 6, it can be seen that E +max shifts in the 
positive direction. We believe such a shift in E+max is consis­
tent with a reorientation of the 2-butanol molecules from a 
horizontal to a vertical position because the molecular di­
pole-electric field interaction in the two orientations should 
be different. This figure also shows clearly that the relative 
surface excess becomes negative at extreme positive potentials 
for the higher concentrations.

C. Electrosorption Isotherms at Constant Excess Charge 
Density. The relative surface excesses were transformed from 
a constant electrode potential to a constant charge density 
basis as indicated in section ILF.2. Figure 9 shows such iso­
therms for a representative selection of constant values of crM. 
These isotherms also illustrate the first plateau with a dip 
followed by a second rise at high bulk concentrations. Figure 
10 shows the behavior of Taw vs. excess charge density at 
constant bulk concentration. As in the case of the constant 
potential isotherms, there is a well-defined constant excess 
charge density of maximum adsorption, uM = —2.40 gC cm-2,

Figure 8 . Relative surface excess of 2-butanol at selected concentra­
tions as function of electrode potential. Concentrations of 2-butanol, 
left section, bottom to top (cf. Table I): 0.0310-0.2550 M and 
0.8400-1.200 M.

L0C ACTIVITY 2“BUTANOL

Figure 9. Electrosorption isotherms at constant excess charge density 
as a function of In aA. o44 values in gC cm-1 : O, —6.00; 0 , —5.00;O, 
-3 .75 ; A , -2 .20 .

corresponding to the crossing point on the crM- £ + curves in 
Figure 5 for the lower concentrations, but for higher concen­
trations in the region of molecular reorientation <rMmax shifts 
in the positive direction.

D. Congruence of the Electrosorption Isotherms. The 
concept of the congruence of the electrosorption isotherm with 
respect to one of the electrical variables {E:k or <rM) arose out 
of the hope45’46 that, if only the proper electrical variable were 
held constant, the interaction parameters derived from the 
isotherm would be a true reflection of the particle-particle 
interactions in the adsorbed layer and would be independent 
of the electrical state of the system. Thus, the concept of 
congruence has implicit in it the idea that one of the two ex­
perimentally accessible electrical variables, electrode potential
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Figure 10. Relative surface excess of 2-butanol at selected concen­
trations as function of excess charge density. Coooentratipn of 2-butanol
center section, bottom to top (cl. Table I): 0.0200-0.2550 M and
0.8400-1.0000 M.

[exp(-/lGo/RT)](aA/aw n) = F(fAW) (12)

(Note that in previous treatments it has s:.ways been assumed
that aw = 1.)

On the basis of eq 12 we can devise a sensitive test for con­
gruence which is a modification of one proposed by Damask­
in.50 Consider the electrical state to be fixed by holding either
E+ or (J'M constant, depending on whether the isotherm is

(15)

(aA/awn)/(aA/aWn)' = F(rAW)/~(rAW') = G(rAW) (14)

since F( fAw') is just a constant. From eq 14 it fo}Jowsthat for
a congruent isotherm if the proper electrical vanable is held
constant, the relative surface excess will be the same/unction
ofthe ratio, [(aA/awn)/(aA/aw n)'], for all v(jlues olthe elet~

trical variable. For convenience in notation let us denote this
ratio of ratios of activities by (RlRref),-where Rrei isthe.par­
\i~U:Jir ratio of bulk activities which causes f AW to equal rAW'.
Thetormali.zed form of the congruent isotherm can then be
rewtitten:

congruent with respect to electrode potential (·r excess charge
density. Then /lGo is fixed. Now for this electrical state con­
sider the particular value of the ratio of bulk activities, (aA/·
aw n)', which causes f AW to have some arbitrarily chosen
value, fAW'. Then

[exp(-/lGo/RT)](aA/aW n)' = F(rAW') (13)

Division of eq 12 by eq 13 at this chqsen value of the electrical
state causes .6.Go to cancel yielding a normalized adsorption .
isotherm

When:R i::/Rref, fAW =fAW'.
We tested ourelectrosorption data for 2-butanol by

choosing rAW' = 4.0(10)-10 mol cm-2, and to make the test
more sensitive we plotted f AW vs. In (R/Rref) instead of (R/
Rref). (Fof this test we phose n = 5 on the bas:s of molecular
models, but the test fOJ;>Congruence is rather insensitive to the
value of n, and similar results were obtained for other rea­
sonable choftes.) Iftheisotherm is congruent with respect to
the electricli{variable, then all plots of fAw at different con­
stant values of the electtical variable vs. In (R/Rref) will su­
perimpose. On the other hand, if the electrosorption is non­
congruent, such plots of f AW VS. In (R/R ref) will intersect at
the arbitrarily chosen value of f AW' but will otherwise diverge.
Figure 11 is the test for congruence with respect to E+, and
Figure 12 is the test for congruence with respect to (J'M. It is
clear from Figures 11 and 12 that the electrCtsorption of 2­
butanol on mercury {rom aqueous sodium sulfate solutions
is congruent neither with respect to electrod~ potential nor
with respect to excess charge density.

It might be argued that one would not expect congruence
on the basis of either of the theories of congruent electro­
sorption when molecular reorientation occurs. However, it is
evident from Figures 11 and 12 that there is definite non­
congruence with respect to either E+ or (J'M in the portion of
the isotherms corresponding to horizontal orientation, because
the deviation of the normalized isotherms from each other in
that region exceeds the 95% confidence limits of fAW (cf.
Figure 4). It must be admitted, however, that for the hori­
zontal orientation congruence with respect tCt electrode po­
tential is a better approximation than congruence with respect
to excess charge density.

E. Importance of the Bulk Activity Measurements for 2­
Butanol. The activity vs. mole fraction plot in Figure 2 shows
that if the usual assumption4•1o had been made that the or­
ganic compound obeys Henry's law over the entire composi­
tion range, the values of the relative surface excess obtained
in the high concentration region would have heen too low. In
the region of negative deviations from Henry's law the slope
of a plot of the interfacial tension, 'Y, vs.ln aAH, where aAH is
the activity on the Henry's law line, would be less steep than
a plot of 'Y vs. In aAwhich should be used acc:>rding to eq 2.
Figure 13 shows the effect of assuming that Henry's law is
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or excess charge density, is somehow more .ifundamen~"
than the other, even though from a purely thermodynamic
point of view7 it is clear that they are ofeq,uivalent importance.
In our opinion the concept of congruence, although elegant .
in its simplicity, is fundamentally unsound, and in part 25 we .
shall discuss our reasoning on a molecular basis. Nevertheless,
because of the emphasis which has been placed on congruence
in the past, and especially because of the controversy over
whether the electrode potential4,47 or the excess charge den­
sitylO,45,46,48,49 is the more fundamental variable, we tested
whether the ele(:trosorption of 2-butanol is congruent with
respect to either E+ or (J'M.

The adsorption equilibrium for an organic compound can
be expressed by the following chemical equation

A(b) +nH20(ads) ~ A(ads) +nH20(b) (10)

where n is the number of water molecules displaced from the
electrode surface by one adsorbing organic molecule, (b) in­
dicates the molecule in the bulk of the solution, and (ads)
means the molecule is adsorbed. From eq 10 one derives

[exp(-.6.Go/RT)j(aA/aw n) = aAadS/(aw8ds)n (11)

where /lGo is the standard electrochemical free energy of
adsorption and aA8ds and aw8ds denote the activities of the
adsorbed organic and water molecules in the inner layer, re­
spectively. At constant temperature and presslH'e~ is a
function only of the electrical state of the system, i.e., it is a
function either of E+ or (J'M.lfthe isotherm is congruent, then
the ratio of activities of the adsorbed species, aA8ds/(aw8ds)n,

will be a function only of the relative surface excess, f AW.
Therefore, if the isotherm is congruent eq 11 takes the
form
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Figure 11. Test for congruence of electrosorption with respect to 
electrode potential. E4 values: G, —1.10 V; 0 , —1.00 V ; 0 , —0.90 V; 
A , -0 .8 0  V; V -0 .7 0  V; X, -0 .5 5  V.

Figure 12. Test for congruence of electrosorption with respect to ex­
cess charge density, cfi values in /xC cm-2 : G, —7.5; 0 ,  — 3.0 ;O , 
-5 .0 ; A , -4 .0 ; V  -2 .2 .

valid over the entire concentration range. The isotherms in 
Figure 13 are for the same constant electrode potentials used 
in Figure 6, but the values of the relative surface excess were 
calculated by differentiating the interfacial tension with re­
spect to In ciah instead of In aA. In the region of low concen­
trations there are no differences between the two sets of iso­
therms in Figures 6 and 13, but in the region of high concen­
trations the differences are striking, namely: there is no in­
dication in Figure 13 of the second rise in the isotherms which 
indicates molecular reorientation. Thus, if the activity of the
2-butanol had not been measured, the incorrect conclusion 
would have been reached that the compound merely adsorbs

H. Nakadomarl, D. M. Mohllner, and P. E. Mohllner

Figure 13. Apparent electrosorption isotherms at constant electrode 
potential obtained by differentiating interfacial tension with respect to 
In a ah (cf. Figure 2). £+ values: X, -0 .5 5  V; V , -0 .7 0  V; A, -0 .8 0  
V ;O , -0 .9 0  V; 0 , -1 .0 0  V; G, -1 .1 0  V; Z, +0.15 V.

to form at most a monolayer of horizontally oriented mole­
cules. This result demonstrates that the measurement of the 
bulk activity of the organic compound in the electrolyte so­
lution can be much more important than has been hitherto 
suspected.51 We believe it is likely that in other cases of 
straight chain aliphatic compounds a molecular reorientation 
similar to that found in this work for 2-butanol actually occurs 
in the high concentration region, but this reorientation has 
been missed as a consequence of the electrochemist’s having 
assumed Henry’s law is valid throughout the entire concen­
tration range.

F. Molecular Reorientation of 2-Butanol on the Electrode 
Surface. The second rise in the electrosorption isotherms 
(Figures 6 and 9) which occurs with increasing bulk activity 
of the 2-butanol can be explained on the basis of a molecular 
reorientation54 of the adsorbed organic molecules on the 
electrode surface. At first the 2-butanol molecules will tend 
to adsorb in a horizontal orientation in such a way as to allow 
as much as possible of the hydrocarbon chain to escape from 
the aqueous phase, i.e., to come in contact with the metal 
surface. As the bulk activity is increased, the adsorbed mole­
cules will tend to reorient to a vertical position when the sur­
face concentration reaches some critical value which depends 
on the electrical state of the system.

The experimental electrosorption isotherms, which will 
hereafter be referred to as the relative isotherms, can be 
derelativized for either the horizontal or vertical orientation 
by simultaneous solution of eq 9 and the following equation 
which expresses the fact that the whole surface of the electrode 
is covered either by the organic compound or by water (there 
being negligible specific adsorption of sulfate ions in the case 
considered53):

10- 16LSAr A + 10- 16L(Sw/L w)r w = 1 (16)
In eq 16 L is Avagadro’s number, SA is the area (in A2) occu­
pied by one organic molecule in its given orientation, Sw is the 
area occupied (in A2) by one adsorbed water molecule, and Lw 
is the number of layers of water molecules lying between the
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It would be expected that as the activity of the organic
compound is increased, a second plateau would eventually
appear on the electrosorption isotherm corresponding to the
formation of a close-packed monolayer of vertically oriented
molecu:es. In the case of this study, this second plateau could
not be reached because it was not possible to increase the ac­
tivity of the 2-butanol in the bulk solution sufficiently due to
the limited solubility of 2-butanol in the electrolyte solution.
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A model for the oxidation of silicon by diffusion of moleculaI: oxygen or water through the silicon oxide layer
is compared to experimentally measured oxidation tates, using diffusion coefficients and solubilities mea­
sured for fused silica. Good agreement between calculated and measured rates results in three respects: the
absolute rate, and its pressure and temperature dependence. The model of molecular diffusion therefore
provides the most satisfactory explanation for diffusion-controlled oxidation of silicon.

Inttoduction

Diffusioo-Qf components through a coherent film of oxide
often controls the rate of oxidation of metals and semicon­
iiblCtors; then the square of the oxide thickness is proportional
£0 t~me (parabolic .rate). Diffusion of metallic or oxygen ions
is dsually considare'd to control the oxidation rate; however,
~Effusion of the oxidizln~species themselves (water or oxygen
molecules) through the oiide can control the rate of oxidation
if such molecular diffusion ~ rapid enough.

In this paper evidence is p~esented that the diffusion-con­
trolled oxidation of siiicon by water or oxygen results from
molecular diffusion of these gases through the silicon dioxide
layer. First experimental results on the oxidation of silicon are
briefly reviewed, and then molecular diffusion of gases in fused
silica is discussed. X-ray diffraction eXI,eriments have shown
that the oxide layer on silicon is amorpb~~s_.and similar to
fused silica;1 the density of the layer is also aboutffiafoffused
silica, so the film is probably quite similar to fused silica.
Models for the oxidation of silicon by molecular diffusion are.
presented and compared to oxidation rates and diffusion
coefficients of water and oxygen in fused silica. Good agree­
ment between the models, oxidation experiments, and these
diffusion coefficients is found in three respects: the pressure
dependence, the absolute value of the oxidation rate, and the
temperature dependence. Thus molecular diffusion of water
and oxygen in the oxide layer provide the most satisfactory
explanation for diffusion-controlled oxidation of silicon.

Oxidation of Silicon by Dry Oxygen

Early results were reviewed by Deal and Grove,2 and they
reported results of their own. More recent reports are in ref
3-5. These authors all agree that there are two different time
dependencies during the oxidation of silicon by dry oxygen:
initially there is a linear region; then the rate becomes para­
bolic. The layer thickness X as a function of oxidation time
t is given by the equation

Di[fusion in Fused Silica

Fu-sed-si-lk:a.CQIltains silicon-oxygen tetrahedra linked to­
gether strongly in alhtee-dimensional network. The resulting
amorphous structure shows considerable short-range order
but no long-range order beyond-ii(ew tetrahedral distances.
The structure is quite open, and can be thought of as con­
taining interstices or holes a few angstrom units in diameter
and 5 to 10 A. apart.

Gas molecules dissolve and diffuse easily in fused silica.?
The solubilities of helium, neon, and hydrogen in fused silica
are about the same, are almost independent of temperature,
and are proportional to gas pressure. The solubility of oxygen
is somewhat lower, but the concentration dissolved is still
about 1% of the surrounding concentration of oxygen gas.8

The activation energies Q for molecular diffusion in fused
silica are related to molecular sizes, and are given by the
equation?

and the activation energy Q was 28 kcal/mol. B was directly
proportional to oxygen pressure. Similar results were found
by most other investigators. Growth occurred at.the silicon­
oxide interface, so one can conclude that an oxidizing spec.i.9.s
must diff'Use through the oxide film to this interface.

Oxidation of Silicon by Water

Deal and Grove discussed their own and earlier work;2later -.
reports are in ref 3, 5, and 6. Again there was an initial linear
dependence of layer thickness on time and subsequently
parabolic dependence; eq 1 reasonably represented the results.
B was proportional to pressure, and oxidation occurred at the
silicon-oxide interface, so an oxidizing species was diffusing
through the oxide layer.

Deal and Grove found B = 9.45(10)-13 cm2/s at 1000 °C and
1 atm of water, and Ota and Butler agreed closely with this
result. The temperature dependence followed eq 3 with Q =
16 kcal/mol.

X2 + AX = B(t + -r) (1)

B = Boexp(-Q/RT) (3)

where A and B are coefficients independent of time and -r
provides for a thin layer present before experimental oxidation
begins. At long times and large thicknesses

B is the parabolic rate constant related to diffusion-controlled
oxidation. Deal and Grove found that B = 3.2(10)-14 cm2/s
at 1000 °C and 1 atm of oxygen with a temperature depen­
dence

2X dX/dt =B (2)

QI/2=a+br (4)

where a and b are constants and r is the molecular radius. This
equation holds well for gases with molecular radii from helium
(r = 1.0 A.) to xenon (r = 2.5 A.). Activation energies for mo­
lecular diffusion of oxygen8 and water9,l0 are consistent with
their molecular sizes. Thus these gases can diffuse readily
through fused silica, and analogously through the silica layer
on oxidized silicon.

The high silicon-oxygen bond energy of 106 kcal/molleads
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where D is the diffusion coefficient oinrolecularly dissolved
wat~r. The profile of S vs. penetration distance derived from
eq 6 is in good agreemen1:with experimental data for water in
fused silica. tO Thus it is possible to derive values of the dif­
fusion coefficient of molecular water from profiles of the
ree.cted water S vs. distance. There are several printing errors
in ref 7 and 10. The diffusion coefficient of molecular water
at 1000 °e in Table II, p 133, ref7, and Table I, p 670, ref 10,
should be 3.6(10)-7 cm2/s, as derived in the Appendix.

Models for Diffusion-Controlled Oxidation of Silicon

The diffusion of oxygen in silica is not complicated by its
reaction with the silica lattice. The equation for the diffu­
sion-controlled moving boundary problem for formation of
an oxide layer of thickness X is12

X dX =c;D (7)
dt p

where D is the diffusion coefficient of the oxidizing species in
the layer, Ci is its ~oncentrationat the outer oxide surface, and
p is the concentration of oxygen in the film. For eq 7 to be valid
Cj « p, and the concentration of oxidant at the silicon-oxide
Surface is negligible. From eq 7 and 2, the parabolic rate con­
stantB is

one to predict a low concentrat~on of oxyg~n v~~anciesand,~
low diffusion coefficient of lattice oxygen l~ slhca. T.h.e aetl

.vatkn el1~rgy for diffusion of lattice oxyge? m fused ~lhca~as
not been reliably measured, but in soda-hme glass, m whICh
Q should be lower than in fused silica, the activation energy
fer diffusion of lattice oxygen was measur~d to be about 66
hal 'mol, 11 Therefore it is highly unlikelY that diffusion of
latti:~e oxygen contributes appreciably to the oxidation of
silicon with its relatively high rate and low activation energy.
Furth~rmore direct proportionality of oxidation rate to gas
pressure would not be expected for diffusion of lattice oxy-
gen. .

O::le might also imagine that oxygen ions could .be mtro­
duced into the silica from the gas phase, However, to mtroduce
a concentration of oxygen ions sufficient to give the experi­
mental rates of oxidation would require the formation of an
impossibly large space charge in the oxide. Thus compensating
positive ions would have to be introduced along with the
negative oxygen iOnS. There are no likely candidates for these
positive ions, or evidence for their existence.

The diffusion of water in fused silica is complicated by the
reaction of water with silicon-oxygen bonds:

H 20 + Si-O-Si = 2SiOH (5)

The apparent solubility of water in fused silica is much higher
tha.'1 the molecular solubilities of other gases because of this
reaction, and the solubility is proportional to the square r?ot
of the water vapor pressure, as expected from eq 5. ReactlOn
5 also influences the diffusion of water in fused silica, leading
to a concentration-dependent diffusion coefficient.9

These complications are taken into account in a model of
molecular diffusion plus reaction to immobile SiOH groupS.l0
Th-:! concentration of reacted water S at any point in the glass
~s much greater than the concentration of molecularly dis­
solved water C, and these concentrations are related by S ==
KC1/2 lis derived from reaction 5, where K is a concentra­
tio::l-~dependentcoefficient. Under these conditions diffusion
is controlled by an effective diffusion coefficient De:

(9)

B = 2,~iD / p(~
. .' I l ..' fused silica

The diffusion coeffiCIent or m.ole<l:ular 0:'Yg~n m .. - f 27
a.t 1000 °e is 6.(i(1())-9 crn2,tt Wlth{an actl.vaUOn energy 0
kcal/mol.s The va.lue of ~i is ab6;ut 0.01 o~ the .o~ygen gas
concentration,8. or 9.6(10),;-8 mol o~ v12/cm3 ~?r :- atl" p,':.~:;ur:i
The concentratlOn p of 01ygen (0) rn tbe ox'::.e 15 7.3(10) m
of 0/cm3. The value of-B calculated frDm eq 8 is ther~A;~.e
3.4(10)-14 cm2/s, in good agreement with Deal and Gr Vi:;;

value of 3.2(10)-14 cm~/s for the oxidation 0'silicoQ in 1 a .
of dry oxygen. The concentration or solubility c;1or fus~ .silica
is directly proportional to pressure, as is the value of~
oxidation of silicon in dry oxygen. Deal ane: Grov': found an
activation energy for B of about 28 kcal/mol, in good ~.gree­

ment with the value of 27 kcal/mol for fused silica, since.; i is
little dependent on temperature for molecular solubility iQ,
silica'?

The good agreement between calculated and measured
values of B; between pressure dependencies of B, and bet~een

activation energies of B give strong support to theyl·.,;ent
model based on diffusion of uncharged oxygenmolecuL:i
t!u'ough a silica layer for eXf·laining the oxidation rate of sil~_
icon in dry oxygen. Major13 also concluded t}Iat diffuskfrl~of
molecular oxygen was controlling the ra~tJtoxidation o~ sil­
icon in oxygen from a proton activati9-h study.

The molecular diffusion of water in"silica is complicated by
its reaction with the silica lattice~~q 5). He.wever, lithe mo­
lecular diffusion coefficient D fi'6m eq 6 is substituted into eq
8, the following relation for Ii is found:

B.. = DeS;/p

where De is the effectiv~ (measured) diffusion coefficient of
water in silica and S i i§' the concentration of reacted water in
equilibrium with g~~eous water vapor. Tr.e validity of this
substittititm·is-C6flsidered in the Appendix. At 1000 °C and
a water vapor pressure of 1 atm Moulson ar.d Roberts round9

D· =6.3(10)-10 cm2/s and Si =1.1(10)-4 mol ofH20/cm3for
-i:Sed silica, so from eq 9, B = 9.5(10)-13 cm2/s, in fortuitously
good agreement with Deal and Grove's value2 of 9.5(10)-13
cm2/s for oxidation of silicon at 1000 °e in 1 atm of water
vapor. .

The activation energy for oxidation of silicon by water IS
about 16 kcal/mol,2 in good agreement with a value of 18
kcal/mol for diffusion of water in fused silica.9 The solubility
Si of water in fused silica was not much changed with tem­
perature above about 900 °e.

From eq 6, DeS i =2Dc i. Since D should be independent of
pressure and the molecular solubility Cj proportional to it, B
is predicted to be proportional to pressure from eq 9, as found
experimentally.

Again the good agreement between cakulated and mea­
sured values of B for the oxidation of silicon in water, and
between predicted and measured temperature and p.ress~re

dependencies of B, strongly support the model that dlffuslOn
of uncharged water molecules controls the rate of oxidation
of silicon in water vapor.

The profile of hydrogen in the silica layer on silicon ~xidi~ed

in water is also consistent with a model of molecular dlffuslOn
of water, as shown in a subsequent paper.14

Appendix. Molecular Diffusion and Chemical
Reaction of Water in Fused Silica

The concentration S of reacted water, or SiOH groups (eq
5), at a particular point in the silica is given by

S =hc 1/2 (AI)

(6)De =2DS/K2 = 2DC/S
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where c is the concentration of dissolved water. If S »  c, the 
equation of continuity (Fick’s second law) is (ref 12, p 122)

dS= d_
dt dx

Since the molecular diffusion coefficient D is independent of 
the concentration of molecularly dissolved water, which is 
small, eq A2 has the same solution for a diffusion coefficient 
directly proportional to concentration S (eq 6). A solution to 
eq A2 for semiinfinite geometry with constant surface con­
centration agreed well10 with data9 on the profile of SiOH 
groups in fused silica after contact with water vapor at about 
1000 °C.

The condition S »  c allows one to neglect dc/dt compared 
to dS/dt, with eq A2 as the result. For fused silica at 1000 °C 
the equilibrium solubility S; = 1.1(10)” 4 mol of FUO/cm3 and 
the concentration of molecularly dissolved water should be 
about 0.01 the concentration in the gas phase, or about 
9.6(10)-8 mol of H20/cm3 for 1 atm pressure, so the inequality 
is valid. These values give a molecular diffusion coefficient D 
for water of about 3.6(10)“ 7 cm2/s at 1000 °C from eq 6.

In the present case a solution of eq A2 for a film of in­
creasing dimension is desired. For diffusion without reaction 
(i.e., oxygen in silica) the condition c «  p results in a linear 
dependence of the diffusant concentration as a function of 
distance in the film, and consequently in the validity of eq 7. 
Physically the condition c «  p may be regarded as follows. 
The flux of diffusant that must pass through the film to grow 
it a certain amount is large, because p is large; thus the time 
to grow to a layer of thickness X  is so large that the average 
diffusion distance of the diffusing molecules is much greater 
than X. Consequently these molecules behave as if they had 
reached a steady state, and the solution of moving-boundary 
problem is the same as the steady-state solution for diffusion 
through a flat layer or membrane with surface concentrations 
held constant.

Therefore if the condition S; «  p holds, the steady-state 
solution to eq A2 should be valid. Since p = 7.3(10)~2 mol of 
O/cm3, this condition is effective, and one can assume dS/dt 
= 0. Then from eq A2

ZUÜ did
K 2 dx

(A2)

2 PS dS 
K 2 dx = P i (A3)

where P\ is a constant to be determined from the boundary 
conditions: when

x = 0 , S  = S 1 
x = X,S = 0

Integration of eq A3 gives
P ,K 2xS2 = + p 2

and from the boundary conditions

S 2/Si2 = 1 -  (x/X)

From eq A1

c/ci = 1 -  (x/X)

(A4)

(A5)

(A6)

(A7)
Therefore the concentration c of molecularly dissolved water 
has a linear dependence of distance x in the oxide film, 
whereas the amount of reacted water is proportional to the 
square root of the distance (x — X ) in the film.

Under these conditions eq 7 is valid for the dependence of 
layer thickness on the diffusion of molecular water in the film, 
and with the substitution of eq 6, eq 9 results.
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Three samples of NaY zeolites cation exchanged with Cu2+ ions have been studied in hydrated form by x-ray 
diffraction. The variation of the electron density maxima with the copper concentration indicates that the 

. copper ions are placed out mainly in the supercage, particularly in sites S(II) and S(III). At high copper con­
centrations part of the Cu2+ ions remain unlocalized, possibly moving freely in the supercage.

Introduction

The copper exchanged zeolites have been the subject of 
many publications, particularly from the point of view of 
electron spin resonance.1-4 This technique gives quick and 
precise information about the characteristics of the copper 
ions inside the zeolite. However, in many cases, the ESR 
spectra can be interpreted in different ways and it is necessary 
to obtain information by other techniques to clarify the re­
sults.

One of these cases is the use of the ESR to determine the 
location of the copper ions. Several types of signals can be 
obtained with different pretreatment of the samples; some are 
interpreted as Cu2+ in a crystal field with axial symmetry, 
while others as hydrated Cu2+ moving freely or due to copper 
clusters. Most of these assignments are well established but 
the problem starts when the copper cations are assigned to 
particular sites, since there are several sites with axial sym­
metry. The interacting copper ions can be placed in the so- 
dalite cage or in the supercage, and it is difficult to decide 
about the locations of hydrated ions.

If it is possible with a different technique to locate the 
cations, then the ESR information will be unambiguous and 
we will have the advantage of a faster experimental technique. 
The technique normally used to determine cation positions 
is x-ray diffraction. In this work we have studied the location 
of the copper ions in partially exchanged hydrated zeolites. 
This must be the starting point in order to study the effect of 
the dehydration temperature, so well studied by ESR.

Experimental Section

A specimen of a commercially available molecular sieve 
(Type SK-40 from Union Carbide Corp.) was used as starting 
material for this work. The samples were prepared by intro­
ducing the NaY zeolites in CuCl2 water solutions, at different 
concentrations. The chemical analysis of the sodium ions 
present in the solution, after the copper exchange, and the 
analysis of the sodium and copper cations in the samples, with 
atomic absortion spectroscopy, have permitted a determina­
tion of the number of sodium cations remaining, and copper 
ions and protons substituting for the sodium in the zeolite. In 
Table I, the chemical composition of the three samples is 
presented; the number of water molecules has not been mea­
sured and it has been taken from the literature.20 The samples, 
dried at 100 °C after ion exchange, were exposed to room 
air.

The x-ray diffraction profiles were obtained on a Philips 
PW 1051 diffractometer, with a proportional counter. Slits 
of different size were used for diverse ranges of 26, particularly 
to enhance the diffraction maxima at high Bragg angles.

The overlapping peaks have been resolved using the pro­
gram of Phytha and Jones5 adapted for diffractogram curves. 
All diffraction lines were compatible with the space group 
Fd3m. The cell constants have been calculated from values 
of 28 corrected with silicon as an internal standard, using the 
Guinier6 and Lsucre7 programs. The values obtained for the 
cell parameter, a, were 24.70, 24.70(2), and 24.68(2) A for CuY
I, 2, and 3, respectively.

As Y-zeolite has cubic symmetry, therefore peaks can cor­
respond to several reflections (hkl) for which the sum N = h2 
+ k2 + l2 is satisfied. The intensities I\, 12, 1?,, were
determined considering I1/I2 — rnlFc{2lrri2Fc21, where mi 
and m2 are the planes multiplicities,8 and Fc j and Fc2 are the 
corresponding structure factors calculated for the silica- 
alumina framework.

The coordinates determined by Eulenberger et al.9 for the 
NaY zeolites were assigned to the initial model of the silica- 
alumina lattice, using our measured cell parameter, a, for each 
sample.

The Lorentz-polarization and multiplicity corrections have 
been applied to all intensities. The structures have been solved 
considering peak 88 with N < 276 corresponding to 147 in­
dependent structure factors. The intensities for the unob­
served reflections have been taken as half the intensity of the 
smallest observed one. The atomic scattering factors f(0~), 
f(Na+), and /(Cu2+) corresponding to oxygen, sodium, and 
copper ions, and /(Si3+) corresponding to silicon and alumi­
num ions, have been taken from standard tables.10

The extraframework ions were located from sections of 
electron density maps. The x-ray system11 has been used for 
the calculations.

Results

The values for distances and angles between the atoms in 
the framework have been taken from Eulenberger.9 In Table
II, the calculated values for distances and angles between the 
species and the framework oxygens are also presented. The 
names of the sites and oxygens have been taken from Smith;12 
the sequence along the ternary axis is shown in Figure la. It 
is observed that 0(3) is the closest oxygen to sites S(I) and 
S(I'), remaining between both sites the planes formed by three 
0(2) and three 0(3).
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TABLE I: Chemical Composition of the Original Samples

Sample Unit cell formula ao, A

CuY 1 Sii36O384Al56Cu7Na29H13.250H2O 24.70
CuY 2 Sii36O384Al56Cui2Na2iHii-250H2O 24.70(2)
CuY 3 Si1360384Al56Cui5Nai6H1o-250H20  24.68(2)

TABLE II: Interatomic Distances (A) and Bond 
Angles (deg)a

Distances CuY 1 CuY 2 CuY 3

S(I)-0(1) 3.61(4) 3.61(5) 3.61(2)
S(I)-0(2) 3.50(9) 3.51(1) 3.50(8)
S(I)—0(3) 2.61(3) 2.61(1) 2.60(9)
S(I')-0(2) 3.37(3) 3.31(5) 3.33(5)
S(I')-0(3) 2.85(8) 2.77(3) 2.80(4)
S(IF)-0(2) 3.11(4) 3.17(7) 3.10(1)
S(II')-0(4) 3.79(6) 3.85(7) 3.78(7)
S(II)—0(2) 2.32(1) 2.32(5) 2.32(3)
S(II)-0(4) 2.91(9) 2.93(3) 2.91(3)
S(II*)-0(2) 3.71(2) 3.63(8) 3.59(9)
S(I)-S(F) 3.37(7) 3.23(9) 3.28(7)
S(F)-S(IF) 3.90(4) 3.94(9) 3.99(7)
S(IF)-S(II) 2.01(4) 2.02(8) 2.03(1),
S(II)-SÍIP) 0.2863 2.95(5)
S(II)-S(IP) 0.2840 2.93(5)
Sdl)-S(IP) 0.2829 2.77(9)
S(III)-0(1) 3.49(3) 3.49(4) 3.49(1) '
S(III)-0(2) 3.06(3) 3.06(4) 3.06(2)
S(III)—0(4) 3.70(8) 3.70(9) 3.70(6)
Sdll)-S(II) 3.76(5) 3.83(5) 3.73(8)
S(III)-S(IP) 0.2863 2.13(3)
Sdll)-S(IP) 0.2840 2.13(3)
S(III)-S(IP) 0.2829 2.13(8)

Angles

0(3)-S(I)-0(3) 89.14 89.14 89.14
0(3)-S(F)-0(3) 81.18 84.25 83.05
0(2)-S(II)-0(2) 119.94 119.67 119.99
0(2)-S(IP)-0(2) 65.54 67.10 67.86
0(4)—S(III)—0(1) 88.26 88.24 87.28

0 In the table, site S(IP) is followed by the position * = y =
on the threefold axis in fractional coordinate.

Outside the ternary axis, in the supercage and close to the
12-membered ring, though inclined toward a 0 (2), a maximum 
of electron density was found. This site is in the region of the 
not well-defined site S(III), mentioned by several au­
thors.13’14

In Tables III and IV, the atomic parameters and the iso­
tropic temperature factor (B) of the zeolite are presented. In 
the third column the occupancy of extraframework sites in 
terms of 0 “  ions has been considered, just to compare the 
different electron densities of the sites. The electron density 
maxima along the ternary axis are presented in Figures 1(b), 
2, and 3.

Discussion

The increasing copper concentration in the three samples 
does not significantly affect the electron density at the cationic 
sites. In general, the occupancy decrease for sites S(I) and 
S(III), and increases for sites S(II) while remaining essentially 
constant for other maxima. To make the assignment of par­
ticular cations to the sites, we must consider the distribution 
of sodium, copper, and water molecules.

Figure 1. (a) Position of the oxygens relative to the sites in the ternary 
axis for CuY 1. (b) Electron density for nonframework sites for CuY 1.

Site S(I) is placed in the center of the hexagonal prism, at 
a distance of 2.61 A from 0(3), the closest oxygen. This dis­
tance is higher than 2.32 A found for NaY zeolite,15 due mainly 
to the displacement from (0,0,0) in the latter sample, and re­
mains constant for the three samples in which a considerable 
part of Na+ has been exchanged by Cu2+ and protons. The 
distance S(I)—0(3) is too short to consider S(I) occupied by 
water molecules, and it is larger than the sum of ionic radii of 
sodium-oxygen or copper-oxygen.

The fact that increasing copper concentration decreases the 
electron density at S(I), to almost a base level, suggests that 
this position is occupied by sodium cations, and the increase 
of the S(I)—0(3) distance from the value of 2.32 A found for 
the NaY is due to a rearrangement of the electrostatic field 
by the presence of Cu2+, decreasing the tendency shown by 
Na+ to be closer to three 0(3) than to the others.15 The max­
ima of electron density are equivalent to 4.5, 3.6, and 0.8 so­
dium ions for the samples 1, 2, and 3, respectively.

The maximum at site S(F) is rather constant for all the 
samples, and therefore appears to be independent of copper 
concentration. The distance S(F)-0(3) is also similar for the 
three samples with a mean value of 2.80 A, slightly higher than
2.73 A found for NaY.15 The difference, though close to the 
experimental error, can be attributed to changes of the elec­
trostatic fields affecting the lattice. Olson et al.17 have shown 
for decationated zeolites that the presence of protons increases 
the bond length Si- 0  by 0.08 A, which is about the same 
amount found in our case. The fact that the S(I')-0(3) dis­
tance does not decrease also suggests that copper ions do not 
occupy S(I'). This position was assigned as Na+ in the case of 
NaY;15 the cationic population is close to 16 ions in S(I) and 
S(F) as indicated by Sherry16 for NaY. In the present cases 
there are enough sodium ions to fill both sites. With these
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TABLE III: Atomic Parameters (Origin at 3m )

x = y = 2 Oxygen population B, A2

Site CuY 1 CuY 2 CuY 3 Position CuY 1 CuY 2 CuY 3 CuY 1 CuY 2 CuY 3

S(I)
SU's o n
s u n
S(II*)

0.0000
0.0788
0.1701
0.2172'
0.2863

0.0000
0.0757
0.1680
0.2154
0.2840

0.0000
0.0769
0.1704
0.2179
0.2829

16(c)
32(e)
32(e)
32(e)
32(e)

5.0 
14.9 
15.5
5.7
9.1

3.9
13.5
15.6 
4.3 
5.8

0.9
15.5
14.9
8.9

11.0

3.95
3.96 
2.95 
4.25

4.15
3.01 
3.10
5.02

3.81
3.87 
2.84
4.87

TABLE IV: Atomic Parameters (Origin at 3m)

CuY 1 CuY 2 CuY 3

Site S(III) S(III) S(III)
* = y  0.1826 0.1818 0.1817
2 0.2193 0.2141 0.2180
Position 96(g) 96(g) 96(g)
Oxygen population 27.1 28.6 19.4
B, À2 5.91 4.88 5.88

Figure 3. Electron density for nonframework sites for CuY 3.

opposite part of the maximum are from water molecules 
bonded with cations in site S(II). The distance S(IF)-S(II) is 
2.03 A. The distance S(T)-S(IT) is larger than S(IF)-S(II) 
which suggests that the water molecules are more attracted 
by cations in S(II) than in S(F).

The distance S(II)—0 (2) = 2.32 A is a little larger than the 
sum of ionic radius, rcu2+ + ro2- = 2.09 A, but in Table II, it 
is shown that the distance 0 (2)-ternary axis is 2.30 A, then

Figure 2. Electron density for nonframework sites for CuY 2.

considerations we assign also Na+, with a partial occupancy 
of 14.9,13.5, and 15.5 sodium cations for the samples 1, 2, and 
3, respectively.

The next maximum along the ternary axis is site S(II'), 
because S(U) practically has disappeared, S(IF) is placed at
3.1 A from the closest oxygens, 0 (2). This distance is too large 
to be assigned to a cation-oxygen bond, and the shape of the 
maximum is rather broad, suggesting that this position is 
occupied by water molecules. The electron density of S(II') 
for the samples 1, 2, and 3 represent 15.5,15.6, and 14.9 water 
molecules, respectively.

In many cases, for hydrated Y zeolites, the cations in S(I') 
are bonded to water molecules in S(U). In the present case, 
S(U) is overshadowed by S(II') and the maximum is at 3.9 A 
from S(I'). This distance is somewhat large, but the broadness 
of the maximum is such that its closest part to S(I') possibly 
represents the water molecules bonded to Na+ in S(F) and the

no shortest distance can be expected if the cation remains in 
the ternary axis. The maximum at S(II) increases from the 
value of 1.3 equivalent O-  for NaY to about 5 0~ for samples 
1 and 2 and to 8.9 for sample 3, which also indicates that its 
electron density is due to the copper occupancy of this site. 
The electron density in S(II) represents 1.9,1.5, and 3.0 Cu2+ 
for the samples 1, 2, and 3, respectively.

The distance S(IF)~S(II) is acceptable for the water-Cu2+ 
bond, stronger than the water-Na+ bond, S(F)-S(II'), whose 
length increases with increasing copper concentration in 
S(H).

Site S(II*) is at 2.95 A from S(II), with a distance to the 
closest lattice oxygen a little larger. This maximum, and sev­
eral smaller ones placed along the ternary axis, are too far from 
the lattice and, generally, have been assigned to water mole­
cules18 or a mixture of cations and water molecules.19

In the study of NaY zeolite a maximum of electron density 
was found at the S(III) position which was determined con­
sidering its distances to the lattice oxygens, S(III)-0(2) = 3.05 
A, S(1II)-0(1) = 3.49 A, and S(III)-0(4) = 3.71 A. These
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Figure 4. (a) ESR signal of Cu2+ in the CuY 3 sample. The small peaks are due to the manganese standard, (b) Second derivative curve.

distances are large in relation with the sum of ionic radius of 
cations and oxygen, but they are reasonable considering hy­
drated cations. In the series of copper zeolites the position of 
S(III) remains constant, at the same distance of the lattice 
oxygen as in NaY,15 but in relation with the latter the electron 
density of this maximum decreases when copper ions are first 
introduced.

The pattern of sodium substitution by copper can be in­
terpreted in the following way: As indicated by the chemical 
analysis, during the exchange proceedings there is a direct 
exchange of sodium by protons, almost independent of the 
amount of copper exchanged. The contribution of the protons 
is higher for low degree of exchange.

Thus, the first lost of the sodium electron density is not 
entirely compensated by copper ions, and we observe mainly 
the substitution of Na+ by Cu2+ in S(II) and the diminution 
of sodium cations in S(III), and probably the lost of the sodium 
moving freely in the supercage. Later there is a decrement of 
Na+ from S(I) and S(III), with Cu2+ occupying S(II) and 
S(III). In this scheme, we consider S(III) occupied by sodium 
and copper cations in the following amounts: 9.7Na+ and 
5.4Cu2+ for CuY 1, 2.4Na+ and 8.7Cu2+ for CuY 2, and 
6.5Cu2+ for CuY 3. With those assignments all cations, Na+ 
and Cu2+, are located for CuY 1 but some cations, mainly 
copper because of its higher tendency toward hydration, will 
remain unlocalized in the supercage for CuY 2 (2Cu2+) and 
CuY 3 (5.6Cu2+).

This interpretation is consistent with the results obtained 
by ESR. This technique shows that most of the copper ions 
in the hydrated zeolites move rather freely surrounded by 
water molecules.1 Figure 4 shows mainly a symmetrical line 
with a small contribution of hyperfine structure at the low 
field side. This structure is assigned to the component g\\ of 
the signal produced by Cu2+ in a field of axial symmetry. A 
field of this type can be produced at S(II), but it is doubtful

at S(III), with hydrated Cu2+ weakly attached to the lat­
tice.

In a recent work on copper exchanged faujasite single 
crystals by Maxwell and de Boer13, they localize copper mainly 
in site S(I'), but as they do not know the Cu2+ and K+ con­
centration in the sample, this site could be occupied by K+ 
instead of Cu2+. Furthermore, as they have only one sample 
they cannot differentiate between water and copper in other 
positions.

The values of the cation population for the CuY sample are 
slightly out of place in relation with the other two samples, but 
considering NaY (% Cu2+) it keeps the same tendency as CuY 
2 and 3. The pretreatment was the same for the three samples, 
but perhaps there was some difference in the water con­
tent.
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Synthesis and Characterization of a Complex of 
Rubeanic Acid and Copper(ll) Montmorillonite

S. Son, S. Ueda, F. Kanamaru, and M. Koizumi*
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The Cu(II)-rubeanic acid complex was stably formed between the silicate layers of montmorillonite by soak­
ing Cu(II)-saturated montmorillonite in a rubeanic acid-acetone solution. The basal spacing of rubeanic 
acid-Cu(II)-montmorillonite was 12.6 A. Both chemical analysis and thermogravimetry indicated that the 
molar ratio of cupric ion to rubeanic acid was 1:2. The infrared spectrum of the complex showed that the in­
tercalated complex is not a polymer but a monomer. The electron spin resonance spectra indicated that the 
molecular plane of the Cu(II)-rubeanic acid complex was parallel to the interlamellar surfaces of montmoril­
lonite. From these results, the structure of the complex was deduced.

Introduction

Rubeanic acid (RA) used as a guest organic molecule in 
the present study is a famous analytical reagent with a tetra- 
dentate as shown in Figure 1. This reagent reacts with many 
kinds of transition metals to produce so-called coordination 
polymers. Among them, a coordination compound of the cu­
pric ion and RA has attracted considerable attention, because 
the compound exhibits semiconductivity and antiferromag­
netism, and studies on its preparation and properties have 
been extensively performed.1-2 The Cu(II)-RA coordination 
polymer was usually prepared by adding a RA-ethyl alcohol 
solution to an aqueous solution of CUSO4. Two kinds of con­
figurations, which are shown in Figure 2, have been estimated 
for the Cu(II)-RA complex, however, there is a possibility that 
the reaction product is a mixture of these two types, i.e., a 
linear configuration and a three-dimensional one. Due to the 
difficulty in separating both complexes, it is not easy to make 
a theoretical interpretation of the physicochemical properties 
of the compound. The first study to control tacticity of the 
coordination compound was carried out by Kanda et al.3 who 
synthesized the polymer by the so-called monolayer method, 
that is, making monomolecular films by spreading a ligand 
solution on the surface of an aqueous solution containing cu­
pric ions. However, in actuality, it is very difficult to prepare 
the perfect monomolecular film on the surface of an aqueous 
solution by using the before-mentioned method. On the other 
hand, the first attempt to prepare two-dimensional micro­
molecules in interspaces between the silicate layers of clay 
minerals was made by Blumstein.4-5 Since then, such poly­
merizations with controlled tacticity have been carried out on 
many polar monomers using montmorillonite as a template. 
These results suggest that the stereospecific synthesis of the 
coordination polymer of the cupric ion and RA is possible by 
utilizing the interlayer spaces of clay. In the present investi­
gation, a fundamental attempt to produce such a coordination 
polymer in the interlayer spaces of clay was made.

Experimental Section

Materials and Preparations. The ligand used is rubeanic 
acid (dithiooxamide) NH2C(S)C(S)NH2 from Mallinckrodt 
Chemical Works. It was recrystallized from ethanol. Reagent 
grade cupric chloride was used without further purification. 
The clay mineral used here was montmorillonite from Tsuk- 
inuno mine, Yamagata, Japan. The chemical formula of the 
mineral is (Cao.o9Nao.i6Ko.o3)(Ali.48Feo.i3Mgo.4o)[Si3.99~ 
Alo.oi]Oio(OH)2-n.H20. Powders (under 2-p particle size) of 
the montmorillonite were put into a 0.5 N cupric chloride 
solution at 60 °C for 10 days. After washing the fractions 
several times with hot water followed by air drying, the pale 
green montmorillonite saturated with cupric ions was ob­
tained. The product was soaked in an acetone solution satu­
rated with rubeanic acid at 60 °C for 10 days, and was air 
dried. With this treatment, the color of the sample changed 
from pale green to black. This product is denoted RA-Cu- 
mont (mont = montmorillonite) in this paper.

Measurements. To characterize this rather complicated 
compound, besides elemental analyses, x-ray diffraction, 
thermogravimetric analyses, infrared spectra, and electron 
spin resonance spectra were utilized. The x-ray diffraction 
powder patterns of Cu-mont and its RA complex were mea­
sured on a Rigaku-Denki diffractometer Model 4001 A2 by 
using Cu Ka radiation. Thermogravimetric analysis and dif­
ferential thermal analysis on both samples of Cu-mont and 
its RA complex were conducted for the interpretation of the 
elemental analysis data. The temperature was raised at a 
constant rate of 10 °C/min.

The infrared spectra of the powdered specimens of Cu- 
mont, its rubeanic acid complex, and Cu-RA were taken with 
a Hitachi-Perkin-Elmer spectrophotometer fitted with a so­
dium chloride prism. All compounds were dispersed in po­
tassium bromide disks. The ESR spectra of the thin self- 
supporting film of RA-Cu-mont were recorded on a KES- 
ME-X spectrometer with 100-kHz field modulation at —196
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TABLE I: X-Ray Diffraction Data

Cu-mont RA-Cu-mont

hk 1 I d, A hk 1 I d, A

0 0 1 VS 15.7 0 0 1 VS 12.6
002 w 6.32

003 w 5.24
004 w 3.12

005 w 3.15

\  / N H 2  

C -------- c

h 2 n  s

Figure 1. A molecular structure of rubeanic acid.

a)

I

Figure 2. Two kinds of models of Cu(ll)-RA complex, where (a) indicates 
a linear model and (b) a three-dimensional one.

Figure 3. Thermal analysis data of (a) Cu-mont and (b) RA-Cu-mont. 
Solid and broken lines Indicates TG and DTA curves, respectively.

°C, and the spectra of oriented film were measured at various 
orientations of the film plane with respect to the magnetic 
field.

Results and Discussion

The x-ray diffraction data of Cu-mont and its RA complex 
were tabulated in Table I. The interlayer spacing of Cu-mont 
was found to be 15.7 A. This value indicates that cupric ions 
are octahedrally coordinated with six water molecules forming 
double water layers in the interlayer region. While the inter­
layer spacing of RA-Cu-mont was 12.6 A, this value, together

TABLE II: Vibrational Frequencies (in cm 1 ) of RA, 
Cu-RA, and RA-Cu-mont

RA Cu-RA RA-Cu-mont Assignment“

3275 m 3250 sh </(NH)
3190 m 3197 vw
3115 m

1610 mb
1585 vsb 1505 w 1500 wb 5(NH2)
1429 sb 1430 mb v(CN)
1200 m 1282 s 1280 sh i5(NH2)

1046 m 1120 sh
857 s KCS)

835 s 774 m
695 w
“ Assignment for RA and Cu-RA were taken from ref 3.

Cu-mont.

5 * c A  / S ^ c / N H 2
I Cu I 

c  /  \  c  
H o N ' * S  NT * s  

1 H

Figure 5. An estimated molecular structure of the Cu-RA complex 
prepared in the interlayer space.

with black color of the complex, suggests that the intercalated 
RA molecules coordinate to cupric ions in such a way that the 
molecular plane of the RA molecule is parallel to the silicate 
layers.

The results of thermal analysis are shown in Figure 3. Solid 
lines indicate DTA curves and broken lines TG curves. In the 
case of Cu-mont, interlayer water was desorbed by 13.1% in 
a temperature range from 30 to 200 °C. Above 700 °C Cu- 
mont decomposed to an oxides mixture with a weight loss of 
5.0%. On the other hand, in the case of RA-Cu-mont, water 
molecules were desorbed in the temperature region from 30 
to 100 °C with a weight loss of 6.55%. The dehydration tem­
perature of the complex is considerably lower than that of 
Cu-mont, indicating that the water molecules in the complex 
are not coordinated to cupric ions such as in Cu-mont, but 
stay among Cu-RA complex even though the water molecules 
are intercalated. Decomposition of the intercalated RA takes 
place in the temperature range from 200 to 600 °C with a
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90° /  -----------.......... .... /  ~t...................■*“" -----^ DPPH
! K  I

Figure 6 . ESR spectra of a thin self-supporting film of RA-Cu-mont at 
—196 °C. Angles between the film plane and magnetic field are (a) 0° 
and (b) 90°.

Figure 7. Proposed orientation of the Cu-RA complex in the interlayer 
region of montmorillonite.

weight loss of 10.6%. The silicate layer began to decompose 
at 700 °C as was the case for Cu-mont. From the results of 
these thermal analyses and CHN chemical analysis of the 
complex, the amount of intercalated RA was found to be 94 
mmol/100 g of clay, while the amount of interlayer cupric ion 
was determined as 47.5 mmol/100 g of clay by atomic ab­
sorption analysis. These facts indicate that the molar ratio of 
RA to cupric ion is 2:1 .

The results of the infrared spectra are shown in Figure 4 and 
Table II. The broken line indicates the spectrum of Cu-mont 
and the solid line at the bottom is that of RA-Cu-mont. The 
solid line at the top is the spectrum of the Cu-RA complex 
(coordination polymer). The spectrum of the RA-Cu-mont 
has several extra absorption bands denoted with arrows in 
comparison with that of Cu-mont. The position of extra bands 
was the same as that of spectra of the Cu-RA complex except 
for the absorption line denoted A. The band at 3250 cm-1  is 
assigned to the N-H stretching vibration and the band at 1500 
cm-1  to the C-N stretching vibration.3 Though the absorption 
band at 1430 cm-1  was not found in the spectra of the Cu-RA 
complex, the band was observed at the same position in the

ir spectrum of the free ligand RA, which is also assigned to the 
C-N stretching vibration.3 From these results, together with 
the molecular ratio of RA to cupric ion, the Cu-RA complex 
ion formed in the interlayer region is considered to have the 
structure shown in Figure 5, where one of the two NH2 groups 
coordinates to the cupric ion, but the other is free. This means 
that the Cu-RA complex obtained in the present study is not 
a polymer such as a complex prepared by the usual precipi­
tation method, but a monomer.

ESR spectra of the thin self-supporting film of RA-Cu- 
mont are shown in Figure 6. The top spectrum was obtained 
when the plane of the film was parallel to the magnetic field. 
This spectrum is derived from only the perpendicular com­
ponents gx- Rotation of the film about an in-plane axis toward 
90° with respect to the magnetic field caused a decrease of the 
intensity of the perpendicular components, together with an 
increase of the intensity of the parallel components, g|[ and 
A ||. The ESR parameters were g j_ = 2.07, = 2.33, and A | =
160 G. These values are close to those for the chelate complex 
of the cupric ion with a square-planar configuration. The 
observed angular variation and ESR parameters indicate that 
adsorption of RA on Cu-mont results in the formation of a 
complex having a planar or axially elongated tetragonal 
structure on the interlamellar surfaces of montmorillonite. 
The symmetry axis of the complex is oriented perpendicular 
to the silicate layer of montmorillonite.

Summary

The present results are summarized below. In this study, 
Cu-RA complex ions were prepared in the interlayer region 
of montmorillonite by the reaction of Cu-saturated mont­
morillonite and RA in an acetone solution. From the results 
of DTA, TG, ir, ESR, and CHN chemical analysis, it was de­
duced that each cupric ion is coordinated with two molecules 
of RA in such a way that the molecular plane of the ligand is 
parallel to the silicate layer, and that the symmetry axis of the 
complex ions is perpendicular to the silicate layers of the 
montmorillonite. This structure is illustrated in Figure 7. 
Efforts to find a suitable conditon for producing a coordina­
tion polymer in the interlayer spaces of clay will be continued 
in the future.
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Kenneth H. Ladner, Don K. Dalling, and David M. Grant·

Department of Chemistry. University of Utah. Salt Lake City. Utah 84112 (Received February 26. 1976)

Publication costs assisted by the National Institutes of Health

The carbon-13 spin-lattice times, T l , and laC_1H nuclear Overhauser enhancements were measured at 36°C
in a series of methyl-substituted aromatic compounds. The C-H dipolar relaxation time, T lD, was separated
from the overall relaxation time, and then used to estimate the magnitude of the methyl rotational barriers.
The results can be described by hindered rotation of the methyl group with the jumping rates and activation
energies dependent upon the group arrangement.

A =(3 cos2 (J - 1)2 =36/81
B =12 sin2 (J cos2 (J =96/81

C = 3 sin4 (J = 192/81

where (J is the angle between the methyl group reorientation
axis and the methyl C-H vector. Equation 4 assumes that the
methyl group is fIxed to a hydrodynamic sphere whose motion
is characterized by an overall diffusion constant D. The in­
ternal reorientation axis for Dint lies along the symmetry axis.
In the model described by eq 4 it is also assumed that internal
motion and overall motion are stochastically independent.

In general Teff is a quite complicated function of the mo­
lecular geometry and intrinsic molecular dynamics. In this
study, the dynamic implications of the dipolar relaxation in
methyl groups will be probed assuming the overall diffusion
to be isotropic.

From Figure 1 it is easily seen that information about the
internal motion obtained from the spin-spin dipolar mecha­
nism can only be obtained in the region (J = 1 to approximately
(J = 20 where (J = (D + Dint)/D. Within this region the dipolar
relaxation rate can be used as a decreasingly sensitive probe
to study the effects of steric interactions on the rotation of
methyl groups. When the methyl group rotation becomes
faster than the overall motion the effect of this motion aver­
ages out and no reliable information can be obtained in the
value of (J. This is a direct consequence of the fact that, in the
extreme narrowing limit, RlD is most sensitive to the slowest
motion governing reorientation of the interacting spins, except
as the very rapid motion results in a static geometrical at­
tenuation of the interaction.

It should be noted, however, that if (J becomes inordinately
large «(J ~ 20) cross correlation effects can become important
and it is then possible to extract "motional" information from
multispin multiplet relaxation effects.I2.l6

An alternate fIrst-order approximation of methyl group
motion under hindered conditions starts with the hydrogen
nuclei in three orientations, 1200 apart.S,lS The methyl group
is assumed to undergo instantaneous random jumps among
these three orientations. The effective correlation time as­
suming this motional model is given by

1 A B +C
Teff = "4 6D + n (5)

6D +-v
2

where D, (J, A, B, and C are as defIned in eq 4, v is the internal
methyl jump rate in s-l, and n = 3 for this threefold barrier
model. In the case of a methyl group subject to a sixfold barrier

(2)

(1)

(4)

N
RlD(I) = L: RlD(I,S)

S",I

Teff = ! (_A_ + B + __C__)
4 6D 6D + Dint 6D + 4Dint

If the bonding at the methyl carbon is assumed to be tetra­
hedral then

(
'Yrrsh )2RlD(I,S) :; l/TlD = a --a-- Teff

rIS

where a =3/2 for like spins and a =1 for unlike spinsll and,
of course, extreme narrowing is assumed. 'YI and 'YS are the
gyromagnetic ratios of nuclei I and S, respectively, rIS in the
I-S distance, and Teff in the effective correlation time. The
total dipolar relaxation of spin I due to coupling with all other
spins, S, is given by

Where RlD(I,S) is given byeq 1 and N is the number of spins.
In this work it is assumed that all pair wise interactions are
additive and that cross correlation effects may be neglected.12

In the case of a laC nucleus relaxed by a IH, eq 1 reduces to

Rm(C,H) :; l/TlD = (2.25 X 1010 s-2)reff (3)

where a C-H distance of 1.08 Ais assumed. If the internal
rotation of a methyl group takes place by rotational diffusion
about the symmetry axis of the methyl group, the effective
correlation time is related to the rotational diffusion constant
for internal rotation byl3-lS

Introduction

Internal motion of methyl groups attached to an aromatic
ring system has been investigated by a number of workers
using a variety of techniques. While the majority of investi­
gations relating relaxation times to systems dynamics have
been carried out via proton magnetic resonance, several recent
studies of methyl group rotation have focused on the deter­
mination of carbon-13 spin-lattice times (Tl).l--4 The theo­
retical treatment of the behavior of methyl groups undergoing
hindered rotation with respect to molecules in a liquid has
drawn keen interest in past investigations since the group
forms an isolated three spin (_12CHa) or four spin system
(_laCHa) which is quite amenable to interpretation.s-9

Theory

The principle mode of spin-lattice relaxation in most mo­
lecular systems is by spin-spin dipolar interactions. Simple
theory predicts that the intrinsic dipolar relaxation rate,
Rm(l,SI, for two spins I and S is given bylO
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Figure 1. The dipolar rate, R1D(<r) for a C-H interaction normalized by 
the value of u =  1 as a function of a =  (D +  D-mX)ID where 1 <  a <  °°. 
When the internal rotation is much greater than the overall motion, a 
»  1 , and when the methyl group is locked with respect to the overall 
motion cr =  1 .

the methyl hydrogens assume six orientations, ,60° apart and 
therefore n = 6.

It is assumed that the overall rotation of the aromatic ring 
system is characterized by small step diffusion. Wilbur and 
Jonas,17 using the Chi test initially employed by Wallach and 
Huntress18 and applied in several cases,19-23 found that small 
step diffusion was a reasonable model for toluene-rig at low 
temperature and at higher pressure. Small deviations (factor 
of 2 or less) from this assumption because of the larger mo­
lecular weights of compounds used in this study should be of 
little consequence in the following section.

The Chi test may also be used to estimate the validity of the 
120° jump as a model for internal rotation. If the methyl group 
reorientation is impeded by a relatively high barrier, the time 
\/v between jumps of 120° should be long compared to the 
time it takes a free rotor to reorientate through 120°,15 and

X = ~v j  [(2ir/3)(//fcT)1/2] »  1 (6)

It has been shown that if x > 5 then the molecule is in the 120° 
jump regime. Upon substitution of the moment of inertia of 
a methyl group about its C3 axis ( / c h 3 =  5.35 X 10-4° g cm2) 
into eq 6 one finds that the jump rate must be smaller than 8.6 
X 1011 s-1  in order to satisfy the Chi test.

It is further assumed that the effects of multispin dipolar 
cross correlation on the NOE enhancement factor are negli­
gible. Werbelow and Grant24 and Buchner25 have shown that 
cross correlation effects are relatively unimportant for methyl 
relaxation where D\nJD <  20. It is expected that such condi­
tions are valid in the present studies.

Experimental Section

All data were obtained on a Varian XL-100-15-FT NMR 
spectrometer at a temperature of 36 ±  1 °C. Decoupling was 
accomplished using a specially constructed decoupler 
employing a Hewlett-Packard 1505 A frequency synthesizer 
and an ENI Model 310 power amplifier..

1-Methylnaphthalene, 1,4-dimethylnaphthalene, and
7,12-dimethylbenz[a]anthracene were obtained from Aldrich 
Chemical Co. 1,8-Dimethylnaphthalene was prepared using 
the method of Vaughan et al.26 Samples were degassed by four 
freeze-pump-thaw cycles on a vaceum line. Because of the low

solubility of 7,12-dimethylbenz[a]anthracene the signal-to- 
noise, SN, obtained was in the range 12-30:1. The SN obtained 
for the remaining compounds was in excess of 160:1.

Results and Discussion

The relaxation rates and nuclear Overhauser enhancements 
(t?) of the ring and methyl carbons for this series of compounds 
are given in Table I. Using these values the T\ data are sepa­
rated into T id dipolar times and an effective time, Tw, for all 
other relaxation processes.27-33 The large q values obtained 
for the various carbons demonstrates that the relaxation 
process is dipolar dominated.

Values of D, Dmt, and v calculated using eq 1 and 2 are given 
in Table II. 1-Methylnaphthalene (1-MN) and 1,4-dimeth- 
ylnaphthalene (1,4-DMN) have similar parameters inasmuch 
as the methyl groups experience the same steric hindrance to 
rotation with respect to the peri proton of the ring system 
resulting in a threefold barrier. When both the Ci and Cs po­
sitions contain methyl groups (1 ,8-dimethylnaphthalene), it 
is reasonable to expect the increase found in the barrier to 
rotation because of the close proximity of the two methyl 
groups. Activation energies for internal rotation have been 
measured for 1-MN34-36 and 1,8-DMN34-37 by proton spin- 
lattice relaxation methods and these are also given in Table 
II confirming the general magnitudes found in this study.

Table II also gives the methyl group jump and diffusion 
rates, and these are approximately the same for both 1-MN 
and 1,4-DMN. The methyl interaction with a peri proton 
prevents rapid rotation of the methyl group resulting in a 
reasonably large activation energy for 1-MN (2.4 kcal mol-1) 
as compared to, for example, the methyl group in toluene 
(0.014 kcal mol- 1 ).38 In the case of 1,8-DMN the steric inter­
actions are further increased resulting in a larger barrier to 
rotation and a decrease in the jump and diffusion rates.

The jump rate, v, has been related to an activation energy 
for methyl group internal rotation using the simple relation­
ship.1-3

v = v0 exp(— Vo/RT) (7)

where vo is the jump rate for zero barrier. A convenient mea­
sure of vo is the rate of rotation of a methyl fragment in the gas 
phase (kT/IMe)1̂2- Substitution of this calculated v0 and the 
values of v from Table II allows one to obtain Vo from eq 7. 
These calculated activation energies are given in Table II.

For comparative purposes several activation energies for 
internal rotation obtained from proton spin-lattice relaxation 
methods are also given. The agreement between the values 
obtained from proton spin-lattice relaxation and those cal­
culated from C-H dipolar relaxation is quite good when one 
considers the coarse approximations used in making the cal­
culations and in modeling the system. Thus, a close relation­
ship between activation energies for internal methyl group 
rotation and 13C spin-lattice relaxation rates is exhibited.

Since the intramolecular dipolar relaxation mechanism is 
a sensitive probe to internal motion in the simple aromatic 
systems, the motional behavior of the two methyl groups in
7,12-dimethylbenz[a]anthracene was also investigated. From 
Figure 2 it can be seen that the 7-methyl and 12-methyl groups 
experience quite different proton interactions. The 7-methyl 
group interacts with two peri protons, while the 12-methyl 
group interacts with a peri proton and the Ci ring proton. 
Because of low signal-to-noise (as discussed in the Experi­
mental Section) and the expected deviation from overall iso­
tropic diffusional motion of this molecule, a 15% error exists

K. H. Ladner, D. K. Dalling, and D. M. Grant
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TABLE I: Spin-Lattice Relaxation Rates and Nuclear Overhauser Enhancement Factors

T1-I(ring), Tm-I(ring), T1-I(Me), Tm-I(Me),
Compound S-I 17 S-I 8-1

17 8-1

1-Methylnaphthalene 0.2 2.0 0.2 0.2 2.0 0.2
1,4-Dimethylnaphthalene 0.4 1.9 0.4 0.3 2.0 0.3
1,8-Dimethylnaphthalene 0.2 2.0 0.2 0.3 2.0 0.3
7,12-Dimebylbenz[a]anthracene 0.5 2.0 0.5

7-methyl 0.15 2.0 0.15
12-methyl 1.4 2.0 t.4

TABLE II: Motional Parameters and Activation Energies for Internal Methyl Rotation

Compound

1-Methylnaphthalene
1,4-Dimetl:ylnaphthalene
1,8-Dimethylnaphthalene

7,12-Dimethylbenz[a]anthracene
7-methyl

.J2-methyl

a References 34-36. b Reference 37.

1.5
0.9
2.0

"'-'0.8

Dint(X 10-10), v(X 10-10), Vo(eq), .vo(lit.),
S-I jumps 8-1 kcal/mol kcal/mol

18.8 27.7 2.1 2.4-a
16.4 23.5 2.2
5.2 8.8 2.8 3.0b

3.2 0

-234 -447 <0.4
"'-'0.40 "'-'0.7 >4.4

14139
0+--,-----1.,.--_..--__.-----1---.,_----.

8

5.0

2.0

3.0

(~~) _ __ 1
-------i---r

I TID (12- METHYL)I

10 " 12
LOG (X)

Figure 3. Dipolar relaxation time of methyl carbon as a function of log
x, where x = o/2V for the 12-methyl group and x =3v for the 7-methyl
group. The statistical range of the relaxation times of the 12-methyl
carbon (T1D = 0.7 s) and the 7-methyl carbon (T1D = 6.55) are given
by the dashed lines.

to the peri protons is 1.4 A. On the other hand, the 12-methyl
protons would only be separated from the C1 proton by 0.4 A
at the point of closest approach. Of course, these extremely
low estimates cannot be correct and considerable deformation
from ideal geometry must be expected. Qualitatively, however,
it is this methyl-C1-proton interaction that essentially locks
the rotation of the 12-methyl group as compared to the 7­
methyl group. Physically this suggests that internal reorien­
tation ofthe 12-methyl group occurs in distinct jumps while

o

H

ooo
H"'I."1"f, , •• -H ---.,

r, ):---,.x-·H-----··
Figure 2. Structure of 7, 12-dimethylbenz[a]anthracene showing the
distances of closest approach between the mellyl protons and the
adjacent ring protons. Only the ring protons pertinent to the discussion
are shown.

in the relaxation data. Figure 3 illustrates how these relatively
large errors allow one to determine only lower and upper limits
on the jump rates for the 7-methyl and 12-methyl groups.
Using this approximate method one assign;; a lower limit of
4.5 X 1012 jumps S-1 to the 7-methyl group and an upper limit
of 7.0 X 10'~ jumps S-1 to the 12-methyl group, as shown in
Figure 3. The jump rate of the 7-methyl group is rather large,
because of the sixfold symmetry of the two peri proton in­
teractions. A highly sterically hindered group will reorientate
rapidly if the unfavorable interactions are comparable for all
rotameric conformers as in this sixfold barrier case. The 7­
methyl group spins rapidly became no rotameric conformer
has significantly lower energy.39

Although the 12-methyl group also experiences two steri­
cally unfavorable interactions the jump rate at it's upper limit
is only 7.0 X 109 S-1 because now a strong threefold barrier
dominates the sixfold term. Using ideal geometry and stan­
dard covalent radii to estimate geometrical parameters one
calculates that the closest approach of the '7-methyl protons
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the 7-methyl group is approaching the rotation rate of a free 
rotor. This can be seen from Figure 3 and also from the pre­
vious discussion of the Chi text.

Previous studies40 of the methyl 7Ys in the several geo­
metrical isomers of retinal revealed results analogous to those 
above. Sterically hindered gem-dimethylretinal exhibited the 
shortest values, while those involved in sixfold rotation bar­
riers had the longest T{ s  and methyls involved in threefold 
barriers were found to have intermediate rates of relaxation. 
Although only a qualitative analysis was made of the retinal 
methyl relaxation data, the detailed analysis of the compounds 
in this work, whose geometrical relationships are similar to 
those of the retináis, suggests the relevance of the findings in 
this work to an interpretation of the retinal study.
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Electron Spin Resonance Spectra of the Thiadiazolothiadiazole 
Radical Anion and Related Sulfur-Nitrogen Heterocycles

C. L. Kwan, M. Carmack, and J. K. Kochi*

Chemistry Department, Indiana University, Bloomington, Indiana 47401 (Received April 7, 1976)

The anion radical of the unique aromatic sulfur-nitrogen heterocycle, thiadiazolothiadiazole (TT), has been 
prepared by alkali metal reduction in ethereal solvent. The electron spin resonance parameters are com­
pared with those calculated by McLachlan’s perturbation method using two models for the sulfur atom, one 
including participation of the 3d orbitals and the other neglecting it. The 3d model affords good agreement 
with experimental results, although a similar distribution is obtained from the p orbital model. The same 
molecular orbital parameters can be used to predict hyperfine splittings in a series of aromatic anion radicals 
of related thiadiazolo analogues including benzothiadiazole, thiadiazolopyrazine, and thiadiazoloquinoxa- 
line.

Introduction
The replacement o: the peripheral atoms of naphthalene 

with heteroatom equivalents consisting of sulfur and nitrogen 
is represented in thiadiazolothiadiazole.

This highly symmetrical heterocycle is a unique extension of 
naphthalene and tetraazanaphthalene, effected by replacing 
[ -C H = C H -]  groups with[-S-] in order to generate a planar 
aromatic system with no substituents. The close relationship 
between thiadiazolothiadiazole and naphthalene is shown by 
their similar physical properties,1 and it raises the question 
of comparative molecular bonding in this interesting hetero­
aromatic system.
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ESR of the Thiadiazolothiadiazole Radical Anion 1787

Electron spin resonance (ESR) spectroscopy of aromatic 
anion radicals offers a direct method of assessing the effect 
of heteroatoms on the odd-electron distribution in the highest 
occupied molecular orbital.2 This technique has been used 
extensively in a variety of nitrogen-containing aromatic sys­
tems.38  Sulfur-containing heterocycles are especially note­
worthy, since sulfur not only has unshared 3p electrons, but 
also vacant 3d orbitals. Sulfur can behave, thus, as an electron 
donor as well as a potential acceptor. Indeed, Longuet- 
Higgins9 has suggested that the vacant 3d orbitals of the sulfur 
atom in thiophene are as important in the it bonding as the 
occupied 3p orbitals. On this basis, thiadiazolothiadiazole 
would contain at least one tetravalent sulfur as represented 
pictorially in the uncharged valence bond forms I and II. ESR

S/ V \ / y \
V v * w

I II
studies of the radical ions of dibenzothiophene, [2,l,3]ben- 
zothiadiazole and related heterocycles have indicated, how­
ever, that a p orbital model alone without d orbital partici­
pation was sufficient to describe the unpaired ir-spin distri­
bution in sulfur containing aromatic systems.9“15 In this paper, 
we examine this point further by comparing the spin densities 
in the series of sulfur/nitrogen heterocyclic anion radicals
shown below.

w

N N

W
Results

ESR Spectrum of Thiadiazolothiadiazole Radical Anion 
(TT). Reduction of [l,2,5]thiadiazolo[3,4-c][l,2,5]thiadiazole 
in tetrahydrofuran (THF) with a sodium mirror produced a 
wine-red solution of the radical anion (TT). The ESR spec­
trum in Figure 1 consists of nine groups of lines with intensity 
ratios of 1:3.9:9.1:14.7:17:13.1:7.4:2.7:0.8 which is close to the 
theoretical ratios of 1:4:10:16:19:16:10:4:1 expected from hy- 
perfine splittings due to four equivalent nitrogens. Each group 
of lines is further split into four lines of equal intensity by the 
sodium counterion. Closer examination shows that the high- 
field components in the spectrum are broader than the low- 
field ones. Following the analysis by Kaplan, Bolton, and 
Fraenkel,17 we conclude that onpn > 0 in this radical anion. 
Since pn is usually positive for such azaaromatic ring systems, 
On is also positive.

The nitrogen and sodium hyperfine coupling constants of
3.17 and 0.31 G, respectively, did not change appreciably on 
lowering the temperature of the solution down to —60 °C, the 
sodium splitting remaining in the range of 0.30-0.33 G, and 
the change in the nitrogen splitting being undetected. How­
ever, in methyltetrahydrofuran solution the value of in­
creased perceptibly to 0.40 G and on was 3.15 G. No selective

line broadening of the spectrum was detected in this tem­
perature range. Furthermore, no triplet spectrum was ob­
served when the solution was frozen at liquid nitrogen tem­
peratures, suggesting that dimeric ion pairs (ion quartets) are 
unimportant, in contrast to the situation with ketyl and re­
lated anion radicals.18 These observations with TT anion 
radical are similar to those obtained with the naphthalene 
anion radical, which apparently forms a contact ion pair, with 
the sodium counterion sitting atop the aromatic ring.18’19

The inset in Figure 1 was taken in more concentrated so­
lutions and focuses on the broadened [mN = —4] line in which 
all of the sodium lines are obliterated. Under these conditions 
the presence of weak satellite lines in the spectrum can be seen 
with intensities approximately 0.2% of the main group of lines. 
We tentatively assign these additional lines to 33S hyperfine 
splittings (I = %, natural abundance = 0.74%) of about 5 G 
with predicted intensity ratios of 0.38%, which is about that 
observed. Alternative assignments based on 13C splittings are 
disfavored since the ir-electron density by the HMO method 
has a node at carbon. (Although McLachlan perturbation 
theory indicates a negative spin density on carbon, the mag­
nitude of the 13C splitting would be too small to be resolved.) 
Furthermore, the satellite lines are not due to 15N splittings 
since the spectral width of TT containing a 15N is expected 
to be smaller than that of the anion radical containing all 
normal isotopic nitrogens due to the smaller magnetic mo­
ment of 1SN compared to 14N.

Experimental spin densities in TT are listed in Table I, 
together with those calculated from HMO and McLachlan 
perturbation methods (see Experimental Section).

ESR Spectrum of the Anion Radical of Thiadiazolopyra- 
zine (NT). Reduction of [1,2,5]thiadiazolo[3,4-i>]pyrazine in 
dimethoxyethane (DME) gave a blue solution which afforded 
the ESR spectrum in Figure 2. The hyperfine coupling con­
stants and unpaired spin densities in NT are listed in Table
II. The higher values of the nitrogen coupling constants were 
assigned to positions 1 and 3 on the basis of the molecular 
orbital calculations in Table II.

ESR Spectrum of Benzothiadiazole Anion Radical (B T). 
The ESR spectrum of the anion radical of [2,l,3]benzothi- 
adiazole was first examined by Strom and Russell, who pre­
pared it by electron transfer from the anion of propiophenone 
in dimethyl sulfoxide (80%)/tert-butyl alcohol (20%) solution 
containing an excess of potassium ierf-butoxide.10 BT was 
also prepared in ethereal solutions with potassium mirror at 
-4 0  °C by Kamiya and Akahori.14 However, they only ob­
served unresolved singlets at higher temperatures, which they 
attributed to the existence of more than one radical species. 
We repeated the reduction of benzothiadiazole in THF with 
potassium, and found the purple solutions to be stable at room 
temperatures for periods exceeding 10 months.

The spectrum of BT in Figure 3a obtained at —40 °C ex­
hibits well-resolved potassium splittings. The hyperfine 
splittings in Table III are in general agreement with those 
previously reported under different experimental condi­
tions.10-12'14 At room temperature, the spectrum of this solu­
tion broadens selectively as shown in Figure 3b. The alternate 
line broadening in the spectrum is shown in greater detail in 
Figure 3c.

The correlation diagram in Figure 4 was constructed ac­
cording to Freed and Fraenkel,20 and indicates that the al­
ternating line width phenomenon is best accounted for by an 
in-phase modulation21 of the hyperfine splittings due to the 
two protons at positions 4 and 7. A dynamic process involving 
the potassium counterion in which the 4, 7 protons remain
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Figure 1. ESR spectrum of sodium [l,2,5]thiadiazolo[3,4-c][1,2,5]thiadiazole anion radical in THF solution at room temperature. The inset below 
shows mu = — 4 line at high gain and in concentrated solution to obliterate the sodium splittings. Assignment of satellite lines given as: (A) m,g 
= -4 , ms =  (b) m  ̂= -3 ,  ms =  (C) mu = -4 , ms =  - 1/2

TABLE I: ESR Parameters and Unpaired Spin Densities in 
TT Anion Radical0

yN6v
s 5

X "

1 N,

( > •  8 N3

Posi-

Unpaired
^-elec­

tron HMOc
McLachlan d Sj

tion a, G density b Pi P d
1 ,3 ,4 , 3.17 

6(N)
0.144 0.136 0.137 0.148

2, 5(S) 5.0 0.152 e 0.227 0.259 0.230
7, 8(C)
Na+ 0.31

0.000 -0.033 -0.024

0 <g) = 2.0065. b From McConnell’s equation, see the Ex-
perimental Section. c Odd electron density, see text. d Total 
spin density. e Based on Qg = 33 G and reliability limited by 
lack of additional data (see Experimental Section for dis­
cussion).

TABLE II: ESR Parameters and Unpaired Spin Densities in 
NT Anion Radical0

r>
9 N3

Unpaired
rr-elec- McLachlan S¡

Posi- tron HMO
tion a, G density Pi P d

1, 3(N) 3.25 0.147 0.133 0.137 0.144
2(S) 0.227 0.270 0.228
8,9(C) 0.000 -0.029 -0.024
4, 7(N) 3.40 0.154 0.140 0.149 0.152
5, 6(H) 3.25 0.121 0.114 0.108 0.114
K+ 0.15

°<g> = 2.0045. See footnotes, Table I, for explanations.

equivalent but undergo exchange pairwise would account for 
the line broadening behavior.19’22

ESR Spectrum of the Anion Radical of Thiadiazolo- 
quinoxaline (BNT). Reduction of [l,2,5]thiadiazolo[3,4-6]-

quinoxaline in dimethoxyethane with a potassium mirror 
afforded a dark purple solution. The 25 prominent lines 
comprising the experimental spectrum are shown in Figure 
5, together with the computer simulation based on the pa­
rameters listed in Table IV. The hyperfine splittings were 
assigned on the basis of the McLachlan calculations.

Discussion

The experimental proton and nitrogen hyperfine splittings 
in the anion radical of naphthalene together with its nitrogen 
and sulfur analogues are collected below for comparison.

BNT

Each proton hyperfine splitting in this series of anion radicals 
is directly related to the spin density on carbon to which it is 
bonded.2 Comparisons of these hfsc values in the anion radical 
of BN relative to that of BT, and NN relative to NT, indicate 
that [-S-] can be considered to be almost equivalent to 
[-CH =CH -]. There is, however, a consistent trend toward 
a slightly increased electron release due to [—S—] in the 
thiadiazolo moiety compared to the pyrazino analogue.24 In­
deed, molecular orbital calculations presented in Tables I-IV
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Figure 2. Upper ESR spectrum of potassium [1 ,2,5]thiadiazolo[3,4-b]pyrazine anion radical in dimethoxyethane solution at room temperature.
lower: Computer simulated spectrum using the parameters in Table II.

a.

c.

Figure 3. (a) ESR spectrum of potassium [2,1,3]benzothiadiazole anion radical in THF solution at -40 DC. (b) same solution at 25 DC. (c) Central
portion (5 lines) of spectrum b showing alternate line broadening. Note the different magnetic sweep widths in all three spectra.

indicate that better agreement between experimental and
theoretical values of the hyperfme splittings (or spin densities)
is obtained from a model incorporating contributions from the

.3d orbitals of sulfur. The latter corresponds to the Longuet­
Higgins treatment,9 in which sulfur is more or less considered
in the secular equations as a mathematical equivalent to a
two-carbon center.

For the molecular orbital calculations, we used BN and NN
as test compounds to find the most appropriate values of the
nitrogen Coulomb integral and carbon-nitrogen resonance
integral. Of the parameters suggeSted by Danieli, Lunazzi, and

Placucci,4 Strom and Russell,1O as well as Talcott and Myers,8
we found the latter to agree best with the experimental data
for the two test compounds and for the anion radicals exam­
ined in this study. For the thiadiazolo anion radicals, we in­
creased the value of the sulfur-nitrogen resonance integral
in the p orbital model from O.566{j suggested by Strom and
Russell to O.778{j. This particular number for (jSN was chosen
according to Lucken25 in order to generate the same sym­
metric odd-electron orbital as that obtained in the d orbital
model [i.e., (jsN(d) = 21/ 2{jSN(P)]. The higher value of {jSN can
be justified by the observation of a shorter sulfur-nitrogen
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TABLE III: ESR Parameters and Unpaired Spin Densities in 
BT Anion Radical3

Posi­
tion a, G

Un­
paired
ff-elec-

tron
density

HMO
Pi

McLachlan S;

P d
1, 3(N) 5.30 0.241 0.199 ! 0.214 0.222
2(S) 0.259 0.305 0.256
8, 9(C) 0.013 -0.018 -0.009
4, 7(H) 2.65 0.099 0.103 0.113 0.115
5, 6(H) 1.65 0.061 0.055 ' 0.039 0.044
K+ 0.13 (25

°C)
0.15 (-43

°C)
3 (g) = 2.0043. See footnotes in Table I.

TABLE IV : ESR Parameters and Unpaired Spin Densities in 
BNT Anion Radical3

paired
7T-elec- McLachlan S;

Posi­
tion a, G

tron
density

HMO
Pi P d

1, 3(N) 
2(S)
10 , 11  

(C)
4, 9(N) 
12, 13

2.38 0.108 0.092
0.211
0.010

0.087
0.262

- 0.011

0.095
0.224

- 0.010

3.57 0.162 0.158
0.042

0.181
0.027

0.184
0.031

(C)
5, 8(H) 1.27 0.047 0.047 0.048 0.048
6, 7(H) 
K+

1.10
-0 .15

0.041 0.045 0.038 0.040

3 (g) = 2.0051. See footnotes in Table I.

bond length of 1.62 A in TT26 compared to the sulfur-carbon 
bond length of 1.78 A in dithiin.27 Furthermore, the agreement 
with the experimental hyperfine splittings are better with this 
value of /?s n -

The HMO method does not differentiate between the p 
orbital model and the d orbital model for the thiadiazolo anion 
radicals examined in this study. Due to the presence of a plane 
of symmetry through the sulfur atom in these systems, the 
contribution of the 3d orbital is absorbed into that of the 3p 
orbital for the totally symmetric odd-electron orbital.25 Since 
our choice of parameters assumed the same symmetric orbitals 
for the two models, identical results were indeed obtained by 
the HMO treatment. However, spin density calculations by 
McLachlan’s perturbation method28 include corrections in 
which contributions from all the occupied molecular orbitals 
are taken into account. Thus, the two models would no longer 
afford identical results. The calculations presented in Tables 
I-IV do show that McLachlan’s method distinguishes the d 
orbital model from the p orbital model in the thiadiazolo anion 
radicals. The difference between the two models is not suffi­
ciently large to warrant further discussion at this level.

N ' I I

«1 T — - j — - T -

L.B. b b s b s  b s  b s b  s b s  b s b s

Figure 4. Correlation diagram (one-half) for the ESR spectrum of po­
tassium benzothiadiazole anion radical. L.B. indicates lines in the 
spectrum in Figure 3b which are broadened (b) or remain sharp (s).

Conclusions

Experimental hyperfine splittings in a series of related ar­
omatic thiadiazolo anion radicals are in good agreement with 
those obtained from McLachlan perturbation calculations 
employing the 3d orbitals on sulfur. This result is in harmony 
with the valence bond description in which tetravalent sulfur 
is included in the bonding.29

Experimental Section

Materials. Tetrahydrofuran, 2-methyltetrahydrofuran, or
1 ,2-dimethoxyethane was refluxed over calcium hydride and 
distilled into a storage bottle containing Na-K alloy, and 
thence transferred in vacuo as needed. [l,2,5]Thiadiazolo- 
[3,4-c] [l,2,5]thiadiazole, [l,2,5]thiadiazolo[3,4-6]pyrazine, 
[2,l,3]benzothiadiazole, and [1,2,5]thiadiazolo[3,4-6]quin- 
oxaline were kindly supplied by Dr. A. P. Komin after puri­
fication as described elsewhere.1’30

Preparation of Radical Anions. The aromatic heterocycles 
dissolved in ethereal solvents were reduced by either a sodium 
or potassium mirror which was prepared separately in a cap­
illary attached as a side arm to an ESR tube. The capillary was 
constricted in three places and the alkali metal sublimed in 
vacuo sequentially past each of the constrictions by gently 
heating upward from the bottom of the side arm. The side arm 
was then sealed at the last constriction to isolate the sublimed 
sodium or potassium mirror. Reduction was carried out by 
bringing the solution the aromatic compound contained in a 
separate side arm in contact with the metal mirror after 
sealing the tube in vacuo. The concentration of the radical 
anion could be adjusted in the sealed tube simply by distilling 
solvent bulb-to-bulb into or out of the solution with the aid 
of a cold bath.

Electron Spin Resonance Spectra. The ESR measurements 
were carried out either on a Varian E4 spectrometer or a 
modified Varian 4502 spectrometer equipped with a frequency 
counter and an NMR field marker as described pre­
viously.31

Calculation of Odd Electron and Spin Density Distribu­
tions in the Radical Anions. All computations were carried 
out on a CDC 6600 computer. The programs for Hiickel mo­
lecular orbital calculations and the McLachlan perturbation 
corrections (X = 0.75)25’28 were tested by comparing them with 
those previously obtained for naphthalene, 1 ,4,5,8- 
tetraazanaphthalene, and 1,4-dithiin radical anions.4’25’32 
Other studies have indicated that spin density calculations 
for aromatic systems such as these are not improved greatly 
by the use of more accurate configuration interaction meth­
ods32 or SCF-MO calculations using unrestricted Hartree- 
Fock wave functions.3’13

(1) Unpaired Spin Density Distributions. The Hiickel 
molecular orbitals were calculated for the thiadiazole systems
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I

~
Figure 5. Upper: ESR spectrum of POlassi~ [1,2,5]thladiazolo[3,~b]quinoxalineanion rSdlcalin dlmethoxyethane solution at room temperature.
lower: Computer simulated spectrun USing the ESR parameters In Table IV.

TABLE V: Calculated Values of aN!PN" for Thiadiazolo
Anion Radicals

Anion aN! PS"!
radical aN PN" PS" PN" PN"

BT 5.30 0.222 0.256 23.9 1.15
NT 3.25 0.144 0.228 22.6 1.58
TT 3.17 0.148 0.230 21.4 1.55
BNT 2.38 0.095 0.224 25.1 2.36

using the parameters suggested by Talcott and Myers.8 Two
sets of integrals corresponding to a p orbital modellO,ll and
a d orbital model9,25 were employed; i.e., the p orbital model
has as =ac + {3cc, aN =aC + O~{3cc, fJCN =1.076fJcc, {3NS =
O.778fJcc and the d orbital model has as = aC, aN = aC +
0.8fJcc, {jCN = 1.076{3cc, fJNS = :.l{3cc, fJcc = fJss'.

(2) Hyper{ine Coupling Ccnstants. Proton hyperfme
coupling constants were related to the spin density on carbon
by the McConnell equation, a H = QHPC. The value of QH was
assigned to be the same (26.9 G) !is that for naphthalene anion
radical, the spectral width of which resembles most closely the
anions examined here.33

For nitrogen and sulfur hyperfine splittings, the same types
of relationships were used, viz., aN =QNPN and as =Qsps,
respectively. QN was taken to be 22 G (vide infra) and Qs as
33 G.34 The use of the simplified equation for the calculation
of the unpaired 1r-electron density on nitrogen can be justified
in the following manner. In tl:.e systems examined in this
study, nitrogen bonded to sulfur can be considered analogous
to carbon bonded to carbon in llomatic hydrocarbons. Fol­
lowing the treatment developed by Karplus and Fraenke}33,35
for 13C splittings we obtain

aN = [S~ + Q~s + Q~cJPN + QSNPS + QCNPC

In our compounds, the last term can be neglected since QCN
is very small (-1.7 G8) and PC "" O. Letting QN = [S~ + Q~s +
Q~cJ, then

aN N PS- = QN + QSN-;­
PN PN

Interestingly, values of aN/PN listed in Table V for the anion
radicals examined here all cluster between 21.5 and 25 G.
From a least-squares treatment, we obtain QN = 22 Gand Q~N

= 0.9 G. It appears, thus, that a single McConnell type rela­
tionship is appropriate in this system since Q~N « QN. The
value of 22 G is smaller than that employed by Talcott and
Myers8 in aza aromatic systems, the difference being [Q~s -
Q~cJ· .

A similar treatment can be apphed to sulfur, namely

as = (S~ + 2QSN)PS + 2Q~sPN

1 34'The value of Qs = 33 G obtained for sulfur heterocyc es IS

not necessarily valid in our system, the difference being
2[Q~N- Q~l. Unfortunately, the lack of data pr~hibitsa betu:r
evaluation of Q. for these systems. However, a slmple analyslS
obtained from 1'T anion radical suggests a value of 22 G.
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Electron Spin Resonance Studies of Spin-Labeled Polymers. 11. 
Segmental and End-Group Mobility of Some Acrylic Ester Polymers

A. T. Bullock,* G. G. Cameron, and V. Krajewski

Department o f Chemistry, University o f Aberdeen, Oid Aberdeen, Scotland. AB9 2UE (Received March 8, 1976)

Poly(methyl acrylate), poly(n-butyl methacrylate), and two samples of poly(methyl methacrylate) have 
been spin labeled at random ester groups along the chain. The density of labeling was low and a study of the 
electron spin resonance line widths of dilute solutions of the spin-labeled polymers clearly showed the domi­
nant effect of segmental rotation. Three further samples of polyfmethyl methacrylate) were labeled specifi­
cally at one end of the chain. Solution studies showed a nonlinear Arrhenius plot of log t c v s . 1 /T  which re­
flected the temperature dependence of the termination rate coefficient in the free radical polymerization of 
methyl methacrylate. For the low molecular weight end-labeled samples (Mn = 25 000 and 2300) there was 
some evidence for anisotropy in the rotational diffusion of the whole polymer molecules.

Introduction

In parts 1-10 of this series it has been shown that electron 
spin resonance (ESR) studies of spin-labeled synthetic poly­
mers provide a useful anc complementary addition to existing 
methods of studying polymer relaxations in dilute solution1-3 
and in the solid state.4 Further, the effects of increasing 
polymer concentration in solution are readily delineated and 
evidence favoring one particular theory of concentrated so­
lution has been obtained.3 The present work is concerned with 
segmental relaxation on poly(methyl acrylate) (PMA), poly- 
(methyl methacrylate) (PMMA), and poly(n-butyl methac­
rylate) (PBMA) in dilute solution. In addition the rotational 
behavior of the chain end has been observed in three samples 
of end-labeled PMMA in dilute solution. The results are

discussed in terms of the rate-determining step in the radical 
polymerization of methyl methacrylate and the anisotropic 
end-over-end rotational diffusion of the macromolecules. The 
importance of spectral simulation in deriving values of rc, the 
rotational correlation time, from inhomogeneously broadened 
lines is emphasized throughout.

Experimental Section

Materials, (i) Side-Chain Labeled Polymers. These were 
prepared from acrylic ester-acrylic acid chloride copolymers 
by reaction in benzene solution of the acid chloride moieties 
with 4-hydroxy-2,2,6,6-tetramethylpiperidin-l-oxy (I) in the 
presence of pyridine. The generalized reaction is
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II
R1 = CH:> (PMMA and PBMA) -R2=CH3 (PMMA and PM A) 

H (PMA) n-Bu(PBMA)

The labeled polymers II were precipitated by pouring into 
methanol (in the case of PMA and PMMA) or 1-butanol 
(PBMA). In this way, unreacted acid chloride units were 
converted into the appropriate ester units.

The copolymers were prepared by free-radical polymer­
izations using a,a'-azobisisobutyronitrile as initiator, carbon 
tetrabromide as chain transfer agent, and benzene as solvent. 
Comonomer mole ratios were chosen to give copolymers 
containing approximately 8% of the acid chloride using liter­
ature values of the relevant reactivity ratios.5 The molecular 
weights of the polymers are given in Table I. The label I was 
prepared from acetonamine by the method of Briere, Lemaire, 
and Rassat.6

(ii) End-Labeled PMMA. The preparation of this polymer 
has been described in detail in part 6.7 Briefly, the monomer 
was polymerized anionically in tetrahydrofuran at —70 °C. 
At the same temperature 2-methyl-2-nitrosopropane (MNP) 
was added and reacted rapidly with the living carbanions. The 
polymer was precipitated by pouring the solution into cold 
methanol and purified by repeated precipitation in methanol 
from chloroform solution. Before the final precipitation, the 
polymer solution was shaken with silver oxide to oxidize the 
hydroxylamine to nitroxide. Thus

ch3

~CH,— CTLi+

C02CH,

MNP

CH:i

CH,

-----CH,— C— N
!Bu

OTLit
C02CH3

MeOH
-CH,— C— R

co2ch:1

/ Bu oxidn

OH

CH)

-CH— C—
I ^

co2ch3

III

; bu

o-

Three samples were prepared and will be designated 
PMMA-IE, PMMA-2E, and PMMA-3E. The molecular

TABLE I: Molecular Weights and Spin Concentrations of
Labeled Polymers

Monomer units
Polymer Mol wt per spin

PMMAa 550 000 22 400
PMMAa 33 000 13 200
PMAQ 111 400 1 100
PBMA" 450 000 5 200
PMMA-1E5 80 000 d
PMMA-2E6 25 000 d
PMMA-3EC 2 300 d
a Side-chain labeled, molecular weights determined by vis- 

cometry. b End-labeled, molecular weights determined by vis- 
cometry. c End-labeled, molecular weight determined by os-
mometry. d $ one spin per polymer chain.

weights of these are to be found in Table I. n-Butyllithium was 
the initiator for PMMA-1E while fluorenyllithium was used 
for the other two samples.

(iii) Pivaloyl-2,2,6,6-tetramethylpiperidin-l-oxy (Tatpo). 
It was found helpful in the spectral synthesis of the side-chain 
labeled polymers to measure the spectrum of a small molecule 
analogue of the labeled units in PMMA. This was prepared 
by the reaction of I with trimethylacetyl chloride in benzene 
solution in tjie presence of pyridine. The purified product (IV)

H3C— C— CH3

consisted of orange crystals (mp 98-100 °C) whose infrared 
spectrum showed no detectable absorption due to hydroxyl 
groups.

Instrumental. Details of the instrumental techniques have 
been given previously.* 1 * III’2 To facilitate comparisons with di­
electric relaxation data, the side-chain labeled polymers were 
examined as 5% solutions in toluene between room tempera­
ture (ca. 20 °C) and 80 °C. (The reason for the lower limit to 
this range will be given later.) For reasons to be discussed, 
ethyl acetate was used as the solvent for the end-labeled 
polymers and spectra were recorded over the temperature 
range —65 to 18 °C.

Spin concentration measurements were made as before1 and 
all numerical and spectral synthetic work was done on an ICL 
4/70 computer.

Results and Discussion
The molecular weights and the results of the spin concen­

tration measurements for all the polymers studied are given 
in Table I.

Spectra typical of the side-chain and end-labeled polymers 
in solution are shown in Figures 1 and 2, respectively. For the 
side-chain labeled polymers there are clearly resolvable cou­
plings from both the 14N nucleus (I = 1) and some of the pi- 
peridinyl protons to the unpaired electron. The anisotropy 
of the g and hyperfine tensors modulated by isotropic rota­
tional diffusion of the radical gives rise to a line-width de-
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Figure 1. ESR spectrum of side-chain labeled PMMA In toluene at 21 
°C.

Figure 2. ESR spectrum of end-labeled PMMA.

pendence upon the nuclear spin quantum numbers mt such 
that8

n
T2_ 1(mi,m2, . . . ,  mn) = A + £

¿=1

+ Y  Ciirii2 + Y. Eijrmmj (1 ) 
i=1 i * j =1

As in the case of labeled polystyrene2 it was possible to se­
lect lines for which the resultant ' H spin quantum number, 
2m h, was zero. Such lines have widths depending only on m/, 
the component of the 14N nuclear spin, components of the 
anisotropic g  and hyperfine coupling tensors (gu and Tji, re­
spectively), the applied magnetic field, and the rotational 
correlational time rc. Again as for earlier labeled polymers, 
nonsecular contributions to the line widths were negligible and 
substituting for the various coefficients in eq 1 gives

[ Q/,2 a
—  + —  (AT-Bo)2
zU 45

+ | mi2 -  6A7 B0W/I tc + X  (2) 
o 15 J

where

b = (4tt/3)[T„ -  U T XX + Tyy)]

A 7= -  y  [gzz -  Vzigxx + gyy)]

Bo is the applied magnetic field and X  represents contribu­
tions to the line width which are independent of m/. For 
convenience in later discussion eq 2 may be recast into the 
form of eq 1 , thus

T2(m/)-1  = A + Bmi + Cmi2 (3)

where B = -  (4/15)fcAyBoTc and C = (fe2/8)rc.

(a) Side-Chain Labeled Polyacrylates. From earlier studies 
in this series2 together with the work of Poggi and Johnson9 
allowance had to be made for unresolved and partially re­
solved couplings to protons in the piperidinyl ring (a point 
ignored in earlier studies using this label10’11). Kreilick12 and 
Briére et al.13 have separately reported NMR contact shift 
measurements of proton coupling constants in nitroxides 
structurally similar to those used here as labels. We have noted 
elsewhere14 that the values given by Briére et al.13 gave sat­
isfactory spectral simulations whereas those of Kreilick12 did 
not. This finding has been independently confirmed by 
Whishnant, Ferguson, and Chestnut.15 The proton coupling 
constants (MHz) used were thus aH(7_cH) = 0.23,
^^(a-CHs, axial) — 0.0, equatorial) 1 .21, a Q3-CH2 , axial)
= -0.87, and aH(ij.cH2, equatorial) = -1.35. Kreilick12 found a 
sharp temperature dependence of several of the proton cou­
pling constants below ca. 5-10 °C. Our measurements were 
thus restricted to the range 20-80 °C where the variation in 
the values of aH were negligible for our purposes. The simu­
lations were initially performed for the Tatpo small radical 
analogue (IV) and then on the various labeled polymers. 
Typical results are shown in Figures 3 and 4.

The determination of the parameters b and Ay involves a 
knowledge of aN¡s0, g¡90, Tzz, and gzz. The isotropic parameters 
were readily determined by measurement in toluene solution. 
However, the usual method of measurement of Tzz and gzz 16 
from the extrema positions in the spectrum of the solid pow­
dered polymers was not applicable in the present case since 
measurements over a range of temperatures revealed that the 
rigid limit had not been reached at the lowest temperature of 
measurement, namely, 77 K. However, it was found that a 
satisfactory extrapolation to 0 K of both high- and low-field 
extrema positions and their difference could be obtained by 
a least-squares curve fitting procedure to a polynomial in the 
temperature. This is illustrated in Figure 5 for 2TZZ*, the 
separation of high- and low-field extrema. Since aN¡so = \{TXX 
+ Tyy + Tzz) andgiso = lk(gxx + gyy + gzz), then b = 2tt(Tzz -  
aNiso) and Ay = %(|d| /h)(gzz -  g¡so). Table II lists the relevant 
parameters for the both side- and end-labeled polymers.

Unfortunately, the poor resolution of the high-field mul- 
tiplet (mi = — 1 ) did not allow measurements of T 2(—1 ). 
Measurements were therefore confined to the low- and mid- 
field lines. The general principles of the analysis together with 
the use of spectral simulation to obtain true line widths have 
been given elsewhere.2

Both samples of PMMA gave values of tc which closely 
fitted a common Arrhenius plot (Figure 6) characterized by 
an activation energy, Ea, of 20 ±  1 kJ mol-1. Since the mo­
lecular weights of the two samples differ by more than an order 
of magnitude it is clear that the motion of the label is largely 
determined by segmental relaxation of the chain and that any 
contribution from “end-over-end” or whole molecule rotation 
of the polymer is negligible. The activation energy is compa­
rable to, although slightly lower than, the value obtained by 
dielectric relaxation measurements in this solvent, namely, 
ca. 27 kJ mol-1. Ironically, when the rather poorer spectral 
simulations based on Kreilick’s values for the H coupling 
constants were used, the activation energy for PMMA agreed 
exactly with the dielectric results. This sensitive dependence 
of Ea upon the details of the spectral simulation accords with 
the comments of Poggi and Johnson.9

Poly(methyl acrylate) and poly(rc-butyl methacrylate) gave 
activation energies of 19 ±  3 and 14.6 ±  0.6 kJ mol-1 , respec­
tively. The value for PMA is again slightly lower than that of 
23 kJ mol-1  obtained from dielectric measurements.17
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Figure 3. (a) Experimental and (b) simulated low-field jm(14N) =  +1| 
multiplet of Tatpo in toluene. Simulation based on the data of ref 13 (see 
text).

5-0 MHz
Figure 4. (a) Experimental and (b) simulated low-field multiplet of PBMA 
in toluene at 45 °C. Coupling constants are from ref 13 (see text).

To conclude this section we note that during the course of 
this work Kurosaki, Lee, and Okawara used a similar tech­
nique to prepare spin-labeled PMMA and polystyrene.18 
However, they obtained poorly resolved spectra and did not 
observe splittings from the piperidinyl protons. This is almost 
certainly the result of a high density of spin labels causing 
exchange and dipolar broadening of the spectral lines.

(b) End-Labeled Poly(methyl methacrylate). The three 
samples PMMA-1E, PMMA-2E, and PMMA-3E (mol wt =

1795

Figure 5. Variation with temperature of the field separation of the low- 
and high-field extrema in the powder spectra of side-chain labeled PMA 
(a), PMMA (b), and PBMA (c). The solid lines are least-squares plots of 
the polynomial 2 Tzz* =  a +  bT +  cT2 where T is the temperature 
(K).

81 000, 25 000, and 2300, respectively) were all studied as 5% 
solutions in ethyl acetate over the temperature range —60 to 
+18 °C. The reason for these choices lies in a study by Hughes 
and North19’20 in which they examined the free-radical poly­
merization of methyl methacrylate in this solvent at low 
temperatures. They found a nonlinear Arrhenius dependence 
of kt, the termination rate coefficient, upon temperature. This 
was interpreted in terms of a model in which the rate-deter­
mining step in the termination reaction was not considered 
to be the translational diffusion of two macroradicals together 
but rather the diffusion, via a segmental reorientation process, 
of the radical ends to within reaction distance once the 
propagating macroradicals have come sufficiently close to­
gether. The “knee” in the Arrhenius plot of kt vs. 1/T  was said 
to arise from a “ phase transition” in solution from a rigid 
random coil to a flexible random coil. Clearly, if the above 
interpretation is correct and if the motion of the nitroxide 
radical in the present study reflects closely the rotational 
mobility of the chain ends, similar behavior should be found 
in the temperature dependence of rc as was observed for kt.

Figures 7-9 show the Arrhenius plots for rc :n PMMA-1E, 
-2E, and -3E, respectively. In each case it was possible to de­
termine both the B and C coefficients in eq 3 and hence two 
independent correlation times. From the three figures it is 
clear that the rotational behavior of the spin label is strongly 
dependent upon molecular weight. For the high molecular 
weight sample (Figure 7) the Arrhenius plots derived sepa­
rately from the B and C coefficients are closely parallel and, 
if due allowance for experimental errors is made, are almost 
coincident. We take this to indicate that the motion is essen­
tially isotropic and, from previous work,2'3 associate it with 
segmental motion of the polymer chain. A close examination 
of Figure 7 shows the plots to be slightly nonlinear with a 
change in slope occurring at —41 ±  4 °C. This effect is more 
strongly marked in PMMA-2E (Figure 8) for which the “knee” 
in the Arrhenius plots is found at —45 ±  1 °C. Both these 
values are in excellent agreement with the “ phase transition” 
temperature obtained by Hughes and North from kinetic and 
intrinsic viscosity measurements for this polymer. Insofar as 
the rotational mobility of the chain end is intimately linked 
with the translational diffusion of the reactive centers of the 
propagating radicals our results provide direct supporting 
evidence of the termination mechanism described above.

It is apparent that as the molecular weight decreases there
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TABLE II: Spin Hamiltonian Parameters

Polymer ' Bo/G aisr(iso)/MHz g( iso) Tzz/MHz §ZZ W M  radians s 1
Ay/radians 1 

s - 'G - 1

PMMA6 3301.96 43.32 ±  0.14 2.006 08 ± 0.000 02 95.86 ±  0.34 2.001 98 ±  0.000 10 330.03 5.41 X 104 *
PM A 6 3301.60 43.43 ± 0.08 2.006 25 ± 0.000 02 98.24 ±  0.37 2.002 16 ±  0.000 13 344.39 5.40 X 104
PBMA6
PMMA-

1E C

3301.60- 43.18 ±  0.08 2.006 06 ± 0.000 02 95.21 ± 0.45 2.002 25 ± 0.000 15 326.85 5.02 X 104

PMMA-
2EC

PMMA-
3EC

3301.89 
± 0.02

41.80 ±  0.06 2.005 99 ±  0.000 04 96.13 ±  0.25 2.001 91 ±  0.000 14 341.30 ± 1.71 (5.38 ± 0.23) X 104 

fT

° Previously, we have given b the units MHz; the above units are, however, strictly, correct. 6 Side-chain labeled. Isotropic parameters 
in toluene solution. c Enc-labeled. Isotropic parameters in ethyl acetate solution.

Figure 6. Common Arrhenius plot for two samples of side-chain labeled Figure 8. Same as caption to Figure 7 but for PMMA-2E 
PMMA: (O) =  550 000; (□ ) A4V = 33 000.

02 -

00  1 1----- 1------ 1___i____I__ i____I____
3 0  3 a 3 8  4 2  4 6

103/  T ( k - ' )

Figure 7. Arrhenius plots for end-labeled PMMA-1E in ethyl acetate: 
( • )  r c from coefficient C; (O) r 0 from coefficient B.

103/ t (  k ~')

Figure 9. Same as captions to Figures 7 and 8  but for PMMA-3E.

is a concomitant increase in the anisotropy of the rotational 
motion of the probe. The evidence for this is the increasing 
divergence of rc values separately calculated from the B and 
C coefficients as the molecular weight decreases. Freed and 
co-workers have analyzed this situation in some detail with 
especial reference to the rotational diffusion of the per- 
oxylamine disulfonate ion.21 Unfortunately, it is impossible 
to apply their analysis quantitatively to the present situation.

The reasons are as follows. First the system must be defined 
by two diffusion tensors R, one describing the rotation of the 
whole macromolecule in the laboratory frame of reference and 
the other describing the local mode or segmental rotation of 
that part of the chain to which the spin label is bonded. Sec­
ondly, it is not possible, as it was in the system studied by 
Freed et al.,21 to make a sensible estimate of the direction 
cosines between the principal axes of the diffusion tensors and
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those of the hyperfine and g tensors. We can, however, assert 
that the principal source of the observed effect is anisotropy 
in the rotational motion of the whole macromolecule since the 
effect becomes more marked at shorter chain lengths. The 
conclusion is that, at low molecular weights, poly(methyl 
methacrylate) assumes a nonspherical or rodlike shape.

An alternative interpretation of the results for PMMA-1E, 
-2E, and -3E could be that the rotational mobility of the chain 
ends with respect to the rest of the chain increases with de­
creasing molecular weight. This would imply that, since the 
anjsotropy is evident in PMMA-2E (mol wt 25 000), groups 
2SQ monomer units distant from the nitroxide moiety have a 
significant effect. This seems rather implausible and is at 
variance with our previous study of labeled polystyrene.2 
Further, it might be argued that evidence of anisotropic 
rotation should be found in the side-chain labeled polymer 
of mol wt 33 000. However, we have shown previously2 that 
for labeled polystyrene, the contribution to relaxation from 
the overall rotation of the macromolecule drops off sharply 
when the molecular weight is such that r(segmental) is of the 
same order as r(eoe). [r(eoe) is the correlation time for 
whole-molecule rotation.] It would seem that for PMMA, this 
situation is reached at a molecular weight of about 30 000. 
Above this, we expect the observed correlation time to be 
dominated by segmental relaxation while below it, both seg­
mental and whole molecule rotation will contribute. Certainly 
Figure 6 clearly shows that the segmental process is dominant 
for PMMA having a molecular weight greater than, or equal 
to, 33 000.

In view of some recent fluorescence depolarization mea­
surements of segmental and end group mobilities22 it is of 
interest to compare the correlation times for these two pro­
cesses as measured by the spin-labeling technique. At 298 K 
these are rc(segmental) = 3.6 X 10~10 s and rc(chain end) = 
(2.8 ±  0.5) X 10-10 s. The latter value is the mean of the values 
derived from the B and C coefficients for PMMA-1E. A 
meaningful comparison of these values must take into account 
the relative viscosities of the two solvents. It was noted in part 
73 that Helfand’s treatment23 of the rate of conformational 
transitions in polymers in the limit of high viscous damping 
is given by

k = (A/£) exp(~E*/RT) (4)

where A is a constant, £ the frictional coefficient (proportional 
to the solvent viscosity 77), and E* is the energy barrier for local 
conformational changes. If it is assumed that, as in the case 
of polystyrene, E* is the same for segmental2 and end group

rotation,24 then the two correlation times may be expressed 
as reduced correlation times tJ t\. The relevant values of 77 at 
298 K are 0.552 and 0.441 cP for toluene and ethyl acetate, 
respectively. The reduced correlation times are found to be 
in excellent agreement thus 6.5 X 10~8 P_1 s-1  (toluene) and 
6.35 X 10-8 P“ 1 s-1  (ethyl acetate). .

Finally, it is worth noting that a linear dependence of kt 
upon I/77 is to be expected whether termination is controlled 
by a simple translational diffusion of reacting macroradicals, 
when the Stokes-Einstein-Debye equation applies, or by the 
mechanism proposed by Hughes and North when eq 4 is rel­
evant. The dependence of fet upon I/77 has been demonstrated 
by several groups.25 However, the nonlinear Arrhenius plots 
of the chain end rotational mobility are most readily accom­
modated by the mechanism involving segmental reorientation.
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The chiroptical properties associated with the d -d  and low-lying charge-transfer transitions in a series of 
four-coordinate and six-coordinate Cu(II)-dipeptide and Cu(II)-dipeptide amide complexes are calculated 
on a semiempirical molecular orbital model. Electronic rotatory strengths are calculated directly using wave 
functions of the entire complex generated from the molecular orbital model. Excited states are constructed 
in the virtual orbital approximation and electric and magnetic dipole transition integrals are computed in­
cluding all one-, two-, and three-center contributions. The results are compared to those obtained using 
other theoretical models of molecular optical activity, to semiempirically derived spectra-structure relation­
ships and rules formulated for pseudotetragonal metal complexes, and to empirical data.

I. Introduction
Copper(II) complexes of di-, tri-, and tetrapeptides have 

been studied extensively because of their importance as 
models for metalloproteins. Copper(II) promotes the ioniza­
tion of amide hydrogens in neutral solutions of simple pep­
tides, yielding chelates containing planar, trans amide bonds 
with trigonal amide nitrogens as donor atoms. These pseu­
dotetragonal copper(II)-peptide complexes provide a nearly 
planar system of chelate rings to which side chains are at­
tached in known dispositions. Because of the relative struc­
tural rigidity of these systems they serve as excellent models 
for examining the origins of optical activity in chiral transition 
metal complexes. Furthermore, spectra-structure relation­
ships found applicable to these systems are also expected to 
be at least qualitatively applicable to spectra-structure cor­
relations in metalloenzymes and metal-protein complexes.

A considerable number of studies on the chiroptical prop­
erties of complexes formed between copper(II) and amino 
acid, dipeptide, and tripeptide ligands have been reported in 
the literature.1-2 Several of these studies have led to the for­
mulation of empirically based spectra-structure relationships 
which are remarkably successful in correlating the data ob­
tained on various series of similar systems. Additionally, in 
a few instances these relationships have been interpreted di­
rectly in terms of extant theoretical models of molecular op­
tical activity. Of special note is the “hexadeeant” sector rule 
proposed and applied by Martin and co-workers1 in inter­
preting the circular dichroism (CD) spectra of a large number 
of metal ion-amino acid and -peptide complexes. This sector 
rule derives directly from the one-electron static-coupling 
model of molecular optical activity as described by Schellman3 
and as elaborated upon by Mason4’5 and by Richardson.6-7 
Although the CD associated with the pure ligand-ligand 
transitions as well as the ligand-metal charge-transfer (CT) 
transitions have been studied for many metal complexes, it 
is generally the CD spectra associated with the metal ion d -d  
or ligand-field transitions which are used as diagnostic probes 
of structure or structural changes. These transitions generally 
fall within an easily accessible region of the spectrum, gener­
ally exhibit relatively large dissymmetry factors (At/t), and 
are more readily amenable to theoretical analysis than are the 
less well characterized metal-ligand charge-transfer and li­
gand-ligand transitions.

Theoretical treatments of optical activity in chiral transi­
tion metal complexes have generally developed along three 
different lines. In one approach an independent systems 
representation of the complex is adopted wherein the complex 
is partitioned into an achiral chromophoric group (which in­
cludes the metal ion) and a set of extra-chromophoric groups 
distributed throughout the ligand environment.4-7 Interac­
tions between the chromophoric group and extrachromo- 
phoric groups are treated by perturbation techniques and 
optical activity in the chromophoric transitions is assumed 
to arise from dissymmetric terms in these interactions. The 
theoretical bases for most of the sector or regional rules pro­
posed and applied in making spectra-structure correlations 
in amino and peptide complexes of transition metal ions are 
found in various forms of the independent systems model.

A second approach to examining the origins of optical ac­
tivity in transition metal complexes focuses on chiral distor­
tions of donor atom orbitals. These distortions reflect the 
chiral nature of the ligand environment beyond the donor 
atom set and communicate chirality to the chromophoric 
electrons of the metal ion via direct bonding (or antibonding) 
interactions. This approach has been used with varying de­
grees of success by Liehr,8 Karipedes and Piper,9 Strickland 
and Richardson,10 and Schaffer.11

The third approach to studying the chiroptical properties 
of metal complexes involves direct molecular orbital calcu­
lations on the entire complex. That is, the entire metal com­
plex is treated as a single entity and the wave functions ob­
tained from molecular orbital calculations on the complex will 
have dissymmetry built into them directly (reflecting the 
symmetry properties of the total molecular Hamiltonian op­
erator). This latter approach has been employed by Schreiner 
and co-workers,12 by Strickland and Richardson,10 and by Yeh 
and Richardson.13

In the present study we calculate the electronic rotatory 
strengths associated with the d -d  and low-lying charge- 
transfer transitions in a series of copper(II)-dipeptide com­
plexes using the molecular orbital model and the direct cal- 
culational method. This method is particularly suitable for 
the Cu(II)-dipeptide complexes since in these systems one 
may expect strong d-ir interactions between the metal ion and 
the peptide and carboxylate (or amide) groups of the ligands, 
as well as significant electron delocalization over large parts
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of the complex (metal ion + ligands). In these cases it is un­
likely that an independent systems model can provide a 
complete or accurate representation since the basic chromo- 
phoric unit for certain of the transitions of interest must be 
assumed to extend somewhat beyond the metal ion and the 
donor atoms of the ligands. That is, partitioning the complex 
into weakly interacting chromophoric and extrachormophoric 
groups is not easily (or validly) accomplished, and it becomes 
more appropriate to treat the entire complex as an extended 
chromophore. The molecular orbital/direct calculational 
method allows us to do this.

II. Structures

Nineteen Cu(II)-dipeptide complexes were studied. These 
are: [Cu(GG)(OH)]-, [Cu(GG)(H20)], [Cu(AG)(OH)]-, 
[Cu(GA)(OH)]~, [Cu(AG)(H20)], [Cu(GA)(H20)], [Cu(AA)- 
(OH)]~, [Cu(AA)(H20)], [Cu(A'A)(OH)]~, [Cu(AAO(OH)]-; 
trans-[Cu(GG) (OH)] (OH)23-, trans- [Cu(GA) (OH)] (OH)23_, 
irans-[Cu(AG)(OH)](OH)23~, trans-[Cu(GG-NH)(OH)] 
(OH)23- ,  trans-[Cu(GA-NH) (OH)] (OH)23_, trans- 
[Cu(AG-NH)(OH)](OH)23- , trans-[Cu(GG)(H20)](H 20 )2, 
irons-[Cu(GA)(H20)](H 20 )2, trans-[Cu(AG)(H20)](H 20 )2, 
where GA = glycvl-S-alaninato ligand, AG = S-alanylglyci- 
nato ligand, GG = glycylglycinato ligand, AA = S-alanyl-S- 
alaninato ligand, A'A = ft-alanyl-S-alaninato ligand, AA' = 
S-alanyl-E-alaninato ligand, GA-NH = glycyl-.S'-alaninamido 
ligand, AG-NH = S-alanylglycinamido ligand, and GG-NH 
= glycylglycinamido ligand. The structure parameters for the 
chelate rings in these systems were adapted from those re­
ported for crystalline glycylglycinatocopper(II) trihydrate and 
for crystalline glycylglycinatocopper(II) dihydrate (obtained 
from x-ray diffraction data).14'15 The GG, GA, AG, and AA 
ligands each function as a tridentate chelate system via an 
amino group donor, a deprotonated peptide nitrogen donor, 
and a carboxyl group donor. The CuN20 2 (one oxygen atom 
from either a water molecule or a hydroxyl anion) cluster 
forms a slightly distorted square. The chelate ring formed by 
the carboxyl and peptide groups is assumed to be exactly 
planar in our model structures, whereas the chelate ring 
formed by the peptide nitrogen and the terminal amino group 
is very slightly puckered.

The GG-NH, GA-NH, AG-NH, and AA-NH ligands each 
function as a tridentate chelate system via an amino group 
donor, a deprotonated peptide nitrogen donor, and an amido 
group donor. The CUN3O cluster forms a slightly distorted 
square and the chelate rings are each nearly planar.

The “ in-plane” Cu-OH and Cu-OH2 bond distances were 
taken to be 1.95 A. The axial Cu-OH and Cu-OH2 bond dis­
tances were set at 2.40 A. The GG and GG-NH complexes 
were constructed to have exact Cs symmetry, whereas all the 
other complexes are entirely lacking in symmetry.

III. Calculations

The direct calculational approach was used to compute the 
electronic rotatory strengths associated with the d-d and 
lowest-lying charge-transfer transitions of the Cu(II) systems 
examined in this study. That is, the rotatory strengths

Rij = Im (1 )

where fr is the electric dipole operator and m is the magnetic 
dipole operator, are calculated using wave functions obtained 
directly as approximate eigenfunctions of the complete elec­
tronic Schrodinger equation for each complex. The short­
comings of this approach reside in the rather serious ap­
proximations one must make in solving the electronic

Schrodinger equation for such large systems as are being 
studied here, and especially in constructing wave functions 
for the spectroscopic excited states. Despite these obvious 
shortcomings, this approach is to be preferred over an inde­
pendent systems or perturbative model for systems in which 
electron delocalization beyond the metal ion-donor atom 
cluster is expected to be significant and in which the 
chromophoric unit is not localized at a center of high sym­
metry.

In our calculations, ground state electronic wave functions 
were obtained using a modified Wolfsberg-Helmholz or ex­
tended Hiickel molecular orbital model. The general proce­
dures employed in carrying out calculations on this model 
have been described elsewhere10-13 and will not be discussed 
further here. The atomic orbital basis set employed in the 
present calculations included: (1) 3d, 4s, and 4p orbitals on 
Cu(II); (2) 2s and 2p orbitals on each carbon, oxygen, and ni­
trogen atom; and, (3) a Is orbital on each hydrogen atom. The 
single-f Slater-type-orbitals (STO) of Clementi and Rai­
mondi16 were chosen for the C, N, and 0  atoms. For the H 
atoms, we used a Slater type Is orbital with f  = 1.2. The metal 
ion basis set consisted of single-f 4s and 4p orbitals and dou- 
ble-f 3d orbitals.17

Excited state wave functions were constructed in the virtual 
orbital approximation by promoting an electron from an oc­
cupied molecular orbital to an unoccupied (or virtual) orbit­
al.

To calculate electronic rotatory strengths (eq 1) both 
electric and magnetic dipole transition integrals are required. 
The electric dipole transition integrals were calculated in the 
dipole velocity representation and then transformed to the 
dipole length form according to

{\pi\d/dq\\pj) = m (E j- Ei)(\pi\q\\pi)/h2 (2)

where q = x, y, or z (electron positional coordinate) and m = 
electron mass. All one-, two-, and three-center terms were 
included in evaluating the electric dipole velocity and angular 
momentum integrals required for computing the and

matrix elements.
The electric and magnetic dipole transition integrals, dipole 

strengths (eq 3), rotatory strengths (eq 1), oscillator strengths, 
and dissymmetry factors (eq 4) were calculated using a pro­
gram (rotstr) previously employed in computing chiroptical 
properties of nonmetal systems18 and extended, recently, to 
handle 4s, 4p, and 3d metal orbitals.13

Dij = |(\/'i|£|i/'j>|2 dipole strength (3)

Gy = 4f?ij/Z)jj dissymmetry factor (4)

IV. Results

The optical properties computed for the d-d transitions in 
15 of the Cu(II)-dipeptide and Cu(II)-dipeptide amide 
complexes are listed in Tables I—III. The optical properties 
computed for the three lowest energy charge-transfer tran­
sitions in six of these complexes are listed in Table IV.

In each of the four-coordinate systems studied the energy 
ordering of the 3d metal orbitals was calculated to be: dxa_y2(c) 
> dxy(f) > dz2(d) > dxz(v) > dyz(Z). In each of the six-coordi­
nate systems the energy ordering of the 3d orbitals was cal­
culated to be: d i2_j,2(e) > d22(0) > dxy(f) > dxz(?i) > dy2(£). 
The coordinate systems employed in our calculations are 
depicted in Scheme I. The dI2(jj) orbital is directed toward 
the peptide nitrogen atom and the d->,2 (|) orbital points toward 
the amino nitrogen and carboxyl oxygen (or amide nitrogen) 
atoms.

The Journal o f Physical Chemistry, Vol. 30, No. 16, 1976



1800 G. Hilmes, C. Yeh, and F. S. Richardson

R, 10-40 esu2 Transi-

TABLE I: Computed Optical Properties of Four Lowest
Energy Transitions in Four-Coordinate Cu(II)-Dipeptide
Complexes _____________________

Complex A, nm D, D2 cm2 1 G\ tion

[Cu(GGXOH)]- 643 0.43 ' 0 0 r - f
610 0.26 0 0 0-»  6
604 0.27 0 0 n — «
539 0.02 0 0

[Cu(AG)(pH)]- 652 0.24 -1.44 0.0023 r - «
610 0.23 2.45 0.0043 s -* «

• V 601 0.27 -8.41 0.0116 v —■ «
536 0.03 0.06 0.0008 f - e

[Cu(GA)(OH)]- 651 0.49 - 2.66 0.0022 f - i
615 '  0.11 4.70 0.0171
604 0.23 -18.66 0.0325
537 0.02 -0.26 0.0048

¡Cu(AA)(OH)]- 66L 0.25 -3.22 0.0047 r -* «
618 0.43 6.55 0.0057 0 > €
601 0.25 . - 22.88 0.0366 V — t

534 0.03 • -0.03 0.0004 f - i
[Cu(AA)(OH)]- 654 0.28 • ' 0.96 0.0013 r - «

621 0.40 ' ' 1.46 0.0015 0 —*■ e
603 0.31 -7.42 0.0095 v — «
538 0.04 -0.14 0.0014

[Cu(A'A)(OH)]- 654 0.28 -0.96 0.0013 f - «
621 0.40 -1.46 0.0015 0 * €
603 0.31 7.42 0.0095 V ^

Scheme I

538 0.04 0.14 0.0014

N— Cu— 0-»-Y N— Cu— N-»-Y 
j

S
1
S

1 1
X X

S = OH” or H,0

The four lowest energy transitions calculated for each 
complex are essentially d-d excitations localized on the metal 
ion. For all the complexes studied, the three lowest energy 
charge-transfer transitions involve excitation of an electron 
out of a predominantly ligand-localized orbital into the half- 
filled dx2_v2(f) metal orbital. The highest occupied ligand- 
localized orbital is calculated in each case to be slightly 
bonding with respect to the dXy(0  metal orbital and it has 
maximum amplitude in the xy plane. This orbital is desig­
nated tv' . The second highest occupied ligand-localized orbital 
is designated tv"  and it is found to be entirely nonbonding with 
respect to the metal orbitals. This orbital has maximum am­
plitude in the xy plane and is somewhat localized on the car­
bonyl oxygen atom of the terminal carboxylate or amido 
moiety. The third highest occupied ligand-localized orbital 
is an out-of-plane tv orbital with maximum amplitude on the 
nitrogen and oxygen atoms of the central peptide group. We 
designate this orbital as tv. The tv"  orbital in our calculations 
closely resembles a carbonyl oxygen nonbonding or “n” or­
bital, and the it orbital in our calculations closely resembles 
the 7T0 “nonbonding” orbital found in isolated amide chro- 
mophores. (The tto orbital in amide groups is often called 
“ nonbonding” because it has a near nodal plane at the car­
bonyl carbon atom of the OCN group.)

The orbital occupation numbers calculated for the 4s and

4p metal orbitals in the ground state of the various complexes 
were found to lie in the range 0.45-0.62. The occupation 
numbers calculated for the d*2_v2(r) orbital in the ground state 
of the various complexes fall in the range 0.70-0.74. With the 
several parameter sets we examined in constructing our 
semiempirical molecular orbital model, very little mixing 
between the 4s, 4p, and 3d metal orbitals was found among the 
occupied and low-lying virtual molecular orbitals. The orbital 
occupation numbers listed above suggest significant partici­
pation of the metal 4s and 4p atomic orbitals in metal-ligand 
bonding in the ground states of the Cu(II)-dipeptide com­
plexes. However, our calculations give little evidence for sig­
nificant sp2d hybridization in the ground states of these sys­
tems (although this point cannot be settled by the very ap­
proximate types of calculations performed in this study).

Axial perturbations by ligands located in the fifth and sixth 
positions determine the relative ordering of the d22(0) and 
d,xy (f) orbitals as seen by comparing the calculated results for 
the four-coordinate and six-coordinate complexes. The dipole 
strengths and rotatory strengths of the 0 —*► e and f  —► « tran­
sitions are also quite sensitive to the presence or absence of 
axial ligands (see Tables I and II).

V. Discussion
As was pointed out in the Introduction, metal ion-peptide 

complexes provide excellent model systems for testing and 
investigating theoretical methods for calculating and inter­
preting molecular chiroptical properties. They have relatively 
rigid structures and well-defined chromophoric units, and 
their chiroptical properties have been studied extensively by 
experimental methods. Previously we have investigated the 
origins of d-d optical activity in these and similar systems 
using both the static coupling (one-electron)7 and dynamical 
coupling19 variants of the independent systems model. The 
spectra-structure relationships and sector rules most com­
monly applied to these systems have their basis in the static 
coupling or one-electron theory as formulated by Schellman3 
(and elaborated upon in ref 6 and 7). The “hexadecant” sector 
rule proposed and applied by Martin1’20 has proved to be 
especially useful in making spectra-structure correlations. Our 
previous studies have shown, however, that neither the static 
coupling model nor the dynamical coupling model (carried to 
first and second order in perturbation theory) provides a 
complete or adequate representation for chiroptical properties 
of the metal ion-peptide systems. This does not diminish the 
importance or utility of the semiempirically derived spec­
tra-structure relationships and sector rules applied to these 
systems, for these relationships retain their validity inde­
pendent of theoretical justification. However, it is of some 
interest to understand better the electronic structural and 
stereochemical factors responsible for the chiroptical ob­
servables in these important model systems. The direct cal- 
culational approach based on a molecular orbited description 
of the molecular electronic states (as used in the present 
study) provides yet another representation for examining the 
chiroptical properties of these systems. Given the approxi­
mations in the molecular orbital model employed in the 
present study, this approach is not expected to yield inher­
ently more accurate results or a superior representation of the 
optical activity mechanisms; rather, it provides an alternative 
and supplementary view.

In neutral solution, Cu(II)-(AG), Cu(II)-(GA), and 
Cu(II)-(AA) complexes exhibit a single broad CD band in the 
region 500-700 nm.20’21 This broad band is centered near 650 
nm and is generally presumed to span all four d-d transitions.
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TABLE II: Computed Optical Properties of Four Lowest Energy Transitions in Six-Coordinate Cu(II)-Dipeptide
Complexes

Complex X, nm D, D2 R, 10 40 esu2 cm2 |G| • ’ Transition

trans-[Cu(GG)(OH)J (OH)23- 721 0.09 0 0 0 ^ 6
641 0.52 0 a
600 0.30 0 ■ o • 7]~* €
532 0.02 0 0 6

trans-[Cu(GG) (H20)] (H20 )2 662 0.10 0 0 e - * (
569 0.71 0 0 f — e
548 0.44 0 0 7]~* €
492 0.12 0 0 r — £

irams-[Cu(AG)(OH)](OH)23- 727 0.13 0.88 0.0025
640 0.47 -0.84 0.0007 f  -**■* .
604 0.32 -5.15 0.0059
536 0.09 -0.72 0.0Ô32

frans-[Cu(AG)(H20)](H20 )2 641 0.18 0.12 0.0003
556 0.54 - 1.21 0.0009
552 0.38 -4.24 0.0045 V -* £ •
478 0.08 -0.71 0.0004 f —

fra«s-[Cu(GA)(OH)](OH)23- 725 0.13 0.66 0.0018
645 0.48 .-2.18 0.0017
609 0.33 ' .‘̂ 8.44 0.0102 V -* t
536 0.06 - 0.21 0.0014 £ — t

¿rarcs-[Cu(GA)(H20)](H20 )2 643 0.18 0.41 0.0009 0 — i
561 0.51 - 2.12 0.0017 r - i
556 0.36 -7.92 . 0.0088 V €
486 0.09 -0.40 0.0018 Î - e

TABLE III: Computed Optical Properties of Four Lowest Energy Transitions in Six-Coordinate Cu(II)-Dipeptide Amide 
Complexes

Complex X, nm D, D2 R, 10 40 esu2 cm2 101 Transition

trans -JCulGG-HH) (OH)] (OH)23- 648 0.06 0 0
564 0.15 . 0 0 r — *
560 0.24 0 0 v~*t
526 0.03 0 0

irans-[Cu(GA-NH)(OH)](OH)23- 656 0.01 0.17 0.0044
566 0.21 23.71 0.0421 c-
563 0.23 -31.81 0.0553 V ” f
525 0.07 -4.42 0.0249 Î - i

trans-[Cu(AG-NH)(OH)](OH)23- 661 0.01 0.21 0:0057
565 0.19 24.65 0.0474 f - «
562 0.28 -28.57 0.0384 V —■ (
624 0.04 -1.67 0.0167

A single, broad absorption band (c ~  80) is also observed for 
these complexes in this spectral region, but the absorption 
band is centered near 636 nm.20 The Ae(X ~650 nm) values 
reported for these complexes in neutral solution are as fol­
lows:20 Cu(II)-(AG), Ae = -0.11; Cu(II)-(GA), Ae = -0.35; 
Cu(II)-(AA), At = -0.47.

In neutral solution, the Cu(II)-(AG-NH), Cu(II)-(GA- 
NH), and Cu(Il)-(AA-NH) complexes also exhibit a single 
broad CD band in the visible region of the spectrum.20'21 
However, in these systems the CD band is centered around 
560 nm and spans the region 450-700 nm. A single broad ab­
sorption band is observed with a maximum near 600 nm. The 
reported Ae(X ~560 nm) values are: Cu(II)-(AG-NH), At = 
—0.11; Cudl)-(GA-NH), At = -0.32; Cu(IIMAA-NH), Ae 
= -0.43.

In basic solution, the visible CD spectra of Cu(II)-(GA) and 
Cu(II)-(AA) exhibit two negative extrema, one centered near 
680 nm and one centered near 510 nm.20’21 The 680-nm band 
is about twice as intense as the 510-nm band in each case, and 
Cu(II)-(AA) produces a more intense CD than does

Cu(II)-(GA). The visible CD spectrum of Cu(II)-(AG) in basic 
solution shows only a single weak CD band centered at ~590 
nm. As was the case in neutral solution, addition of the visible 
CD spectra of Cu(II)-(AG) and Cu(II)-(GA) produces almost 
exactly the visible CD spectrum of Cu(II)-(AA).

In basic solution, the visible CD spectra of Cu(II)-(GA-NH) 
and Cu(II)-(AA-NH) also exhibit two negative extrema, one 
centered near 600 nm and the other centered a:. ~490 nm.20’21 
A single absorption maximum is observed at 570 nm (e —75). 
The 600-nm CD band is about twice as intense as the 490-nm 
CD band for each complex, and the Cu(II)-(AA-NH) complex 
yields a more intense CD than does Cu(II)-(GA-NH). In basic 
solution, Cu(II)-(AG-NH) gives a single, weak CD band in 
the visible region which is centered at ~530 nm. Again, addi­
tion of the Cu(II)-(AG-NH) and Cu(II)-(GA-NH) CD 
spectra produces almost exactly the CD spectrum of 
Cu(IIMAA-NH).

The most remarkable features in the visible CD spectra of 
the dipeptide and dipeptide amide complexes discussed above 
are: (1) the additivity of the (AG) and (GA) spectra to produce
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TABLE IV: Computed Optical Properties of Three Lowest Energy Charge-Transfer Transitions in Selected
Six-Coordinate Cu(II)-Dipeptide and Cu(II)-Dipeptide Amide Complexes________________________________

Complex X, nm D, D2 R, 10 40 esu2 cm2 |G| Transition1

irans-[Cu(GG-NH)(OH)](OH)23- 406 1.18 0 0 Tr' 6
352 2.19 0 0 ir" —► t
341 0.06 0 0 TT —*■ 6

irons- [Cu(GA-NH)(OH)] (OH)23- 409 1.13 6.25 0.0022 ■rr' e
358 2.13 -5.15 0.0010 It”  6
332 0.04 6.70 0.0676 7T —* €

ir<ms-[Cu(AG-NH)(OH)](OH)23- 419 1.08 5.10 0.0018 7/  ~+ €
350 2.72 -4.68 0.0007 ir" —** e
326 0.13 3.28 0.0092 7T *■ €

trarcs - [Cu(GG) (OH i] (OH)23- 430 0.78 0 0 7r' —► €
372 0.72 0 0 7T// —► €
348 0.06 0 0 7T *" €

irons-[Cu(GA)(OH('](OH)23- 434 0.71 10.75 0.0056 TT' —► €
376 0.66 - 2.68 0.0015 7r" —*■ e
350 0.02 7.88 0.1213 7T €

irans-[Cu(A&)(OHl](OH)23~ 438 0.75 8.89 0.0044 tt' —*■ e
368 0.79 -2.55 0.0012 ir" —► €
337 0.03 1.29 0.0169 7r  —*  e

« !  = out-of-plane -k orbital which interacts with the dxz(v) metal orbital; ir' = in-plane ligand orbital which interacts with the dxy(£) 
metal orbital; 7r" = in-plane ligand orbital highly localized on the carbonyl oxygen of the terminal amide or carboxylate moiety.

the (AA) spectrum, and the additivity of the (AG-NH) and 
(GA-NH) spectra to produce the (AA-NH) spectrum, in both 
neutral and basic solution; (b) the relatively weak CD observed 
for (AG) and (AG-NH) vs. that observed for (GA), and (GA- 
NH); (c) the splittings observed in the CD spectra of (AA), 
(AA-NH), (GA), and (GA-NH) in basic solution; and, (d) the 
large blue shift observed in going from dipeptide to dipeptide 
amide ligands. The additivity phenomenon was first observed 
and commented upon by Martin1’20 and this observation is 
quite compatible with the basic assumptions of the first-order 
static coupling (or one-electron) theory of Optical activity in 
metal complexes.3’6’7 The differences in CD intensities for 
(AG) vs. (GA) and for (AG-NH) vs. (GA-NH) complexes are 
not so easily understood in terms of the simple static coupling 
model. Qualitatively, one may rationalize this observation by 
assuming that asymmetry in the (GA) and (GA-NH) com­
plexes is more easily communicated to the metal d electrons 
through metal-ligand ir interactions involving the central 
peptide nitrogen atom. The asymmetric sites in (GA) and 
(GA-NH) lie closer to the peptide nitrogen than do the 
asymmetric sites in (AC-) and (AG-NH). This qualitative 
reasoning is supported to some extent by theoretical results 
obtained with a dynamical coupling model of d-d optical ac­
tivity in metal ion-peptide systems.19 Neither the static 
coupling model nor the dynamical coupling model provides 
for comment on the splittings observed in the visible CD 
spectra (in basic solution) or on the blue shift observed in 
going from dipeptide to dipeptide amide ligands.

The net d-d rotatory strength (i.e., the algebraic sum of the 
four individual d-d rotatory strengths) calculated for each of 
the complexes examined in this study is negative, in agree­
ment with experimental observation. Furthermore, the net 
d-d rotatory strengths calculated for the (GA) and (GA-NH) 
complexes are about twice as large as those calculated for the 
corresponding (AG) and (AG-NH) complexes, which is also 
in agreement with experimental observation. In the four- 
coordinate complexes of (GA), (AG), and (AA), the net d-d 
rotatory strength calculated for the (AA) system is approxi­
mately equal to the sum of the net d-d rotatory strengths 
calculated for the (GA) and (AG) complexes. The net d-d 
rotatory strength calculated for the four-coordinate (A'A)

complex has the same sign as that calculated for the (AA) 
complex and is approximately equal to the difference, 
f?net(GA) — Rnel(AG). (Recall that the asymmetric carbon 
atom in A' has the R{D) configuration, whereas in A the 
asymmetric carbon atom has the S(l ) configuration.)

Using net d-d rotatory strengths, our calculations are in 
accord with the additivity phenomenon observed experi­
mentally. Furthermore, the calculated results show that 
asymmetric substitution at the a carbon of the carboxyl (or 
amido) terminal chelate ring produces significantly greater 
optical activity in the d-d transitions than does asymmetric 
substitution at the a carbon of the amino terminal chelate 
ring.

Replacing the carboxyl oxygen donor atom of (AG), (GA), 
and (AA) with the amido nitrogen donor atom of (AG-NH), 
(GA-NH), and (AA-NH) results in a large blue shift of the 
d-d transition energies. However, net d-d rotatory strengths 
calculated for analogous dipeptide and dipeptide amide 
complexes do not differ significantly (although the calculated 
values for the rotatory strengths of individual d-d transitions 
do differ significantly).

We note that the relative ordering of the dzi(6) and dxy(Q 
orbitals is strongly dependent upon the presence or absence 
of ligands in the fifth and sixth positions of the complexes. In 
the four-coordinate structures dz2(0) lies below dxy(f) in en­
ergy, whereas in the pseudotetragonal six-coordinate struc­
tures dxy (f) lies below dz 2(8). The presence or absence of axial 
ligand perturbations also appears to have a strong influence 
on the magnitude of the 0 -»■ e rotatory strengths. In the six- 
coordinate structures, the rotatory strengths calculated for 
this transition are very small and essentially insignificant. 
However, in the four-coordinate structures the 8 -*  e rotatory 
strengths are calculated to be rather large.

Up to this point we have focused our discussion on the net 
d-d rotatory strengths rather than on the rotatory strengths 
of individual d-d transitions. Given the rather close proximity 
(in energy) of the individual d-d transitions in most of the 
structures studied and the rather broad bands generally ob­
served in the CD spectra obtained for solution samples, this 
seems to be a valid and useful approach. Furthermore, we 
calculate only the electronic rotatory strengths and completely
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ignore any effects which might be introduced by vibronic in­
teractions or couplings between the various d-d states. The 
d-d excited states in the metal complexes examined here are 
relatively close in energy and are subject to vibronic interac­
tions of the Jahn-Teller (JT) and pseudo-Jahn-Teller (PJT) 
type.22 Such interactions can effectively scramble and distort 
the electronic states involved in the transitions, and lead to 
sign and intensity patterns in the CD spectra which cannot 
be interpreted in terms of specific d-d electronic excitations. 
The net rotatory strength associated with the manifold of 
interacting electronic states remains invariant to PJT inter­
actions, but assignment of specific features in the CD spectra 
to transitions of specific electronic parentage may no longer 
be valid.22

In addition to vibronic effects from JT or PJT type inter­
actions within the manifold of d-d excited states, it is likely 
that coupling between the d-d excited states and opposite 
parity charge-transfer or d-p excited states via a Herzberg- 
Teller mechanism will play a significant role in determining 
d -d  absorption intensities and intensity distributions. How­
ever, there is little experimental evidence or theoretical basis 
for ascribing significant net d-d CD intensity to vibronic ef­
fects arising from Herzberg-Teller type mechanisms. The 
purely electronic rotatory strengths calculated in the present 
study can be related directly to the net d -d  CD intensity. 
Vibronic interactions will determine how this intensity is 
distributed among the vibronic sublevels of the d-d states, but 
should have only very small or negligible effects upon the 
overall (or net) CD intensity.

Although the computed transition energies for the d-d 
excitations fall generally in the same range as is experimen­
tally observed for the Cu(II)-dipeptide and Cu(II)-dipeptide 
amide complexes, the calculated values tend to be slightly 
high. This is especially true when H2O rather than OH-  li­
gands are placed at the fourth, fifth, and sixth coordination 
sites. One may expect a slight blue shift when H2O ligands are 
replaced by OH-  ligands, but not blue shifts of the magnitude 
we calculate.

The transition energies computed for the three lowest lying 
charge-transfer excitations are somewhat lower than are ob­
served experimentally. For the Cu(II)-(GA) complex in 
neutral solution, Martin203 has reported a positive CD band 
at ~315 nm (Ae = 0.2) followed by a more intense negative CD 
band at ~270 nm. The Cu(II)-(AG) complex in neutral solu­
tion exhibits a positive CD band at ~310 nm (Ae = 0.3) fol­
lowed by a more intense negative CD band at ~235 nm.20a The 
Cu(II)-(AA) complex shows a positive CD band centered near 
315 nm (Ae = 0.3) and a negative CD band at ~265 nm (Ae = 
—1.0).20a The absorption spectra of these complexes show no 
peaks or shoulders in the 310-315-nm region and the e values 
in this region are of the order 100-300.20a The absorption 
spectra do show a shoulder in the 260-280-nm region where

e values are of the order of 1000. Although the dipole strengths 
calculated for the two lowest lying charge-transfer transitions 
are about an order of magnitude greater than those calculated 
for the most intense d-d transitions, they are still somewhat 
low. The oscillator strengths calculated for the lowest energy 
charge-transfer transitions were in the range 0.005-0.010, and 
for the second charge-transfer transition the computed os­
cillator strengths were in the range 0.009-0.040. The oscillator 
strength of the third charge-transfer transition was computed 
to be very low for each complex.

The parameterizations and inherent approximations of the 
semiempirical molecular orbital model adopted in this study 
preclude any detailed comment or conclusions about the op­
tical properties calculated for the charge-transfer transi­
tions.
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AT-Formylkynurenine, a tryptophan photooxidation product and a remarkable photosensitizer, displays un­
usual luminescence behaviors. At room temperature, in addition to a low quantum yield fluorescence emis­
sion (Xmax ^430 nm) an abnormally red-shifted fluorescence (Xmax ^510 nm) is seen whose quantum yield 
depends upon the hydrogen bonding ability and polarity of the solvent. This abnormal fluorescence is tenta­
tively ascribed to an excited state proton transfer from the formamido group of the benzene ring to the o -car­
bonyl of the side chain. This proton transfer would be favored by intramolecular hydrogen bonding in the 
molecule as shown by NMR spectroscopy. In low temperature glasses, as already reported for many carbonyl 
compounds a solvent sensitive dual phosphorescence emission (Xmax ^430 nm) is observed in addition to the 
510-nm fluorescence. Surprisingly, no fluorescence emission could be detected in the short wavelength re­
gion at 77 K.

Introduction

/V-Formylkynurenine (FK), a tryptophan photooxidation 
product, has been shown to be a remarkable photosensitizer 
with respect to amino acids, proteins, DNA constituents, or 
vitamins.1-3 Its photosensitizing properties involve either a 
photodynamic action via the formation of singlet oxygen1 or 
the substrate oxidation by reacting with the FK triplet state. 
The latter process leads to a semireduced oxidized substrate.3 
As FK photosensitization can occur in proteins (the so-called 
“ internal photodynamic effect” 2) this internal photodynamic 
action may involve FK molecules in various environmental 
conditions when incorporated into the protein core. It is thus 
of primary importance to determine the FK electronic prop­
erties in various solvents such as nonpolar or polar solvents 
and/or hydrogen bonding solvents which may help to under­
stand the FK photosensitizing behaviors in the various mi­
croenvironmental conditions actually found in biological 
macromolecules.

The purpose of this paper is to show that FK or FK deriv­
atives display absorption spectra and quite unusual lumi­
nescence properties which strongly depend upon solvent po­
larity and hydrogen bonding ability at low or room tempera­
ture. As already reported for many other carbonyl com­
pounds4-6 a solvent sensitive dual phosphorescence is ob­
served which probably reflects FK molecules in various in­
teractions with solvent molecules at low temperature. Intra­
molecular hydrogen bond formation is also shown to play an 
important role leading to a red-shifted fluorescence emission 
which may be ascribed to an excited state intramolecular 
proton transfer from the formamido to the o-carbonyl in the 
FK molecule.

Experimental Section

IV-Formylkynurenine and derivatives (A-D) have been 
prepared by uv irradiation (X >280 nm) of the parent indole 
derivatives1 (i.e., tryptophan for compound A, tryptamine for 
B, and skatole for C) in oxygen-saturated aqueous solutions 
at room temperature. Compound D has been prepared by 
proflavin-sensitized phetooxidation of the TRP-Lys peptide.7 
Purification was achieved by two or three successive 
chromatographies on Sephadex G 10 using water or a 5 X 10-3 
M phosphate buffer (pH 7.5) as eluent. Polycrystalline sam-

B, R = — CH2— CH2— NH2
C, R = — CH3
D, R = — CH2— CH— CONH— CH— (CH2)4— NH2

NH2 COOH

pies were obtained by lyophilizing aqueous solutions of the 
FK derivatives. However such a procedure could not be used 
for the C derivative which sublimated under such conditions. 
Solid C samples were prepared by evaporating a hexane so­
lution obtained by extracting C from water by hexane. Their 
purity was checked by gas chromatography. Repurified 
commercial FK supplied by Calbiochem was also used in some 
experiments. In the case of the anilide derivative (compound
C) the structural formula was checked by NMR spectrosco­
py-

The solvents used for spectrophotometry or luminescence 
measurements (i.e., carbon tetrachloride, heptane, methanol,
2-propanol, and isopentane) were of the purest available grade 
(Merck spectroquality reagents). Ethylene glycol was a Fluka 
product and methylcyclohexane was rechromatographed on 
activated alumina. Absorption spectroscopy was performed 
using a Beckman DK-U spectrophotometer. Luminescence 
emissions have been recorded using a modified Aminco- 
Bowman spectrofluorophosphorimeter.8 Some fluorescence 
spectra have been recorded at room temperature using a Fica 
55 spectrofluorimeter which makes it possible to obtain cor­
rected spectra using Rhodamine B as a quantum counter. 
Fluorescence lifetimes have been measured using single 
photon counting equipment which has been described else­
where9 while phosphorescence lifetimes have been obtained 
using a Tektronix 5103 N oscilloscope.
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Results and Discussion

1. Room Temperature Results. A. Absorption Spectros­
copy. FK derivative absorption spectra consist of three ab­
sorption bands whose maxima are located at about 320, 260, 
and 230 nm (see Table I and Figure 1 ). Solvent effects on the 
absorption spectrum can be conveniently studied using the 
acetophenone 2/-formylamino derivative which is soluble in 
polar or nonpolar solvents (compound C).

Decreasing the solvent polarity results in a red shift of the 
320-nm band while the 260- and 230-nm bands undergo 
practically no shift by solvent changes. The effect of the sol­
vent polarity has been considered by McRae,10 Mataga et al.,11 
and Ooshika.12 These authors showed that spectral shifts 
could be theoretically predicted taking into account ëlectro- 
static interactions between solute and solvent molécules 
provided the transitions are accompanied by a change in di­
pole moment. Using McRae formulation10 we have

Ai>abs = dispersive term + B

+ C
[

n2 — 1 ~|
n2 + 2 J (1 )

where D is the static dielectric constant and n the solvent 
refractive index. B and C are constants related to the dipolar 
moment of the solute molecule in the excited and ground 
states.10 The second term on the right-hand side of eq 1 are 
practically constant for all solvents under study, and in Figure 
2 are reported the variations of ¡>abs as a function of \\(D — 
1 )/(D + 2)] -  [(n2 — l)/(n 2 + 2)]} for the anilide derivative. 
From this plot it may be deduced that a correlation does exist 
between rabs and i{D,n) which in the light of other studies13 
suggests that the following.

(i) The 320-nm absorption probably has a strong mr* 
character. However the molar extinction coefficient, the os­
cillator strength, and transition moment calculated from the 
absorption spectrum are too high for a pure mr* character (see 
Table I).

(ii) The 260-nm absorption band is probably of mr* char­
acter since we obtain almost constant values for i>ab3 whatever 
the solvent.

(iii) As already noted for other carbonyl compounds14 eq 
1 does not apply to water and dioxane. This is not surprising 
since dioxane should be practically considered as a polar sol­
vent10 and water favors hydrogen bond formation. A rough 
estimate of the hydrogen bond energy for the anilide deriva­
tive in water can be obtained using the same considerations 
as those developed by Ito et al.15 who consider the hydrogen 
bond formation between benzophenone and ethanol. Then, 
according to these authors, the hydrogen bond energy for the 
anilide derivative can be calculated from the difference be­
tween the experimental and calculated Pab3 (from eq 1). In the 
present case it is found to be 230 cm-1  (0.65 kcal mol-1). In 
aqueous solutions, FK derivatives are stable in the pH range
4-10.5 which precludes any experiments at low or high pH. 
No reversible absorption changes are detected indicating that 
in this pH range no acid-base equilibrium is involved.

B. Fluorescence Studies. The fluorescence spectrum of all 
FK derivatives in water is rather broad, pH independent, and 
shows a maximum at X 430 nm (corrected or uncorrected 
spectrum). A shoulder is apparent at about 510 nm on a cor­
rected spectrum obtained with the Fica fluorimeter (see Ex­
perimental Section and Figure 3). The large fluorecence 
Stokes’ shift (8200 cm-1) suggests a strong interaction be­
tween water and solute molecules in the first excited state.

TABLE I: Solvent Effect on the Characteristics of the 
First Absorption Band of Compounds C°

Solvent
m̂ax»
nm €

/
(oscillator
strength)

m d
(transition
moment)

W
EGW

315 3200 7.3 X 10" 2 * « 2.2

EtOH, MeOH 
2-PrOH

320 4000 8.3'x’lO-2 2.4

Hpt, CH 327 4100 8.5 X 10-2 2.4
MCH 329 4800 9 X 10-2 2.5

a Solvents: water (W); ethanol (EtOH); methanol (MeOH);
2-propanol (2-PrOH), heptane (Hpt); cyclohexane (CH); meth- 
ylcyclohexane (MCH); ethylene glycol-water (EGW).

Figure 1. Absorption spectra of the FK derivative from skatole (com­
pound C) in various solvents: (--------) H20; (— ) n-heptane; (------- )
ethanol, methanol, or 2 -propanol.

Using quinine bisulfate as a standard, the fluorescence 
quantum yield 4>f is found to be (1.0 ±  0.1) X 10-3, Such a low 
4>p is consistent with the strong mr* character of the 320-nm 
absorption band and the short lifetime of the fluorescence 
emission: (1.0 ±  0.2) ns at both 430 and 510 nm.

Decreasing the solvent polarity leads to an increase in the 
510-nm fluorescence emission which parallels a fluorescence 
quenching at 430 nm (see Figure 3). In hexane, a nonpolar 
solvent, the 430-nm fluorescence band is almost totally 
quenched and the fluorescence emission maximum lies at 510 
nm, (¡)f = (1.0 ±  0.1) X 10-3. The presence of two distinct 
fluorescence emissions having the same excitation spectrum 
(i.e., the absorption spectrum) is further assessed by the 
temperature dependence of the fluorescence intensity. In a 
polar solvent such as ethanol the quenching of the 430- and 
510-nm fluorescence as a function of temperature corresponds
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Figure 2. Solvent shifts of the 320-nm (■ ) and of the 260-nm ( • )  ab­
sorption bands of the FK derivative from skatole (compound C) for the 
solvents: (1) n-heptane; (2) benzene; (3) methylcyclohexane; (4) cy­
clohexane; (5) diethyl ether; (6 ) EPA; (7) 2-propanol; (8 ) ethanol; (9) 
methanol; (10) acetonitrile; (11) dioxane; (12) H20.

Figure 3. Uncorrected fluorescence emission spectra of the FK de­
rivative from skatole (compound C) at 25 °C in various solvents under
excitation at A 320 or 260 nm: ( - • - • )  H20; (-------) ethanol, methanol,
or 2 -propanol; (------ ) n-heptane. (------) represents the corrected flu­
orescence emission obtained with the Fica 55 fluorimeter (see Ex­
perimental Section). All spectra have been normalized to unity at the 
maximum.

to Arrhenius activation energies of 1.8 and 4 kcal mol-1, re­
spectively. In hexane, this activation energy for the fluores­
cence quenching is 4 kcal mol-1 at 510 nm as obtained from 
the Arrhenius plots reported in Figure 4.

The quenching of the 430-nm fluorescence emission in going 
from polar to nonpolar solvents is in keeping with the strong 
mr* character of the first absorption band, however, the 
presence of the 510-nm emission and its enhancement by 
nonpolar solvents has to be explained.

NMR spectroscopy performed on many anilide derivatives 
including compound C (see Experimental Section) shows the 
following:16

(i) Two different intramolecular hydrogen bondings rather 
insensitive to temperature effects occur in these molecules. 
There must be an equilibrium between three different
species.

Figure  4 . Arrhenius plots of compound C fluorescence intensity: ( • ) ,  
(□ ) in heptane (Aemission 430 or 510 nm); (O), (A) in ethanol (Aemisslon 
430 and 510 nm, respectively).

I II

where —  represents intramolecular hydrogen bonding.
(ii) In compounds having very good hydrogen bond accep­

tors (i.e., a carbonyl group in our case) it seems likely that 
equilibrium II III lies far in favor of the former.

(iii) The greater the hydrogen bonding ability of the solvent 
the less the deshielding effect for the 3' and the N-H  pro­
tons.

From the above NMR results we may deduce that in non­
polar solvents intramolecular hydrogen bondings are greatly 
favored. In particular hydrogen bonding bet ween the N-H and 
the carbonyl group of the side chain can occur. This intra­
molecular hydrogen bonding could favor for instance excited 
state proton transfer between these two groups situated ortho 
to one another, one of which becoming strongly acidic in the 
excited state and the other strongly basic as already reported 
by Weller17 for salicylic derivatives. Such a proton transfer 
leads to an abnormally large Stokes’ shift.17 In our case we 
tentatively suggest the same origin of the 510-nm fluorescence. 
Addition of minute amounts of hydrogen bonding solvent (i.e.,
2-propanol) to hexane weakens the intramolecular hydrogen 
bonding (as shown by the NMR results16) and leads to the 
appearance of the 430-nm fluorescence (see Figure 5). An 
isoemissive point is obtained at A 465 nm suggesting that only
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Figure 5. Uncorrected fluorescence emission spectra of the FK de­
rivative from skatole (compound C) at 25 °C for the solvents: (-------)
n-heptane, {— ) r>-heptane-2-propanol 99:1 (v:v); ( - • - • )  n-heptane- 
2-propanol 96:4 (v:v); (••••) 2-propanol. Excitation wavelength 320 or 
260 nm.

TABLE II: Solvent Effects on the Phosphorescence Amax

Solvent EGW EtOH, MeOH, 2-PrOH MCH

A, nm 440 450 470

i.

Figure 6 (A) Uncorrected phosphorescence excitation spectra of the 
FK derivative from skatole (compound C) in a water-ethylene glycol
(1:1) (v:v) glass (-------) or in an 2-propanol glass (-  * ------) at 77 K. The
observation wavelength was 450 nm. The spectra have been normalized 
to unity at the maximum. (B) Uncorrected luminescence emission 
spectra of compound C in a water-ethylene glycol (1:1) (v:v) glass at
77 K under excitation at 320 nm: (-  • - )  total luminescence, (-------)
phosphorescence, (— ) fluorescence, calculated by subtracting 
phosphorescence from total luminescence emission. All spectra have 
been normalized to unity at the maximum. The excitation wavelength 
was 320 or 260 nm. Most of the scattered excitation light has been 
suppressed by setting a cut-off filter (A 380 nm) in front of the photo­
multiplier (the distorsion of the luminescence spectrum at A >410 nm 
is due to remaining scattered light).

two emissive species are in equilibrium under these conditions. 
Conversely addition of various amounts of ethanol to a water 
solution of the C derivative leads to an increase of the 5I0-nm 
fluorescence intensity at the expense of the 430-nm emis­
sion.

It is worth noting that in the case of the indole ring, excited 
state deprotonation of the —NH group occurs at pH >1118 
indicating that, in some cases, the —NH group can be con­
sidered as acidic in the first excited singlet state.

Furthermore, it is well-known that carbonyl compounds 
undergo photochemical dissociation or reactions when they

Figure 7. Phosphorescence decay of compound A in ethanol at 77 K 
plotted from CRO traces. The excitation wavelength was 320 nm. The 
emission wavelength was 450 nm. The full line corresponding to r-, =  
0.1 s is obtained from the experimental decay curve by subtracting the 
long-lived component intensity extrapolated back to the time origin.

are uv irradiated. However, in the present case, the relative 
intensities of the 430- and 510-nm fluorescences in a given 
solvent do not depend on the time of uv irradiation or the FK 
derivative concentration and/or the presence or the absence 
of oxygen. Thus the involvement of photoproducts or radicals 
in these two fluorescence emissions seems unlikely.

II. Low Temperature Results. Low temperature emission 
spectroscopy has been performed in various nonpolar or polar 
glasses: ethylene glycol-water mixture (1-1  in volume), eth­
anol, methanol, 2-propanol, methylcyclohexane, and 4 M 
CaCl2 in water. The main results are as follows:

(i) No fluorescence emission can be detected in the short 
wavelength region (380-450 nm). However the 510-nm fluo­
rescence ascribed to an intramolecular proton transfer can be 
recorded in the absence of a phosphoroscope (see Figure 6B) 
except in the 4 M CaCl2-water glass. It is very surprising that 
no fluorescence emission corresponding to the 430-nm room 
temperature fluorescence can be detected at low temperature 
and this seems to be a rather unique situation in the fluores­
cence of aromatic compounds. It might be argued that the 
430-nm fluorescence emission cannot be detected because of 
the overlapping phosphorescence emission. However, at 77 
K, the 430-nm intensity obtained in the presence of the 
phosphoroscope is about % of the intensity recorded without 
the phosphoroscope. This undoubtedly corresponds to the 
reduction factor arising from the presence of the phospho­
roscope acting as a neutral density filter on the emission and 
excitation beams.

Furthermore, the large Stokes’ shift of the 430-nm room 
temperature fluorescence (with respect to the first absorption 
maximum) suggests, as noted above, a strong interaction be­
tween solvent and solute molecules in the first excited singlet 
state. One may expect a blue shift of the 430-nm fluorescence
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TABLE III: Effect of Solvent and Side Chain on the h ! h  and e2/ei Ratios (See Text)“

Vjtfec.W EtOH MeOH 2-PrOH CaCl2— ----------  -------------------  --------------------  --------------------  --------------------  m c h

Compd h /h <=2/11 h /h Î2A1 h /h c2A i h /h e2/ei h /h e2Ai h /h

A 1.5 3.1 ' . 1.7 2.6 2 2.6 2.2 2.6 1.4 3.1
B 1.5 3.1 - ' :V;ÎL.5 2.6 1.5 2.6 1.6 2.6 1.3 3.1
C 1.5 3.1 '"•'4.8 2.6 1.5 2.6 1.9 2.6 1.4 3.1 1
D 1.5 3.1 '.1.7 2.6 1.8 2.6 1.8 2.6

“ 12 and 11 represent the phosphorescence intensities obtained under excitation at X2 and Xi, X2 and Xi being the two maximums 
of the phosphorescence excitation spectrum. Accordingly represents the ratio of the molar extinction coefficients at the maximum 
of the absorption bands 'Ko 260 nm, Xj c^320 nm). Note that I2/1 1 refers to uncorrected phosphorescence excitation spectra and that 
f2Ai cannot be determined in MCH because of the strong absorbance of MCH at 260 nm.

TABLE IV: Solvent Effect on the I p / I f  Ratio (See Text)
at 77 K ( êxcitation 320 nm)

Compd EGW MeOH EtOH 2-PrOH CaCI2 MCH

A 1.9 1.08 2 . 7.5 7
B 1.9 1.3 1.3 1.3 13
C 1.9 0.7 0.4 0.66 10 1.2
D 1.9 3.9 3 3

emission when varying the temperature from 25 °C downward. 
Such a temperature dependence of the fluorescence maximum 
in polar solvents has already been shown for indole derivatives 
in water-ethylene glycol mixtures19 and has been attributed 
to exciplex formation between solute and solvent molecules 
in fluid media. Thus, in the PK case, one might expect the 
430-nm room temperature fluorescence to be shifted to shorter 
wavelengths at 77 K at least in polar glasses.

(ii) A rather intense phosphorescence emission is obtained 
whose Xmax depends upon the solvent (see Table II). In iso­
pentane the phosphorescence Xmax is 490 nm. Addition of 3% 
2-propanol (in volume), a good hydrogen bonding solvent, 
induces a blue shift in the phosphorescence spectrum (Xmax 
465 nm). Further 2-propanol addition (up to 16%) shifted the 
phosphorescence Xmax to 450 nm. This is quite similar to the 
phosphorescence behavior of the Michler’s ketone and has 
been explained by the hydrogen bonded species emission in 
hydrocarbon, Michler’s ketone emission being a sensitive 
probe of the solute microenvironment.5

Another interesting feature of the FK phosphorescence 
emission is that a composite phosphorescence decay is always 
obtained which can be characterized by two distinct lifetimes 
t\ — 0.1 s and to ^  0.5 s whatever the excitation wavelength 
(Figure 7). These rather long lifetimes indicate that emissive 
triplet states are mr* in nature despite a strong mr* character 
of the first singlet excited state. Under our experimental 
conditions and in view of the phosphorescence spectrum shape 
which shows no apparent structure, it is not possible to resolve 
the phosphorescence spectrum into two separate components 
corresponding to ti and r2 lifetimes.

The phosphorescence excitation spectrum resembles the 
absorption spectrum and then possesses two distinct excita­
tion maxima (Amax -^260 and 320 nm) (Figure 6A). However 
there is a slight (although definite) effect of the solvent and/or 
the side chain on the phosphorescence excitation spectrum, 
which leads to some variations in the value of the I2/h  ratio 
obtained from the phosphorescence excitation spectrum (see 
Table III). This means that the wavelength dependence of the 
phosphorescence quantum yield observed in most cases (see 
Table III) is greatly influenced by the solvent and/or the side 
chain. This is in contrast with the absorption spectrum which

is temperature independent and where the ratio e2Ai does not 
depend upon the side chain.

It is also worth noting that the ratio Ip/Ip (Ip being the 
fluorescence intensity measured at 510 nm and Ip the phos­
phorescence intensity measured at Xmax) also depends upon 
the solvent or-the side chain (see Table IV).

The low temperature results, i.e., the existence of the 
510-nm fluorescence, the occurrence of a dual phosphores­
cence emissioii; and the solvent and side chain effects on the 
phosphorescence spectrum or the ratio Ip/Ip, can be under­
stood using the NMR results which indicate that whatever the 
solvent, three isomeric forms of the FK derivatives are to be 
expected in solutions. If the 510-nm fluoi Sccence emission 
probably involves forms I and II, the dual phosphorescence 
emission may imply that forms I, II, and III are present at low 
temperature. The lack of the “ normal”  430-nm fluorescence 
at low temperature and the mr* character of the phospho­
rescence emissions suggest that a n7r* triplet state is strongly 
coupled to a mr* triplet state which is the phosphorescent 
state. The solvent and the side chain effects on the low tem­
perature luminescence and excitation spectra can be ration­
alized in light of the strong dependence of the intramolecular 
hydrogen bonding upon the hydrogen bonding ability of the 
solvent or the side chains. Electrostatic interactions between 
the side chain and the substituted benzene ring may also be 
taken into account. While the room temperature results deal 
with a weighted time average for the rapid exchange between 
the intramolecular hydrogen bond, the low temperature ones 
correspond to “frozen” equilibrium in which discrete changes 
in molecular structures can be detected by emission spec­
troscopy.

Conclusion

TV-Formylkynurenine derivatives show quite unusual lu­
minescence properties. An abnormally red-shifted fluores­
cence emission is recorded at both low and room temperature. 
This fluorescence seems to be due to an excited state proton 
transfer from the formamido group of the benzene ring to the
o-carbonyl of the side chain. This proton transfer would be 
favored by intramolecular hydrogen bonding as evidenced by 
NMR spectroscopy. At low temperature, a solvent sensitive 
dual phosphorescence is observed whose quantum yield de­
pends upon solvent polarity and/or the side chain. Excitation 
spectra indicate that FK is a sensitive probe of its own mi­
croenvironment as previously found for other carbonyl com­
pounds. Surprisingly enough, no fluorescence emission cor­
responding to the phosphorescence emission is detected in the 
short wavelength region. However the present experiments 
do not make it possible to draw any definite conclusion re­
garding the mechanism of the fluorescence quenching at low
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temperature. Synthesis of various substituted anilide deriv­
atives are underway in order to help clarifying this unusual 
behavior.

The spectroscopic study of FK derivatives may be of the 
greatest importance for the understanding of the sensitizing 
potentialities of FK derivatives with respect to many biolog­
ical substrates.
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We have used shifted-iodine bands (visible spectrum) to obtain equilibrium constants and heats of forma­
tion for charge-transfer complexes of iodine and pyridine, pyrimidine, and pyrazine. We find that oscillator 
strengths of the shifted iodine bands vary linearly with the heats of formation, as predicted by Mulliken, but 
find no linear relationship between charge-transfer energies (near ultraviolet spectrum) and ionization po­
tentials, contrary to McConnell’s prediction.

Introduction

The formation of charge-transfer (CT) complexes of ni­
trogen heterocycles with iodine is known to involve the non­
bonding electrons on the nitrogen atoms.213 It has been es­
tablished that the shift in the iodine band in the visible region 
of the spectrum toward higher energy, which occurs upon 
complexation, parallels the equilibrium constant for the for­
mation of the complex5-8 and the pKa of the donor.5-9 Some 
studies have been made to investigate Mulliken’s proposal14 
of a linear relationship between the heats of formation of 
complexes and the intensities of the absorption bands, notably 
by Krishna and Bhowmik,11 who found the relationship to 
hold reasonably well for complexes with nitrogen heterocycles 
as donors. Other studies have been made to investigate the 
relationship proposed by McConnell et al.15 between the CT 
energies and the ionization potentials of the donors.5’8

In the present work we report results of investigations of 
the spectroscopic and thermodynamic properties of complexes 
of pyrimidine and pyrazine with iodine. Previous studies of 
these complexes have been limited to the determination of the 
formation constants at a single temperature.5 In order to test 
Mulliken’s relationship and to provide additional data for the

theoretical interpretation of the electronic structure of these 
complexes, we have measured the temperature dependence 
of the equilibrium constants and have evaluated the heats of 
formation and the oscillator strengths. Our results for the 
much-studied pyridine-iodine complex have been included 
for comparison with published values as a criterion for the 
reliability of our data. The diazabenzene donors studied here 
are of interest because of the effects of interaction between 
the two nitrogen atoms in the ring and because each is the first 
member of a series of substituted donors in which the effects 
of geometrical isomerism may be studied.

Experimental Section

Donor compounds were purchased from Aldrich Chemical 
Co. Pyrimidine was used without further purification. Pyri­
dine, dried over NaOH, and pyrazine were distilled over CaH2 
in a nitrogen atmosphere. The compounds were checked for 
purity by comparing infrared spectra with the Stadtler spectra 
series, where possible; compounds were stored in glass-stop­
pered flasks in desiccators. Iodine obtained from Baker 
Chemical Co., USP grade, was sublimed before use and stored 
in a desiccator. As reported by other workers,5 pyridazine has
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TABLE I: Spectroscopic and Thermodynamic Results from Analysis of the Shifted Iodine Band

K, M ! (298 K) —AH, kcal/mol

Donor This work Others“ ! m̂axj nm emax This work Others“ f

Pyridine 175 ±  2^V* 185 (2) 
160 (11 ) 
137 (10) 
96 (5)

420.0 1380 ± 50 7.69 ±  0.15 7.8 (2) 
7.47 (11)
7.8 (21)

0.024 ± 0.001

Pyrimidine 19.3 ± 2.4 17 (5) 432.5 1180 ±  100 6.45 ± 0.30 0.019 ± 0.002
Pyrazine 15.7 ± 0.2 12 (5) 435.0 1300 ±  16 5.53 ±  0.29 0.015 ±  0.001

a Numbers in parentheses indicate references.

only limited solubility in a nonpolar solvent and could not be 
included in the present study. Spectrochemical grade n- 
heptane from Fisher Scientific was used in all work

Stock solutions of the donors and of iodine were prepared 
fresh each day by weighing the solute and diluting to volume 
in standard volumetric glassware at the desired constant 
temperature. In preparing the donor solutions, the hetero­
cyclic compound was transferred to a volumetric flask almost 
filled with solvent in order to prevent contamination by oxy­
gen or water vapor. Mixed donor-acceptor solutions were 
prepared immediately before measuring the spectra, allowing 
sufficient time for thermal equilibration. Measurements were 
made on a series of solutions in which the concentrations of 
donor and acceptor were varied by combining different pi­
petted volumes of the stock solutions. For example, for the 
pyridine-iodine complex at 25 °C, the concentration ranges 
were 0.1-0.7 M donor, 2.5-7.0 X 10-4 M acceptor.

Spectra were run on a Cary 14 spectrophotometer using 
0.500- and 1.000-cm cells obtained from Varian Inc. Temp- 
erture control was achieved using a Haake Model FS2 circu­
lating water bath with a temperature constancy of ± 0.01 °C, 
and a thermostated cell jacket from Varian.

Results and Discussion
Spectroscopic and thermodynamic results obtained from 

analysis of the shifted iodine band in the visible region are 
summarized in Table I, with some previously reported values 
included for comparison. In the present work, equilibrium 
constants and molar absorptivities have been calculated by 
means of the Liptay method.16 This includes a weighted 
least-squares solution of the Scott equation,17’18 with modi­
fications similar to those used by Julien et al.19 to correct for 
absorption due to unccmplexed iodine. The standard devia­
tions in the slope and intercept give the errors in K c and e 
listed in Table I. Heats of formation, AH, are obtained from 
the slopes of the van’t Hoff plots shown in Figure 1; oscillator 
strengths, /, are evaluated in the manner of Krishna and 
Bhowmik.11 The linear relationship between AH and f, pre­
dicted by Mulliken,14 is illustrated in Figure 2. We have ob­
served a slight temperature dependence of the oscillator 
strengths, with /  decreasing as temperature increases, but the 
variations are within experimental error and thus may have 
no significance.

The linear relationship proposed by McConnell et al.15 
between the observed CT energies and the ionization poten­
tials (IP) of the donors is not observed for these complexes, 
as shown by the data in Table II. In fact, the CT energy de­
creases as both the n and the ir ionization potentials increase. 
However, the range of energies represented by these data is 
very small and cannot provide any conclusive evidence for or 
against the proposed relationship. Krishna and Chowdhury5

Figure 1. Temperature dependence of the equilibrium constants for 
the formation of complexes between pyridine (—), pyrimidine ( -  -), and 
pyrazine (------) with iodine, using the van’t Hoff equation.

O s c illa to r S tre n g th

Figure 2. Correlation between heats of formation of complexes of 
pyridine, pyrimidine, and pyrazine with iodine and the intensity of the 
shifted iodine absorption band.

attempted to distinguish between the n- and rr-electron IP’s 
in the diazabenzenes on the basis of the observed CT energies; 
more recent results20 from photoelectron spectroscopy give 
more reliable assignments of the observed IP’s. While the 
ionization spectrum shows the two n orbital energy levels to 
be split by about the same amount (ca. 1.5 eV) in the two
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TABLE II: Energies of Charge-Transfer Bands in the 
Ultraviolet and Donor Ionization Potentials

Donor Amax, nm hvcT, eV IP, eV“

Pyridine 235 5.27 9.60 n 
9.73 ir

Pyrazine 240 5.16 9.63 n
10.18 ir
11.35 n

Pyrimidine 244 5.08 9.73 n
239 5.19 10.41 ir 

11.23 n

diazabenzenes as a result of lone pair interactions, only py­
rimidine has a splitting in the CT spectrum.

Equilibrium constants for the diazabenzene-iodine com­
plexes could not be evaluated from the CT absorption band 
because of overlapping donor absorption; Krishna and 
Chowdhury reported similar difficulties.® This is a problem 
frequently encountered, although often one can compensate 
for donor absorption, as in the case of the pyridine-iodine 
complex.2-7 In the present studies on much weaker complexes, 
attempts to use similar techniques were not successful.

In summary, earlier work11 and the results presented here 
demonstrate that complexes of nitrogen heterocycles with 
iodine have hec of formation and absorption intensities that

follow Mulliken’s linear relationship reasonably well. On the 
other hand, available data on charge transfer energies and 
ionization potentials do not as clearly support McConnell’s 
relationship. Further studies on substituted azabenzenes and 
azanaphthalenes will provide a better basis for evaluation.
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Raman Spectra of Cystine-Related Disulfides. Effect of Rotational Isomerism about 
Carbon-Sulfur Bonds on Sulfur-Sulfur Stretching Frequencies1
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The Raman spectra of a series of disulfides structurally related to cystine have been studied in the 250-650- 
cm“ 1 region. These compounds all contain the unstrained CCSSCC structural unit and have very similar 
conformations about their S-S bonds (i.e., CS-SC dihedral angles near ±90°), but a-wide variety of confor­
mations about their C-S bonds. The effects of varying conformation about their C-S bonds on their S-S 
stretching frequencies, «(S-S), have been examined. From the spectra of those crystalline disulfides whose 
structures are known from x-ray studies, it has been found that primary disulfides with trans and either of 
two nonequivalent gauche conformations about their C-S bonds (SS-CC dihedral angles of roughly 180 and 
±60°, respectively) all have values of «(S-S) of about 510 cm '1. This is in disagreement with the frequency- 
conformation correlation proposed previously by other workers, whereby it was thought that CCSSCC 
moieties with trans conformations about their C-S bonds have values of «(S-S) of about 540 cm-1. Instead, 
it is suggested that a value of «(S-S) of 540 cm-1  in primary disulfides arises from the presence of conforma­
tions (referred to as A conformations) with small (~30°) SS-CC dihedral angles. The existence of these A 
conformations has been suggested by recent CNDO/2 calculations carried out on several alkyl disulfides. 
These A conformations are shown to comprise ~20% of all occurrences of the values of x(SS-CC) found for 
cystine residues in eight proteins, as determined by x-ray crystallography. The use of the values of «(S-S) for 
the determination of conformation about the C-S bonds of cystine residues in proteins is discussed.

I. Introduction
The results of several recent investigations3-9 on model 

organic disulfides have shown that Raman spectroscopy is a 
useful tool for the study of disulfide stretching vibrations. 
These investigations have been concerned with the correlation 
of S-S stretching frequencies, «(S-S), with the conformational 
properties of the CCSSCC fragment. Such correlations could 
be used to determine the conformations of the side chains of 
cystine residues in proteins from their Raman spectra. How­
ever, the correlations that have been proposed are not mutu­
ally consistent, and a unified interpretation of all of the 
available vibrational data does not yet exist.

On the basis of the Raman spectra of a series of alkyl di­
sulfides [all with CS-SC dihedral angles, x(CS-SC), near 
±90°], Sugeta et al.4-5 have proposed a correlation between 
«(S-S) and the conformation about the C-S bonds of the 
CCSSCC moiety. These authors assumed that internal rota­
tion about the C-S bonds of primary10 alkyl disulfides resulted 
in significant amounts cf only two rotamers—a trans and one 
of two possible gauche conformations11 [with SS-CC dihedral 
angles, x(SS-CC), of 180 and +60°, respectively, for x(CS-SC) 
= +90°}. Recently we reexamined9 the temperature depen­
dence of the low-frequency Raman spectrum of methyl ethyl 
disulfide in conjunction with an electron diffraction study12 
of this compound. The Raman data indicated the existence 
of significant amounts of at least three rotamers at room 
temperature. Furthermore, two of these rotamers were 
thought to have the same value of «(S-S). In light of these 
results, we have reexamined here the Raman spectra of other 
alkyl disulfides, since a reinterpretation of their Raman 
spectra in terms of conformation may be required.

In a previous study7 of cyclic disulfides with strained S-S 
bonds [disulfides with values of x(CS-SC) in the range of 0 
to about ±65°], we reported a correlation between the values 
of «(S-S) and «(CS-SC). These results are not in agreement 
with those of another group,6’8 who found no correlation be­

tween these quantities. To resolve these conflicting reports 
concerning the dependence of «(S-S) on the conformation 
about the C-S4>5’9 and S-S bonds6 8 [i.e., on the values of 
x(SS-CC) and x(CS-SC), respectively], we have reinvesti­
gated this problem using both theoretical13-15 and experi­
mental16 techniques. In this paper, we report the Raman 
spectra of aliphatic disulfides that are structurally related to 
cystine, with values of x(CS-SC) of about ±90°, but with a 
wide variation in the values of x(SS-CC). These additional 
experimental data provide a better understanding of how 
differences in conformation about C-S bonds affect the values 
of «(S-S) of the CCSSCC unit. In the accompanying paper,16 
we report the Raman spectra of a series of disulfides with 
widely different values of x(CS-SC), and consider there the 
effects of varying conformation about the S-S bond on «(S-S). 
These studies enable us to formulate a unified interpretation 
for the conformational dependence of «(S-S) that is consistent 
with all of the available theoretical and experimental evidence.

I I .  Experimental Section

A. Materials. Of the compounds listed in Tables I—III, 20, 
25,27,29-30, and 32-34 were provided by Dr. A. Fredga, 14 
and 31 by Dr. R. Parthasarathy, 23 by Dr. K. Seff, 18 by Dr.
V. duVigneaud, 16 by Dr. B. Kamber, and 19 by Dr. L. Field. 
These were all obtained pure and used as received. All of the 
other compounds studied were obtained from commercial 
sources. The alkyl disulfides listed in Table I were distilled 
under vacuum until there was no change in their Raman 
spectra. The solids were recrystallized at least once by stan­
dard procedures.

B. Raman Measurements. The system used to collect the 
Raman data has been described previously.9 AH measure­
ments were made with an instrumental resolution of 2 cm-1. 
Whenever possible, Raman spectra of the solids shown in 
Tables II and III were also obtained in solution. In all cases,
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TABLE I: Raman Spectra of Neat Liquid Alkyl Disulfides between 250 and 650 cm " 1

Compd An, cm -1 Intensity* Compd An, cm 1 Intensity*
(1) 2-Hydroxyethyl 283 m (6) Diisopentyl 308 s

disulfide3 327 m disulfide 386 m
400 ms 419 s
463 m 450 w

-49 4 sh -4 9 3 sh
510 vs 511 vs

-52 3 sh 524 s
640 s -535 sh
663 ms 637 s

■ J2) Di-rc-propyl 268 w 655 m
X  disulfide 284 w (7) Diisopropyl 281 vs
• 323 w disulfide 302 m

346 w 329 m
379 ms 354 m
412 w 413 sh
435 w 417 m
510 vs 464 w
524 s 511 w

-533 sh 527 s
582 vw 543 s

-61 0 sh 595 s
630 s 625 vs
655 ms (8) Di-sec-butyl 256 m

(3) Di-n-butyl 274 w disulfide 286 w
disulfide 305 w 309 m

326 w 335 m
351 s 355 sh
404 w 379 s
436 m 424 m
469 m 460 m
478 m 475 w
510 vs -5 0 4 sh
524 s -5 0 9 sh

-53 3 sh 526 vs
634 s 543 s
659 s 587 s

(4) Diisobutyl 243 w 618 vs
disulfide 273 w 634 s

343 m 650 s
377 vw (9) Di-ferf-butyl 257 m
401 m disulfide 291 w
429 ms 303 w
485 w 322 w

-498 sh 363 m
512 vs 398 w
525 s 411 m

-53 0 sh 507 w
665 w 540 s

(5) Di-n-pentyl 306 s 569 vs
disulfide 345 m (10) Di-ferf-pentyl 283 w, bd

368 w disulfide 313 w
399 m 337 w
453 w 373 m
489 w 399 w
510 vs 422 w
525 s 438 w

-538 sh 480 w
634 s 541 s
659 m 560 vs

616 s

a The spectrum of compound X is included in this table with the other liquids, even though it is not an alkyl disulfide.
* The letters in this column have the following meanings; s, strong; m, medium; w, weak; v, very; sh, shoulder, and bd, broad.

water was the solvent of first choice. Compounds that were 
not water soluble were dissolved in either methanol, tetra- 
hydrofuran, benzene, dimethylformamide, or dimethyl sulf­
oxide. Many of these solvents have Raman bands of their own 
in the 250-650-cm-1 region. However, the v(S-S) region, from 
450 to 550 cm-1, is free from Raman bands in all of these sol­
vents.

III. Results

A. Raman Spectra. The bands observed in the Raman 
spectra of a series of neat liquid alkyl disulfides between 250 
and 650 cm-1 are listed in Table I. Portions of the spectra of 
some of the compounds listed in this table have been reported 
previously;4’5 we list several new bands in these previously
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TABLE II: Solid and Solution-Phase Raman Spectra o f Primary Disulfides“ Related to Cystine between 250 and 650 cm-1

Compound

(11) L-Cystine (hexagonal)
'HOOC

CH[— CH2— S
HjKT _

(12) L-Cystine-2HC1

(13) L-Cystine-2HBre

(14) L-Cystine-2HBr-2H20

(15) meso-Cystine

(16) cyclo-L-Cystine

(17) Al.AT'-Diglycyl-L-cystine
(18) Mixed disulfide of cysteine 

and j3-mercaptopropionic acid 
cys-SCH2CH2COOH

(19) Mixed disulfide of cysteine 
and /3-mercaptoethylamine 
cys—SCH2CH2NH2

(20) j3-Dithiodiisotutyric acid
H,C^

CHj— CH-,— S
/

HOOC

Solid6 Solution
Av, cm-1 Intensity“ Av, cm-1 Intensity“ Solvent^

269 w 507 s 1 N HC1 and
317 m -525 sh dilute NaOH
327 sh (same spectra
377 vw in both sol-
387 w vents)
450 m

./  458 sh
499 vs
542 m
247 s Same as 11
256 sh
303 m
352 m
368 m
479 s
509 sh
519 s
587 m
466 m Same as 11
499 w
519 m
589 w
663 s
263 w Same as 11
294 w
305 w
338 w
394 w
413 vw
502 s
518 w
535 w
451 w Same as 11
478 m
507 s
551 w
591 w
251 s 431 w Dimethyl
295 s 454 w sulfoxide
336 s 507 s
437 w -51 3 sh
448 m
505 s
516 m

513 m 509 w 1 N HC1
301 m 507 s 1 N HC1
334 s -522 sh
363 m
446 sh
464 s
477 sh
529 s
536 sh
563 w
397 w
452 w
500 s
543 w
258 w 503 s Dimethyl
266 w -5 2 0 sh sulfoxide278 w
289 w
391 m
396 sh
497 s
514 w
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TABLE II (Continued)

Compound
Solid* Solution

Au, cm" 1 Intensity^ Au, cm-1 Intensity0 Solvent^

527 w
549 w
601 w

(2 1 ) L -Homocy stine 270 m 509 s 1NHCI
Fh o o c

"I 357 w -52 0 sh
408 m

CHi— (C H ^— S 466 w
L H2N , 509 s

542 m
(22) Cystamine ■ 2HC1 248 m 398 w 1 N HC1

[H2N(CH,LS lj-HCl 294 w 509 s
331 w -525 sh
400 m
471 w
510 s

(23) Bis[2-(Af,AT-dimethylamino)- 271 w 320 m 1 N HC1
ethyl] disulfide 318 m 405 m

327 m 445 m
HaC\ 403 w 469 m

N— <CHS),— B 416 w 506 s
450 m -52 8 sh
466 w
503 vs
532 m

(24) Dithioglycolic acid 270 m 270 m 1 N HC1
(HOOCCH,S)2 293 w 429 m, bd

419 w 506 s
431 w -517 sh
481 w 542 w
508 vs 576 m
549 w
569 w
581 m

(25) fi-Bithiodipropiomc acid 296 m 468 m Dimethyl
[HOOC(CH2)2S]2 305 sh 507 s sulfoxide

(26) 3-Carboxypropyl disulfide 
[HOOC(CH2)3S] 2

(27) Dicyclopropyl methyl disul­
fide-1 ,l'-dicarboxylic acid

X
.COOH 

'CH,— f

(28) Dibenzyl disulfide

[<0 ^ -

500
532 
560 
300 
317 
334 
449 
459 
469

-500
509
578
290
314
339 
349 
372 
401 
488 
518
533 
573 
595 
289 
307
340 
407 
469 
505 
569

s
m
m
m
w
w
w
w
w
sh
s
w
m
w
w
m
s
m
w
vs
m
w
w
w
m
w
w
s
vs
w

586

508
-524

s
sh

501
572

s
m

403
468
490
512
563

w
m
w
m
w

1 N NaOH 
and methanol 
(same spectra 
in both sol­
vents)

Dimethyl-
formamide

Benzene

a Primary disulfides are ones in which the carbons adjacent to the disulfide bond are primary carbon atoms. * Finely 
divided crystals. c The letters in this column have the same meanings as in Table I. d In some solutions there are strong Ran 
man bands between 250 and 750 cm-1 due to the solvent which obscure the solute scattering. e The 250-400-cm"1 region 
of the spectrum of this compound was not recorded.
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® TABLE III: Solid and Solution-Phase Raman Spectra of Secondary and Tertiary Disulfides3 Related to Cystine 
between 450 and 650 cm-1

1816

Compound
(29) a-Dithiodipropioni'c acid  

(racemic)
H;,C\

CH— S

HOOC

(30) same as 29, but meso

(31) D-Penicillamine disulfide
CH,

HOOC,\
CH— C— 6

H,N CH,.

(32) a-Dithiodiisobutyric acid
CH, "I
I

HOOC— C— S
I
CH;, J,

(33) Dicyclobutyl disulfide 
1, 1 ' -àic a r b o x y lic  acid

c < :
,C00H'

S—

(34) Dicycloheptyl disulfide 
l,l'-dicarboxylic acid

(35) Diphenyl disulfide[CH

Solid& Solution

A v , cm"1 Intensity3 A v , cm-1 Intensity3 Solvent^

4 5 7 s 4 8 0 m M e th a n o l
480 m 507 m
535 s 526 m
632 m 543 sh

577 m
503 m Dimethvlformamide
526 m
536 sh

450 s -502 m, bd Dimethyl sulfdxide
480 m 522 sh r
507 vs 535 sh
522 vs
576 s
636 w
472 w 534 m 1 N HC1
5 3 2 m 5 4 6 m
543 m -570 sh
572 m
580 m
629 m
510 s 482 m Methanol
525 s 540 m
549 m 649 m
643 s

487 s Dimethylformamide
539 s
481 m Dimethyl sulfoxide

, 535 m
585 m

436 s 422 s Methanol
509 m 5 1 3 m
529 m 538 m
628 m 622 ms
640 sh
270 w 518 w Dimethylformamide

’ 313 w 539 m
356 w 581 m
392 m
441 sh
457 m
527 s
558 m
585 m
642 s
462 w 471 s Benzene
471 m 512 vs
496 w 525 vs
542 vs -537 sh
554 w 614 s
613 s

3 Secondary and tertiary disulfides are ones in which the carbons adjacent to the disulfide bond are secondary and tertiary
carbon atoms, respectively. b Finely divided crystals. c The letters in this column have the same meanings as in Table I. d In
some solutions, there are strong Raman bands between 250 and 650 cm-1 due to the solvent which obscure the solute scat­
tering.

reported regions, and report for the first time data for the 
250-450-cm"1 region. Included in the 250-650-cm-1 region 
are bands due to the S-S stretching motion, v(S-S), and the 
CCS and CCC skeletal deformations, 7 (CCS) and y(CCC), 
respectively. This region has been studied because it has been 
proposed4’5 * that trans and gauche rotamers about the C-S 
bonds in these molecules have different values of r(S-S) be­
cause of different degrees of vibrational coupling between 
their v(S-S) and 7 (CCS) modes; the variations in the 
frequencies of these modes from compound to compound may 
help decide if this hypothesis is valid. Compounds 1-6 are 
primary, 7 and 8 secondary, and 9 and 10 tertiary disulfides.10

The bands in the solid and solution-phase Raman spectra 
of a series of primary disulfides related to cystine are listed 
in Table II, and those of secondary and tertiary disulfides in 
Table III. These compounds differ structurally from cystine 
in that various additions, deletions, and substitutions of 
groups have been made around the central CSSC nucleus. 
These compounds can be considered to be “ intermediate” in 
structure between cystine and the alkyl disulfides of Table I 
because they contain charged and polar groups. Since it has 
been suggested4-5 that variations in r(S-S) can reflect con­
formational changes about the C-S bonds in such noncyclic 
disulfides, the observed variations in p(S-S) between the
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TABLE IV: Structural Parameters of the CCSSCC Fragment of Some Disulfides Obtained from X-Ray Data«

Compound6
R(S-S),

A
R ( S—C),

A
r(SSC),

deg
T(SCC),

deg
X(SS-CC), x(CS-SC), 

deg deg Ref
(11) L-Cystine (hexagonal) 2.032 1.820 104.5 116.2 82 74 17
(12) L-Cystine-2HC1 2.041 1.810 104.0 114.7 -89 -82 18
(13) L-Cystine-2HBr 2.024 1.862 103.9 111.9 -89 -81 19
(14) L-Cystine-2HBr-2H20 2.044 1.80 102.3 114.6 -82 -8 0 20

' . 1.82 100.1 112.7 -70
(16) cyc/o-L-Cysfineacetic acid 2.00 1.83 105 116 63 -91 21

1.79 105 115 67
(17) (V,Af'-Diglycyl-L-cystine-2H20 2.04 1.87 103 105 97 79 22
(23) Bis[2-(,V,N '-dimethylamino)ethy 1 ] 2.037 1.807 103.6 115.4 55 82 23

disulfide,. 1.814 102.8 111.4 67
(24) Dithkiglycolic acid 2.025 1.806 102.0 110.5 -167 -86 24
(28) Diberizyl disulfide 2.02 1.84 103.3 114.3 73 92 25

1.85 . 102.9 112.3 72
(31) D-Penicillamine disulfide 2.049 1.866 105.5 106.8 70 115 26

103.3 -173
113.8 -53

1.865 105.5 109.9 67
103.1 -175

' 110.1 -55
(35) Diphenyl disulfide 2.03 1.81 105.8 123.7 18 84 27

1.79 106.5 124.3 0
L-Cystine diamide-2HC1C 2.05 1.76 104.5 116.2 82 74 28
L-Cystine dimethyl ester-2HCl-H2Oc 2.045 1,808 103.1 ■113.6 -79 -84 29

1.805 100.0 112.8 -77
a For molecules in which only one value of R ( S-C), r(SSC), r(SCC), and x(SS-CC) is listed, these values are the same for 

both sides of the molecule because of C2 symmetry about an axis perpendicular to the S—S bond. Otherwise, the two halves 
of the molecule differ slightly. b The compounds have the same numbers as in Tables II and III. c Raman spectra of these 
compounds were reported in ref 6.

compounds listed in Tables II and III might imply that the 
various additions, deletions, etc., of groups influence the 
conformation about the C-S bonds in the CCSSCC moiety. 
As in Table I, data are included in Tables II and III for the 
250-450-cm-1 region of these compounds.

B. Related X-Ray Structural Data. To aid in correlating 
the Raman data for the compounds in Tables II and III with 
the conformational properties of the CCSSCC moiety, the 
structural data in Table IV have been compiled from x-ray 
data in the literature.17-29 Only data for molecules whose 
spectra are presented here, or elsewhere,6 are given. The 
Raman data for compounds 12,14, and 31 were obtained from 
the same batch of crystals that was used in the structural de­
termination.

The histogram shown in Figure 1 depicts the frequency of 
occurrence of various ranges of values of |x(SS-CC)|30 found 
for cystine residues in proteins as determined by x-ray crys­
tallography. These dihedral angles have been calculated from 
the Cartesian coordinates of papain,31 carboxypeptidase A ,32 
ribonuclease S,33 bovine pancreatic trypsin inhibitor,34 lyso­
zyme,35 a-chymotrypsin,36 trypsin,37 and elastase38’39 in which 
there are a total of 30 cystine residues [60 values of x(SS-CC)].

C. Prominent Bands in the Raman Spectra of Liquid Alkyl 
Disulfides. Referring to Table I, there is a remarkable simi­
larity in the frequencies and relative intensities of the two 
major bands in the e(S-S) region between the Raman spectra 
of the primary disulfides listed (and also of methyl ethyl and 
diethyl disulfides, studied earlier9). For all these molecules, 
there are very strong bands near 510 cm-1  and strong bands 
near 525 cm-1, even though the alkyl group bonded to the 
sulfur atoms varies in size from an ethyl to an n-pentyl group. 
In the r(S-S) region of the spectra of the two secondary di­
sulfides 7 and 8, the prominent bands are at about 526 and 543 
cm-1, while in the tertiary disulfides 9 and 10, the only intense 
e(S-S) band in this region lies at 540 cm-1. These observations 
have been made earlier by Sugeta et al.;4>5 these authors at-

Figure 1. Frequency of occurrence of various ranges of SS-CC dihedral 
angles, |x(SS-CC)|, of cystine residues in eight proteins whose 
structures have been determined by x-ray crystallography, irrespective 
of the CS-SC dihedral angle.

tributed the presence of more than one i'(S-S) band in the 
spectra of primary and secondary alkyl disulfides to the 
coexistence of rotational isomers.

In addition to the prominent bands mentioned above, there 
are shoulders and other weak bands in the <<(S-S) region of 
these molecules that have not been reported earlier. There are 
no apparent similarities between the spectra of these disul­
fides in the region below 500 cm-1  in which the 7 (CCS) and 
7 (CCC) skeletal deformations are expected to lie. In fact, for 
the primary disulfides, this low-frequency region of the spectra 
becomes increasingly more complex as the length of the alkyl
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substituent increases, with little or no effect on the bands in 
the ¡/(S-S) region.

D. Prominent Bands in the Solution-Phase Spectra of 
Primary Cystine-Like Disulfides. Although the solid-phase 
spectra of the primary cystine-like disulfides of Table II have 
many bands in the ¡/(S-S) region, their solution-phase spectra, 
almost without exception, have their strongest bands in the 
505-510-cm"1 region. In addition, the solution-phase spectra 
of almost all these compounds have a characteristic shoulder 
near ~525 cm-1. For compounds 17 and 27, the solution-phase 
spectra were not of sufficient quality (because of a fluorescent 
background) to be able to ascertain whether or not there was 
a shoulder on the bands near 510 cm '1. A suitable solution- 
phase spectrum of compound 19 could not be obtained, also 
because of a fluorescent background. The only primary di­
sulfide studied that definitely did not show this ~525-cm"1 
shoulder was compound 28.

The intense band near 510 cm' 1 with the shoulder near 525 
cm" 1 in these spectra are similar to the bands at roughly 510 
and 525 cm" 1 in the spectra of the primary alkyl disulfides of 
Table I. The bands in the solution-phase spectra listed in 
Table II are broader than the corresponding bands of Table 
I; as a result, the bands at ~525 cm" 1 are not resolved and 
appear as shoulders on the stronger bands near 510 cm” 1. The 
shoulder in the solution-phase spectrum of compound 16 at 
about 513 cm" 1 is probably of a different origin than those 
near ~525 cm" 1 in the other compounds (in which these 
shoulders are thought to be due to rotational isomers). Com­
pound 16 is rigid and cannot undergo rotational isomerism 
about its C-S bonds in the solution phase. Furthermore, the 
shoulder at 513 cm" 1 in its solution-phase spectrum probably 
corresponds to the medium intense band at 516 cm" 1 in the 
solid. As was the case for the alkyl disulfides in Table I, the 
spectra listed in Table II do not seem to have any bands in 
common outside of the /(S-S) region.

The similarities in the number, frequencies, and relative 
intensities of the major bands in the ¡/(S-S) region of the 
spectra of the primary alkyl disulfides of Table I and the so­
lution-phase spectra of the compounds in Table II and also 
of L-cystine dimethyl ester, L-cystinediamide, oxidized glu­
tathione, A/.A/'-dimethyl-i.-cystine, N,N,N,N',N',N'-hex- 
amethyl-L-cystine, and L-homocystine diethyl ester, reported 
elsewhere,6 do not indicate that the solution-phase confor­
mations about the C-S bonds of these primary disulfides are 
very different. While the compounds of Table II generally tend 
to have relatively less intense 525-cm"1 bands compared to 
those of Table I, there is no basis on which to conclude that 
the conformation of the CCSSCC moiety is influenced greatly 
by the presence of charged and polar groups. In fact, in going 
from a low to a high pH, which changes the state of charge of 
both the carboxyl and amino groups of compounds 11-15, no 
changes in the ^(S—S) region of their spectra are observed. 
Finally, the use of different solvents for obtaining the solu­
tion-phase spectra in Tables II and III probably has little ef­
fect on the observed ¡¡(S-S) bands since the addition of 50% 
v/v of methanol, dimethyl sulfoxide, dimethylformamide, or 
benzene does not change the i/(S-S) region of diethyl disulfide 
at all (not shown here).

E. Division of Primary Cystine-Like Disulfides into 
Classes. From a comparison of the solid- and solution-phase 
spectra of the primary disulfides of Table II, two types of 
behavior can be discerned. For some compounds (11-14,18, 
25, and 27), there are marked differences in both the intensi­
ties and frequencies of the major bands between the solid and 
solution-phase spectra, while in the other compounds (15-17,

20-24, 26, and 28), the major spectral features of the solid- 
phase spectra are retained in going to the solution phase.40 For 
reasons to be brought out in section IVB, it is felt that the 
solid-phase spectra of compounds in the first class (to be re­
ferred to as class I) cannot be used in conjunction with x-ray 
data for frequency-conformation correlations, while those in 
the latter class (to be referred to as class II) can.

Our claim that the solid-phase Raman spectra of class I 
compounds cannot provide unambiguous information about 
the conformations of their CCSSCC fragments is illustrated 
by the properties of compounds 11-14. In spite of the fact that 
all of these molecules have nearly identical conformations 
about their C-S and S-S bonds (see TablteTV), their solid- 
phase Raman spectra, especially in the ¡/(S-S)*region, are quite 
different. This indicates that factors other than conforma­
tional changes are responsible for the observed variations in 
the spectra of these crystalline substances.

Among the compounds in class II, there are five (16,17,23, 
24, and 28) whose crystal structures have been determined and 
whose CCSSCC structural parameters are listed in Table IV. 
Of these five compounds, 17,23, and 28 have gauche,1116 has 
gauche',11 and 24 trans conformations about their C-S bonds. 
In spite of these differences in conformation, all five com­
pounds exhibit a single ¡/(S-S) band with a frequency of 508 
±  5 cm" 1 in the solid state. It is especially noteworthy that 
compound 24, which is known from x-ray studies24 to have 
trans conformations about its C-S bonds, does not have its 
strong ¡/(S-S) band at 540 cm"1, as would have been predicted 
from the frequency-conformation correlation of Sugeta et 
al.4’5 When this compound is dissolved in 1 N HC1, it too ex­
hibits the familiar shoulder at ~525 cm" 1 which is due to an 
as yet unspecified conformation. Except for this shoulder at 
about 525 cm" 1 and for slight shifts in frequencies normally 
associated with such a phase change, there are no other dis­
cernible changes in the solution compared to the solid phase 
spectrum of this compound.

F. Secondary and Tertiary Disulfides. The solution-phase 
spectra of secondary disulfides 29 and 30 of Table III have 
major bands in the ¡/(S-S) region at about 525 and 540 cm"1, 
as was the case for the secondary alkyl disulfides 7 and 8 of 
Table I. All of the tertiary disulfides in Table III have a major 
¡/(S-S) band near 540 cm "1, as do the tertiary alkyl disulfides 
9 and 10. It is of interest that tertiary disulfide 31, which is 
known from x-ray studies26 to have trans conformations about 
its C-S bonds, exhibits its ¡/(S-S) band at about 540 cm" 1 in 
both the solid and solution phases, in agreement with the 
correlation of Sugeta et al.4’5 'Compound 35 is included in 
Table III, even though it differs structurally from the other 
compounds listed. In the solid state, in which this compound 
is known to have conformations with low values (0- 20°) of 
x(SS-CC) across its C-S bonds (Table IV),27 the lone ¡/(S-S) 
band falls at 542 cm "1. In solution, however, strong ¡/(S-S) 
bands are evident at 512 and 525 cm "1, with only a shoulder 
near 540 cm” 1.

IV. Discussion
The primary aim of this work is to provide an understanding 

of the factors responsible for the variations in the frequencies 
of ¡/(S-S) bands of these alkyl and cystine-related disulfides 
and, if possible, to correlate these bands with specific con­
formations of the CCSSCC moiety. Previously, Sugeta et al.4’5 
have advanced an hypothesis which attributes the variations 
in the ¡/(S-S) frequencies of these disulfides to changes in the 
conformations about their C-S bonds. Before discussing the 
variations in the ¡/(S-S) bands found here in terms of confor­
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mation, it is appropriate to review, briefly, this hypothesis and 
the evidence which supports it.

A. Frequency-Conformation Correlation of Sugeta et al.4-5 
In the Raman spectra of dimethyl, methyl ethyl, and diethyl 
disulfides and the alkyl disulfides shown in Table I (and in all 
previously published spectra4’5’9), those compounds with 
primary and secondary alkyl groups larger than methyl groups 
have more than one major band in the ¡»(S-S) region (at ~510 
and ~525 cm-1  for primary disulfides, and ~525 and ~540 
cm-1  for secondary disulfides), while dimethyl, methyl tert- 
butyl, and di-tert-butyl disulfides have only one (at about 510, 
525, and 540 cm "1, respectively4). The multiplicity of bands 
in the s p e c t r a t h e  primary and secondary disulfides has 
been attributed4’5 to the coexistence of gauche and trans ro­
tational isomers about their C-S bonds. This interpretation 
is consistent with the observation that, in diethyl disulfide, 
only one r(S-S) band is present when the compound is crys­
tallized.5 The single bands in dimethyl, methyl tert-butyl, and 
di-tert-butyl disulfides were attributed4 to the presence of 
only one rotamer in each case. On the basis of this evidence, 
it has been suggested4’5 that the frequency of the r(S-S) bands 
in aliphatic disulfides are roughly 510, 525, and 540 cm "1, 
depending upon whether there are two hydrogen atoms, one 
carbon and one hydrogen atom, or two carbon atoms, trans 
to the distal sulfurs across the C-S bonds. These three con­
formations have been designated as iKH.H), i/(H,C), and 
r(C,C), respectively. Hence, the effect of a C atom trans to a 
distal S atom about either C-S bond would be to raise r(S-S) 
by about 15 cm-1; i.e., the increase from 510 to 525 cm-1  would 
be due to the presence of one such trans C atom, and the fur­
ther increase from 525 to 540 cm-1  would be due to the pres­
ence of a second such trans C atom. This increase in r(S-S) 
for the trans rotamers has been attributed4’5 to the greater 
degree of vibrational coupling between y(CCS) and o(S-S) 
modes in trans relative to gauche conformations. By carrying 
out a normal mode calculation on several disulfides in which 
coupling between 7  (CCS) and r(S-S) modes was introduced 
explicitly, Sugeta41 reported that he confirmed the above 
correlation.

B. Correlation of X-Ray Structural Information with 
Solid-Phase Raman Spectra. One attractive feature of Raman 
spectroscopy is that it is applicable to the study of both solids 
and solutions. In principle, then, by obtaining Raman spectra 
of solids whose crystal structures have been determined, one 
should be able to correlate Raman peak positions, intensities, 
etc., with known structural or conformational properties of 
molecules. These correlations could then be used to study the 
conformations of molecules in solution or in solids where their 
structures are not known. Since we have available here both 
Raman spectral (Tables II and III) and x-ray structural (Table
IV) information on several disulfides with different confor­
mations about their C-S bonds, we can use this approach to 
check the validity of the frequency-conformation correlation 
of Sugeta et al.,4>® which was formulated from the spectra of 
liquid alkyl disulfides, whose structures were not known, but 
only assumed. However, this approach is valid only if it can ■ 
be shown that the values of r(S-S) obtained from the spectra 
of crystalline compounds are really indicative of identical 
conformations of these same compounds in solution. That is, 
one must be cautious not to attribute observed variations in 
the values of r(S-S) that are obtained from solid samples, and 
caused by factors operative only in molecular crystals, to 
changes in conformation. Therefore, it is worthwhile to con­
sider, briefly, the nature and origin of some of these factors.

Because of the unique arrangement of the atoms in any

A
molecular crystal, there are static fields present that are not" 
encountered in the corresponding fluids. These static crystal 
fields can cause shifts in frequencies and changes in intensities 
in the vibrational spectra of crystals compared to similar 
spectra in, e.g., the solution phase.42-43 Hence, the internal 
vibrational frequencies observed for compounds in molecular 
crystals can be influenced (to an extent determined by the 
strength of the intermolecular forces present) by the presence 
of neighboring molecules and cannot always be taken to be 
indicative!:of those of the “ free”  molecule (as in the gas or so­
lution phase).

In addition to the effects of static fields, there can be reso­
nance interactions between identical vibrational modes of 
different molecules in the unit cell that lead to band splitting 
(Davydov splitting),42’44 even for nondegenerate modes. It 
may well be that the solid-phase spectra of the class I com­
pounds are influenced by such interactions, since they gen­
erally exhibit either more than one band or shoulders on the 
main band in their r(S~S) region, while those of class II com­
pounds do not. Since the r(S-S) mode is nondegenerate, these 
splittings are not explainable on the basis of site symmetry. 
Splittings in several of the bands, including the r(S-S) band, 
of the predominant rotational isomer of methyl ethyl disulfide 
have also been observed upon crystallization.5 If the class I 
compounds are influenced by Davydov splitting, this would 
account for the fact that the solid-phase spectra of compounds
11-14 are so dissimilar in the j/(S—S) region, in spite of the fact 
that the conformations of their CCSSCC groups, known from 
x-ray studies, are nearly identical. This would also help ex­
plain why the solid and solution phase spectra of class I 
compounds differ, since the interactions between molecules 
in the unit cell, responsible for such splittings in the crystal, 
are absent in solution.

Although the frequencies of the r(S-S) bands observed in 
the spectra of these crystalline disulfides are not necessarily 
indicative of the stretching frequencies of the free molecules, 
in many cases they are; e.g., in diethyl disulfide, the frequen­
cies of the bands due to the predominant rotational isomer do 
not change or show splitting when they are crystallized.5 
Hence, the criterion that we will use here for interpreting the 
frequencies of the bands in the solid-phase spectra is that 
these frequencies remain the same (to a good approximation) 
for the solution-phase (in which the effects of crystal fields, 
etc., are removed). The fact that the vibrational frequencies 
do not change very much on going from solid to solution 
suggests not only that they are but minimally influenced by 
crystal effects, but further that no major conformational 
changes about the C-S bonds have accompanied dissolution. 
This follows from the results of an earlier study9 in which it 
was found that many of the Raman bands in the 250-650- 
cm" 1 region, arising from the rotational isomers of methyl 
ethyl and diethyl disulfides, have different frequencies. In 
cases in which the vibrational frequencies do change upon 
going from the solid to the solution phase (as for the class I 
compounds), one would not know whether to attribute this 
to a conformational change or to the lifting of crystal field 
effects. Hence, of the two classes of compounds delineated in 
section HIE, only the frequencies of the compounds in the 
solid-state spectra of class II (which do not change on going 
from the solid to the solution phase) will be correlated with 
the conformations of their CCSSCC fragments obtained from 
x-ray data.

C. Variation of S-S Stretching Frequencies with Confor­
mation about C-S Bonds. From a comparison of the solid- 
phase Raman spectra of class II compounds 16,17,23,24, and
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28 (Table II) with the conformations of their CCSSCC frag­
ments (Table IV), several important conclusions can be drawn. 
First, the observation that compound 24, which has trans 
conformations about both of its C-S bonds, exhibits its r(S-S) 
at about 510 cm-1  contradicts the hypothesis of Sugeta et al.4’5 
that such trans conformations lead to values of r(S-S) of about 
540 cm-1 in primary disulfides. Second, since all five of the 
above class II compounds have nearly the same value of 
r(S-S), in spite of the fact that the conformations aboyt their 
C-S bonds differ considerably (being either gauche, gauche', 
or trans), it is clear that simple rotation about the C-S bond 
does not cause r(S-S) to vary in a uniform manner, as, would 
have been expected if vibrational coupling between y(CCS) 
and r(S-S) motions affected r(S-S). Moreover, theSeexperi- 
mental results would seem to invalidate any conclusions about 
the values of r(S-S) that were drawn from a normal mode 
calculation41 which utilized coupling between 7 (CCS) and 
r(S-S) modes as the mechanism for the variations in 
r(S-S).

The very similar values of r(S-S) found here for compounds 
known to have different conformations about their C-S bonds 
is consistent with the results of an earlier study9 on methyl 
ethyl and diethyl disulfides in which it was found that there 
exist at least two rotational isomers about the C-S bond with 
r(S-S) values of about 508 cm-1. In the spectra of primary 
alkyl disulfides 1, 4, and 6, there are shoulders at about 495 
cm-1  on the major i/(S-S) band at about 508 cm-1. It is pos­
sible that the two different rotamers about the C-S bonds of 
methyl ethyl and diethyl disulfides, that had the same value 
of y(S-S), are not degenerate in compounds 1,4, and 6 because 
of some difference in the molecular motions of their alkyl 
groups, and that the band near 495 cm-1 is due to one of these 
conformations.

From the increases in HS-S), observed in going from di­
methyl (~510 cm-1) to methyl tert- butyl (-v525 cm-1) to di- 
tert-butyl disulfides (~540 cm-1), Sugeta et al.4’5 concluded 
that the presence of a C atom in a trans position across a C-S 
bond would increase r(S-S) by about 15 cm-1. These authors 
then proposed that the values of r(S-S) for primary, secon­
dary, and tertiary disulfides were determined solely on the 
basis of whether or not there were carbon atoms in the trans 
positions. The implicit assumption that they made is that the 
substitution of two methyl groups for two hydrogens on the 
fi carbons10 of dimethyl disulfide would have the same effect 
on the value of r(S-S) of primary and secondary disulfides as 
rotation of a carbon atom about the C-S bond from a gauche 
into a trans position previously occupied by a hydrogen atom. 
Since it has been shown above that their correlation does not 
hold for primary disulfides, it appears that this assumption 
is incorrect, and that the observed increases in r(S-S) in 
compounds with secondary and tertiary ft carbons must arise 
from the presence of additional groups bonded to the B car­
bons. In fact, the correlation proposed by Sugeta and co­
workers may describe accurately the effects of substitution 
(of additional groups for d-hydrogen atoms) on j/(S-S). The 
spectrum of tertiary disulfide 31, known from x-ray data to 
have a v(C,C) conformation, does have a value of y(S-S) of 
about 540 cm-1. Hence, this correlation holds for tertiary di­
sulfides. Furthermore, there is no evidence to suggest that the 
correlation does not hold for secondary disulfides, as well. 
Thus, it may be true that the replacement of a gauche B hy­
drogen by a C atom does not affect v(S-S) appreciably, while 
the replacement of a trans (3 hydrogen by a C atom increases 
v(S-S) by about 15 cm-1. In the accompanying paper,16 there 
is evidence to suggest that this, in fact, is the case.
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The explanation4’5 proposed for the increase in i/(S-S) from 
510 to 525 or 540 cm-1  due to the alleged4’5 presence of e(C,H) 
and r(C,C) conformations, respectively, is that there is a 
greater degree of vibrational coupling between 7 (CCS) and 
i/(S—S) modes in the trans (compared to the gauche) rotamer. 
It seems unlikely that such coupling, if it exists, would be 
similar for primary, secondary, and tertiary disulfides, or even 
for primary disulfides with alkyl groups of different lengths. 
As the length of the alkyl substituent increases, in the «-alkyl 
disulfide series, one would expect the 7 (CCS) and 7 (C(iC) 
modes, which are of similar frequency, to interact mechani­
cally, changing the character and frequency of the modes^n- 
volving movements of the CCS fragment. If these movements 
of this fragment were coupled, even weakly, to those of the 
c(S-S) mode, then one would expect the values of v(S-S) to 
show some variation as the length of the alkyl substituent 
increased. Instead, the values of v(S-S) for di-n-pentyl 

••through methyl ethyl disulfide remain remarkably constant. 
This observation leads one to conclude that it is some other 
local interaction within the CCSSCC fragment that is re­
sponsible for the 525-cm-1 band in these primary disul­
fides.

On the basis of the preceding considerations, we conclude 
that the frequency-conformation correlation proposed by 
Sugeta et al.4,5 is not applicable to primary aliphatic disul­
fides.

D. Conformation Responsible for the ~525-cm-1 Band in 
the Spectra of Primary Disulfides. It seems clear that there 
is a rotational isomer about the C-S bond of primary disulfides 
that has a value of r(S-S) of ~525 cm-1. Unfortunately, the 
structures of the rotational isomers of methyl ethyl disulfide 
(the smallest primary disulfide that exhibits this ~525-cm-1 
band) have not been determined uniquely. Only the presence 
of trans rotamers (in a mixture with other undefined con- 
formers) has been established.12 Furthermore, we have not 
been able to observe such a band in the solid-phase spectra 
of any of the class II disulfides of Table IV whose structures 
are known from x-ray studies. Hence, the conformation of the 
CCSSCC group responsible for this ~525-cm-1 band is, at this 
stage of the discussion, unknown.

A possible clue to the identity of the ~525-cm-1 band may 
come from the results of recent CNDO/2 calculations on the 
potential functions for internal rotation about the C-S bonds 
of several alkyl disulfides.14’15 These calculations suggest that 
there are rotamers with low values of x(SS-CC) (less than 
those of gauche rotamers). These conformations are thought 
to exist14’15 because of a weak attractive interaction between 
sulfur atoms and CH groups across the C-S bonds, referred 
to as a 1,4 carbon-sulfur interaction, which brings these groups 
into close contact. The existence of such an attractive inter­
action has been supported by a relatively large number of 
short nonbonded carbon-sulfur contact distances found in 
the crystal structures of organosulfur molecules.15 From 
previous work, it has not been possible to establish whether 
such conformations about the C-S bonds of alkyl disulfides 
actually exist or if their presence (deduced from the CNDO/2 
calculations) arises from some defect in the CNDO/2 method, 
since such conformations have not been found in crystals of 
small aliphatic cystine-related disulfides. If such conforma­
tions of the CCSSCC moiety do exist, they may be responsible 
for the value of v(S-S) of ~525 cm-1  observed for primary 
disulfides.

The first direct observation of the conformation discussed 
above is illustrated in the histogram of Figure 1, in which the 
frequency of occurrence of various ranges of values of
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x(SS-CC) for cystine residues in proteins is plotted. One 
would expect those values of x(SS-CC) that correspond to 
minima in the potential function for rotation about the C-S 
bond to be those most highly populated. In accordance with 
this expectation, most of the cystine residues (■—45%) have 
values of x(SS-CC) that lie under the peak centered at about 
80-90°. This is consistent with the observation that almost 
all of the cystine-related disulfides of Table IV have values 
of x(SS-CC) in this same region (which we have thus far re- 
fer#ed‘to ¿s gauche rotamers). About 35% of all occurrences 
in.^is histogram lie under the broad peak centered near the 
trajis conformation (x = 180°). Among the disulfides of Table 
II, o'nly the dithioglycolic acid24 and the n-propyl half of thi­
amine n-propyl disulfide45 have been reported from x-ray data 
to adopt such trans conformations. Finally, the peak centered 
near 20-30°, which accounts for about 20% of all occurrences, 
indicates the existence of a third conformation which has a . 
low value of x(SS-CC)—smaller than that for a gauche con- ,; 
formation—as predicted earlier.15 . .

We encountej here the problem of designating the three 
conformations about the C-S bonds of cystine discussed 
above. Since the commonly used terms cis, gauche, skew, and 
trans [x(SS-CC) values of about 0, ±60, ±120, and 180°, re­
spectively] do not cover all of the conformations encountered 
in the above histogram and leave ranges of x(SS-CC) unac­
counted for, they are inadequate and their use is abandoned 
here. Unfortunately, the terminology suggested by Klyne and 
Prelog46 provides no solution to this problem since the con­
formations of interest here fall at the borders which separate 
their sp from their sc and their sc from their ac conformations. 
To solve this problem, we will arbitrarily refer to conforma­
tions with x(SS-CC) values of about 20-30° (which are neither 
cis nor gauche) as A conformations, those with x(SS-CC) 
values near 90° (which are neither gauche nor skew) as B 
conformations, and those with x(SS-CC) values near 180° as 
T (for trans) conformations.

The occurrence of three conformations (A, B, and T) about 
the C-S bonds of cystine is consistent with our earlier studies9 
on methyl ethyl disulfide in which the existence of three dis­
tinct rotational isomers were indicated. Since the A rotamer 
occurs least frequently in cystine residues in proteins (smallest 
peak area in Figure 1), it should be the one of highest energy, 
in which case it should be associated with the y(S-S) band at 
~525 cm-1  in methyl ethyl and diethyl disulfides which de­
creases in intensity as the temperature is lowered9 and which 
disappears upon crystallization.5 Presumably, the reason that 
the A conformation has not been observed in x-ray studies on 
crystals of model disulfides is that it is of higher energy than 
the B and T conformations.

It is interesting to note that the x-ray data that have been 
accumulated on aromatic disulfides (those in which the sulfur 
atoms are bonded directly to aromatic rings) do confirm the 
existence of A conformations with x(SS-CC) values of roughly 
10-20° [and also B conformations with x(SS-CC) values of 
roughly 80°] in these molecules.15 The reason for this could 
be that the 1,4 carbon-sulfur interaction thought to be re­
sponsible for the A conformation is stronger for aromatic CH 
groups than for aliphatic ones. Compound 35, which is known 
from x-ray data to have A conformations about both of its C-S 
bonds, has its solid phase f(S—S) at 542 cm-1. However, in 
solution, it has ¡/(S-S) bands at roughly 510, 525, and 540 
cm-1. This is consistent with the coexistence, in solution, of 
two different conformations (the A and the B rotamers) about 
each C-S bond. The ~540-cm_1 band in solution would then 
be due to conformations similar to the one found in the crystal
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[i.e., A conformations about both C-S bonds which we shall 
designate j/(A,A)], the ~510-cm_1 band due to one with B 
conformations about both C-S bonds, p(B,B), and the 
~525-cm~1 band due to molecules with one of each of these 
conformations, i>(A,B) or ¡4B,A). Hence, we suggest that the 
~525-cm-1 band in primary disulfides is due to a v(A, [B or 
T]) conformation.

Another related observation is that those compounds whose 
spectrq have shoulders at ~525 cm-1  have CH groups (or in 
the case of compound 24 a carbonyl carbon, which has also 
been found in many short contacts with sulfur atoms15) ca­
pable of participating in 1,4 carbon-sulfur interaction across 
the C-S bonds. Such 1,4 interactions would be expected to 
lead to the A conformation. The only compound in Table II 
that definitely does not have a ~525-cm_1 band is 28, which 
also does not have CH groups capable of interacting with 
sulfur atoms across the C-S bonds. One would expect that the 
presence of the bulky phenyl rings on the /? carbons of this 

■ compound would result in an increase in the population of the 
trans rotamer compared to its homologue, dimethyl disulfide. 
In spite of this expected increase in the trans population, 
compound 28 has no band at ~525 cm-1. This is additional 
evidence that the ~525-cm_1 band is not due to y(C,H) con­
formations. Hence, the weight of evidence that has accumu­
lated so far suggests that the presence of an A, not a T, con­
formation about either C-S bond results in an increase of 
about 15 cm-1  in idS-S).

It seems worthwhile to consider briefly why A conforma­
tions might be expected to have values of v(S-S) different from 
those of the B or T forms. One possible reason is that the A 
rotamer has some different structural feature in its CCSSCC 
moiety. For example, the A conformations about the C-S 
bonds of aromatic disulfides have larger values of t(SSC) and 
R(C-S) than the B rotamer;15 i.e., as x(CC-SS) approaches 
zero (or approaches the cis conformation), the SSC bond angle 
could increase to relieve otherwise-close contacts in the 
close-to-cis conformation. Such differences between the 
CCSSCC structural features of two rotamers might be ex­
pected to lead to small changes in the values of i<(S-S). Al­
ternatively, the short nonbonded carbon-sulfur contacts as­
sociated with the A conformation could be the perturbation 
responsible for the different values of US-S). It should be 
emphasized that the 525-cm-1 band in primary aliphatic di­
sulfides is only about 3% higher in frequency than the 510- 
cm-1  band for the other rotamers; hence, only subtle changes 
in the molecular motions or forces would be required to cause 
such a small frequency shift.

E. The Use of S-S Stretching Frequencies for Conforma­
tional Analysis of CCSSCC Fragments in Proteins and Other 
Disulfide-Containing Compounds. One of the original goals 
of this work was to formulate a correlation between the 
frequencies of the ¡/(S-S) bands of aliphatic disulfides [whose 
x(CS-SC) ±90°] and the conformations about their C-S 
bonds. We now consider what conformational information can 
be abstracted from the values of »/(S-S) obtained from the 
Raman spectra of proteins and other disulfides of unknown 
conformation.

For primary disulfides (e.g., cystine residues in proteins), 
there is strong evidence from this work to suggest that both 
B and T conformers about the C-S bonds result in a value of 
v(S-S) of —510 cm-1. This is unfortunate and limits the use 
of values of v(S-S) for conformational analysis in proteins. If, 
in the Raman spectrum of a protein which contains four cys­
tine residues, for example, a single i>(S-S) band near 510 cm-1 
is observed, it is not possible to conclude that the conforma­
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tion about their C-S bonds is the same, since B and T (and 
possibly intermediate) conformations exhibit the same fre­
quency. Furthermore, changes in the conformation about the 
C-S bonds (for example, in going from solid to solution) may 
occur with no apparent effect on observed values of ¡/(S-S) 
alone.

On the other hand, the presence of A conformations about 
the C-S bonds of primary disulfides can be distinguished from 
the B and T conformations, since A conformations lead to 
values of ¡/(S-S) greater than ~510 cm-1. In the Raman 
spectra of proteins in which ¡/(S-S) bands near ~525 and ~540 
cm-1 occur, the presence of ¡/(A, [B or T]) and v(A,A) confor­
mations, respectively, can be inferred. If the spectrum exhibits 
only the 510-cm"1 band, then the absence of the A confor­
mation can be concluded. In disulfide-containing molecules 
in which there is the possibility of strain in the S-S bond 
[molecules with x(CS-SC) values in the range of 0 to about 
±65°], the effects of this strain, which are the subject of the 
following paper,16 must be taken into account, and the above 
interpretation of the 510-, 525-, and 540-cm_1 bands does not 
apply. The frequency-conformation correlation of Sugeta et 
al.,4>5 although inapplicable for primary disulfides, may still 
be applicable to secondary disulfides.

In addition to the limitations mentioned above, there are 
other problems associated with the estimation of the values 
of x(SS-CC) of cystine residues in proteins from the ¡/(S-S) 
region of their Raman spectra. For one, there is the possibility 
that vibrational modes other than the ¡/(S-S) mode may have 
frequencies in the 500-550-cm-1 region. For example, tryp­
tophan has been reported3 to be responsible for a Raman band 
near 540 cm-1. This may lead to ambiguity in band assign­
ment. Another complicating feature is the possibility that the 
different rotamers about the C-S bonds may have ¡/(S-S) 
bands of unequal molar intensity. For example, there is evi­
dence to suggest that A rotamers have semewhat weaker 
¡/(S-S) bands than B rotamers.9 This factor complicates the 
precise interpretation of band areas of rotamer popula­
tions.

As an application of the results of this study, we consider 
the ¡¡(S-S) region of the Raman spectrum of lysozyme (which 
contains four disulfide bonds). Referring to the spectrum of 
Nakanishi et al.,47 a neutral aqueous solution of this protein 
is observed to have bands in the ¡/(S-S) region at 507,528, and 
544 cm-1  in about a 6.3:2.9:2.4 proportion (as estimated by us 
from the peak heights of their Figure 1). Such a combination 
of bands could arise from the presence of two ¡/(B or T, B or 
T), one ¡/(A, B or T), and one v(A,A) cystines. The slightly 
lower intensities for the ¡/(S-S) bands of cystines with A con­
formations are consistent with previous observations.9 It is 
of interest to compare this prediction with the conformation 
of the cystines derived from the x-ray crystallographic study 
of this enzyme (making the assumption that the conformation 
of the cystine side chains is the same in the crystal and solution 
phases). The pairs of values of x(SS-CC) for the four cystine 
residues are (—36, —51), (142,42), (—87, —80), and (83, —55).35 
While it is somewhat difficult to decide what value of 
x(SS-CC) distinguishes A rotamers from B, a value of about 
50° is reasonable (see Figure 1 ). Keeping in mind that the 
error in the dihedral angles obtained from the x-ray data is of 
the order of 20-30°, the above four sets of dihedral angles are 
consistent with the designations ¡»(A,A), ¡/(T,A), ¡/(B,B), and 
¡/(B,B), respectively. Hence, within experimental error, the 
predictions made on the basis of our correlations are consis­
tent with the x-ray results.

Acknowledgment. The authors thank Dr. A. Fredga, Dr. R.

Parthasarathy, Dr. K. Seff, Dr. V. duVigneaud, Dr. B. Kam- 
ber, and Dr. L. Field for sending us the disulfides studied here. 
We also thank Shirley Rumsey for calculating the SS-CC 
dihedral angles used to construct Figure 1.

References and Notes
(1) This work was supported by research grants from the National Institute of 

General Medical Sciences of the National Institutes of Health, U.S. Public 
Health Service (GM-14312), and from the National Science Foundation 
(BMS75-08691).

(2) NIH Predoctoral Trainee, 1970-1974.
(3) R. C. Lord and N. T. Yu, J. Mol. Biol., 50, 509 (1970).
(4) H. Sugeta, A. Go, and T. Miyazawa, Chem. Lett., 83 (1972).
(5) H. Sugeta, A. Go, and T. Miyazawa, Bull. Chem. Soc. Jpn., 46, 3407 (1973).
(6) E. J. Bastian, Jr., and R. B. Martin, J. Phys. Chem., 77, 1129 (1973).
(7) H. E. Van Wart, A. Lewis, H. A. Scheraga, and F. D. Saeva, Proc. Natl. Acad. 

Sci. U.S.A., 70, 2619(1973).
(8) R. B. Martin, J. Phys. Chem., 78, 855 (1974).
(9) H. E. Van Wart, F. Cardinaux, and H. A. Scheraga, J. Phys. Chem., 80, 625

(1976).
(10) As used in this paper, the terms primary, secondary, and tertiary disulfide 

refer to disulfides in which the carbon atoms adjacent to the disulfide bond 
(to be referred to, by analogy with cystine, as the (3 carbons) are primary 
(-C H 2-S - ) ,  secondary (> C H -S -), or tertiary (S»C-S~) carbon atoms, re­
spectively.

(11) Two gauche conformations can be defined for specifying the rotation about 
either C -S  bond of the CCSSCC unit, viz., those with x (S S -C C ) =  ± 6 0 ° .  
Since the S -S  bond is a chiral center and the CSSC unit has C2 symmetry, 
two results arise. First, for a given screw sense of the disulfide bond, these 
two gauche conformations are nonequivalent and, hence, not necessarily 
isoenergetic. When x(CS-SC ) is about + 9 0 ° , the gauche rotamer with 
X(SS-CC) =  —60° is thought4 to be of higher energy than the other be­
cause of nonbonded repulsions between CH groups across the S -S  bond. 
We will refer to the higher-energy rotamer as the gauche' conformation, 
and reserve the term gauche for the lower-energy rotamer. Second, for 
the gauche rotamer, x (SS-CC ) =  + 6 0 °  when x(CS-SC) =  + 9 0 ° , but 
X(SS-CC) = - 6 0 °  when x(CS-SC ) =  - 9 0 ° .

(12) A. Yokozeki and S. H. Bauer, J. Phys. Chem., 80, 618 (1976).
(13) H. E. Van Wart, L. L. Shipman, and H. A. Scheraga, J. Phys. Chem., 78, 

1848(1974).
(14) H. E. Van Wart, L. L. Shipman, and H. A. Scheraga, J. Phys. Chem., 79, 

1428(1975).
(15) H. E. Van Wart, L. L. Shipman, and H. A. Scheraga, J. Phys. Chem., 79, 

1436(1975).
(16) H. E. Van Wart and H. A. Scheraga, J. Phys. Chem., 80, 1823 (1976).
(17) “ Structure Reports for 1959” , Vol. 23, W. B. Pearson, L. D. Calvert, J. M. 

Bijvoet, and J. D. Dunitz, Ed., 1959, p 593.
(18) D. D. Jones, I. Bernal, M. N. Frey, and T. F. Koetzle, Acta Crystallogr., Sect. 

B, 30, 1220 (1974).
(19) J. Peterson, L. K. Stelnrauf, and L. H. Jensen, Acta Crystallogr., 13, 104 

(1960).
(20) R. E. Rosenfield, Jr., and R. Parthasarathy, Acta Crystallogr., Sect. B, 31, 

816(1975).
(21) H. C. Mez, Cryst. Struct. Commun., 3, 657 (1974).
(22) H. L. Yakel, Jr., and E. W. Hughes, Acta Crystallogr., 7, 291 (1954).
(23) T. Ottersen, L. G. Warner, and K. Seff, Acta Crystallogr., Sect. B, 29, 2954

(1973) .
(24) R. Parthasarathy, private communication; structure to be published.
(25) J. D. Lee and M. W. R. Bryant, Acta Crystallogr., Sect. B, 25, 2497 (1969).
(26) R. E. Rosenfield, Jr„ and R. Parthasarathy, Acta Crystallogr., Sect. B, 31, 

462 (1975).
(27) J. D. Lee and M. W. R. Bryant, Acta Crystallogr., Sect. B, 25, 2094 (1969).
(28) M. O. Chaney and L. K. Steinrauf, Acfa Crystallogr., Sect. B, 24, 1564 

(1968).
(29) B. K. Vijayalakshmi and R. Srlnivasan, Acta Crystallogr., Sect. B, 31, 993 

(1975).
(30) There is a roughly equal distribution of disulfide screw senses in proteins. 

In order to plot the frequency of occurrence of the values of x(SS-CC ) 
conveniently on one graph, we have plotted | x(SS-CC)| and, hence, have 
not distinguished between, for example, gauche and gauche' conforma­
tions. However, as expected, the majority of occurrences lie in the unprimed 
domain11 of the values of x(SS-CC).

(31) J. Drenth, J. N. Jansonius, R. Koekoek, and B. G. Wolthers, Adv. Protein 
Chem., 25, 79 (1971).

(32) F. A. Quiocho and W. N. Lipscomb, Adv. Protein Chem., 25, 1 (1971).
(33) H. W. Wyokoff, D. Tsernoglou, A. W. Hanson, J. R. Knox, B. Lee, and F. M. 

Richards, J. Biol. Chem., 245, 305 (1970).
(34) J. Deisenhofer and W. Steigemann, Acta Crystallogr., Sect. B, 31, 238 

(1975).
(35) D. C. Phillips, personal communication.
(36) J. J. Birktoft and D. M. Blow, J. Mol. Biol., 68, 187 (1972).
(37) R. M. Stroud, L. M. Kay, and R. E. Dickerson, J. Mol. Biol., 83, 185

(1974) .
(38) D. M. Shotton and H. C. Watson, Nature (London), 225, 811 (1970).
(39) D. M. Shotton and B. S. Hartley, Biochem. J., 131, 643 (1973).
(40) There actually is a systematic change in the spectra of some of these class 

II molecules in going to solution as mentioned in section HID— the ap­
pearance of the shoulder near ~ 5 2 5  cm- 1 . This is attributable to a con­

The Journal o f Physical Chemistry, Vol. 80, No. 16, 1976



Raman Spectra of Strained Disulfides 1823

formational change in a small percentage (probably < 2 0  % ) of the mole­
cules upon dissolution.

(41) H. Sugeta, Spectrochim. Acta, Part A, 31, 1729 (1975).
(42) M. M. Sushchlnskil, "Raman Spectra of Molecules and Crystals” , Israel 

Program for Scientific Translations, New York, N.Y., 1972, p 330.
(43) R. Savoie in “The Raman Effect", Voi. 2, A. Andersen, Ed., Marcel Dekker,

New York, N.Y., 1973, Chapter 10, p 765.
(44) O. V. Fialkovskaya, Opt. Spektrosk., 17, 397 (1964).
(45) M. Nishlkawa, K. Kamlya, Y. Asahl, and H. Matsumaru, Chem. Pharm. Bull 

(Tokyo), 17, 932 (1969).
(46) W. Klyne and V. Prelog, Experientia, 16, 521 (1960).
(47) M. Nakanishi, H. Takesada, and M. Tsuboi, J. Mol. Bio.’., 89, 241 (1974).

Raman Spectra of Strained Disulfides. Effect of Rotation about Sulfur-Sulfur Bonds on 
Sulfur-Sulfur Stretching Frequencies1 II.

H. E. Van Wart2 and H. A. Scheraga*

Department o f Chemistry, Cornell University, Ithaca, New York 14853 (Received December 1, 1975)

The Raman spectra of a series of disulfides with CS-SC dihedral angles, x(CS-SC), in the 0 to about ±65° 
range (strained disulfides) have been studied in the S-S stretching region. The observed variations in the
S-S stretching frequencies, ¡/(S-S), of these compounds, all of which contain the O'C^SSC/C-' unit, are at­
tributed to differences in the degree of substitution at their /3 carbons and to differences in conformation 
about their S-S bonds. When the effects of substitution at the /3 carbons were taken into account, the effects 
leading to reduced values of x(CS-SC) were isolated. As x(CS-SC) is lowered from near 90° to near 0°, an 
approximately linear reduction in id S-S) is observed. These experimental findings are in good qualitative 
agreement with the trend in ¡/(S-S) reported previously, and also calculated previously for the model com­
pound dimethyl disulfide using the CNDO/2 molecular orbital method. The use of values of id S-S) for the 
estimation of x (CS-SC) for cystine residues in proteins and other primary disulfides is discussed.

I. Introduction
In the preceding accompanying paper,3 the Raman spectra 

of aliphatic disulfides with a wide range of SS-CC dihedral 
angles, x(SS-CC), but with CS-SC dihedral angles, x(CS-SC), 
close to their minimum-energy values of ±90° (unstrained 
disulfides) were studied. The purpose of the earlier paper3 was 
to assess the effects of different conformations about the C-S 
bonds of the CCSSCC moiety on its S-S stretching frequency, 
¡/(S-S). In the present paper, the Raman spectra of a series of 
disulfides with values of x(CS-SC) in the 0 to about ±65° 
range (strained disulfides) are considered, in order to study 
the effects of rotation about S-S bonds on the values of 
¡/(S-S).

The results of an earlier study4 on several strained disulfides 
indicated an approximately linear relationship between ¡/(S-S) 
and x(CS-SC). Since that time, however, several compounds 
have been encountered which do not obey this relationship. 
This prompted our reinvestigation3’5“8 of the conformational 
dependence of the values of ¡/(S-S) of the CCSSCC fragment, 
and has led to new ideas concerning the effects of conforma­
tion about C-S bonds on these values. These new results, to­
gether with additional data on other strained disulfides, are 
considered here, and the effects of variations in x(CS-SC) on 
the values of ¡/(S-S) are re-formulated. We find that, when 
proper account is taken of the effects of substitution at the d 
carbon (where, by analogy with cystine, the /? carbons are those 
adjacent to the disulfide bond), the conclusions of our earlier 
study,4 while modified slightly, are essentially upheld.

II. Experimental Section
A. Materials. Of the compounds listed in Tables I—III, 1 was

kindly provided by Dr. A. Schôberl, 2 by both Drs. R. B. 
Martin and M. Carmack, 3, 4,10, and 11 by Dr. A. Fredga, 5 
by Dr. D. Harpp, 8 and 9 by Dr. D. McCormick, 12 by Dr. F. 
Saeva, 13 and 22 by Dr. I. Bernal, 14, 16, and 17 by Dr. R. 
Nagarajan, 15 by Dr. D. Hauser, 18 by both Drs. R. B. Martin 
and M. Bodanszky, 19-21 by Dr. A. Alberti, and 23-25 by Dr.
L. Field. These were all obtained pure and used as received. 
Compounds 6 and 7 were obtained commercially and recrys­
tallized twice before use.

B. Raman Measurements. The system used to collect the 
Raman data has been described previously.8 All measure­
ments were made with an instrumental resolution of 2 cm-1. 
The positions of the bands were calibrated with the emission 
lines of the laser; for sharp bands, the reported values are ac­
curate to ± 1 cm-1. Many of these strained disulfides have 
absorptions in or near the visible region, and the tails of their 
absorption bands can extend as far out as 514.5 nm. Since 
some of these substances have been known to polymerize 
rapidly9 when exposed to light with wavelengths near their 
absorption bands, the Raman spectra of all compounds were 
obtained using the 647.1-nm exciting line of a Coherent Ra­
diation 52G-K krypton ion laser. Whenever possible, Raman 
spectra of the solids of Tables I—III were also obtained in so­
lution phase. Since many of these compounds are only spar­
ingly soluble in any solvents, solution-phase spectra some­
times could not be obtained.

III. Results
A. Raman Spectra. The Raman spectra in the 400-650- 

cm' 1 region of a series of aliphatic strained disulfides (in the 
solid and solution phases) are listed in Table I. Similar data
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TABLE I: Solid and Solution-Phase Raman Spectra of Aliphatic^ Strained Disulfides between 400 and 650 cm-1

Solid Solution

Compound At1, cm" 1 Intensity* A ji, cm '1 Intensity* Solvent

(1) 1,2-Dithiane 460 w 488 w Dimethyl sulfoxide
508 s 509 m

C I 521 sh
631 m

-6 3 8 sh
. 658 m

(2) frans-2,3-Dithiadecalin 438 w 475 m Dimethyl sulfoxide

0 3
472
513
533

m
vs
vw

512 s
V

556 m
(3) cis-1,2-Dithiane-3,6- 425 s 518 s Dimethylformamide

dicarboxylic acid (meso) 443 m
457 sh

HOOC—\ )— COOH 517 vss-s 527 sh
571 w
584 w
616 m

(4) traris-l,2-Dithiane-3,6- 413 s 532 m Dimethylformamide
dicarboxylic acid (racemic) 434 m

473 w
531 s
652 w

(5) 5//,8Ii-dibenzo[d,f] [1 ,2]- 470 m
dithiocin 484 w

509
534

mw
vw

1 ) 561 vw
W 571 vw

592 w
620 w
646 sh
659 s

(6) D,L-6,8-thioctic acid 416 m 508 s Methanol
/X iCH2)4COOH 456 m -5 3 0 sh

C Y -5 0 1 sh 582 w, bd
s-s 511 s 632 w

559 m
634 m

(7) D,L-6,8-Thioetic acid amide 403 w 506 s Dimethyl sulfoxide
(CH„),C0NH, 437 w -5 3 0 sh

C Y  ' 496 vs
s-s -5 0 4 sh

533 w
585 m
623 vw
650 vw

(8) Bisnorthioctic acid 435 w 504 s Methanol
/ x ,(CH,)2COOH 476

503
m
vs

523
593

sh
m

S-S 573 w 630 m
597 m
637 w

(9) Tetranorthioctic acid 434 w 508 s Methanol
,COOH 506 vs -5 2 4 sh

C Y 548 m
s-s 658 w

(10) eis-l,2-Dithiolane-3,5- 
dicarboxylic acid

435
508

w
vs

512
542

ms
m

Dimethylformamide

H00C .  C00H 544 m
Y Y 610 w

s-s 628 vw
(11) irans-1,2-Dithiolane-3,5- 

dicarboxylic acid
507
556

vs
vs

518
545

s
m

Tetrahydrofuran

508 s Methanol
518 s
546 m
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TABLE I (Continued)

Solid

1825
? .u
m

Solution
Compound Av, cm" Intensity* Ap, cm-1 Intensity* Solvent

(12) 2-Oxa-6,7-dithiaspiro[3,4]- 
octane

o a
(13) Epidithiosarcosine anhydride

HSC.

412
437
492
588

416
466
486
607

CH,

(14) Chaetocinc

(15) Di-O-aeetylchaetocin

(16) Acetylaranotinc

(17) Gliotoxinc
(18) Malformin A

m
m
vs
vw

m
m
vs
m

422 m
493 w
511 ms
573 w
590 m
609 w
417 m
474 w
496 w
506 m
513 m
588 m
439 s
493 m
505 m
511 ms
523 w
549 m
566 m
598 m
636 m
510 w
483 s
515 vw
583 w
595 w
632 m

'512

-509

Dimethyl sulfoxide

Dimethyl sulfoxide

492 Dimethyl sulfoxide

I I
|—D-Cys-D-Cys-Val-D-Leu-IIe—j

a Aliphatic disulfides are those in which the sulfur atoms are bonded to aliphatic carbons. * The letters in this column have 
the following meanings: s, strong; m, medium, w, weak; v, very; sh, shoulder; and bd, broad. c The structures of these mole­
cules are shown in Figure 1.

for aromatic disulfides (those in which the sulfur atoms are 
bonded directly to aromatic rings) and for compounds con­
taining the -(C =S )S S - group are listed in Tables II and III, 
respectively. All of the compounds in Tables I and II and 
compound 25 of Table III are thought to have strained S-S 
bonds. The structures of compounds 14,16, and 17 are shown 
in Figure 1. Solution-phase spectra of compounds 5, 12, 13, 
16, and 17 could not be obtained.

B. X-Ray Structural Data. In Table IV are listed the 
structural parameters for the CCSSCC groups of compounds
4 - 6, 13, 14, 16, 17, 19, and several other strained disulfides; 
these have been compiled from x-ray data in the litera­
ture.10-20 These data will help in correlating the conformations 
of the CCSSCC groups in the compounds studied with their 
Raman spectra. To illustrate the effects of torsion about the
5 -  S bond on the strengths of the S-S and S-C bonds in 
strained disulfides, the variations in if (S-S), the S-S bond 
length, and in if (S-C), the S-C bond length, with ) x(CS—SC) | 
are plotted in Figure 2. Finally, the frequency of occurrence 
of strained disulfide bonds in cystine residues in eight proteins 
whose structures are known from x-ray crystallography is il­
lustrated in Figure 3. The plotted values of |x(CS-SC)| were

calculated from the Cartesian coordinates of papain,21 car­
boxypeptidase A,22 ribonucléase S,23 bovine pancreatic trypsin 
inhibitor,24 lysozyme,25 a-chymotrypsin,26 trypsin,27 and el- 
astase.28’29

IV. Discussion
A. Band Assignment. The solid-phase Raman spectra of 

the disulfides of Tables I—III often have more than one band 
in the ¡¡(S-S) region (450-550 cm-1). Similar behavior was 
observed in the preceding paper3 for crystalline unstrained 
disulfides. To assign ¡-(S-S) bands unambiguously in these 
compounds, we rely on the solution-phase spectra (which are 
not complicated by the possible effects of crystal fields,3 etc.) 
to reveal their inherent intensity. Hence, we assign the 
strongest band in the 450-550-cm-1 region of the solution- 
phase spectrum to the ¡'(S-S) mode. Since these cyclic com­
pounds are not very flexible, it is unlikely that conformational 
changes, which can alter ¡¡(S-S), occur upon dissolution.

For compounds 5,12,13,16, and 17, solution-phase spectra 
could not be obtained, and other procedures were used for 
assigning their y(S-S) bands. Compounds 12 and 13 each ex­
hibit only one strong band between 450 and 550 cm-1  in the
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TABLE II: Solid and Solution-Phase Raman Spectra of Aromatic« Strained Disulfides between 400 and 650 cm-1
Solid Solution

Compound Au, cm" 1 Intensity* Au, cm-1 Intensity* Solvent
(19} 2,2 '-Biphenyl disulfide

(20) 5,5’-Dimethyl-2,2'-biphenyl disulfide

(21) 4,4'-Dimethyl-2,2'-biphenyl disulfide

(22) 1,8-Naphthalene disulfide

s— s

415 m
435 s
468 m

-515 sh
522 vs
540 vw
562 w
612 w
394 s
411 mw
461 w
484 vw

-513 sh
520 vs
542 w
599 w
634 w
656 m
400 s
432 m
473 m
493 m

-516 sh
523 vs
541 m
578 w
624 w
448 w
462 vw
475 m
514 ms
534 m
572 s
610 w

526 s Benzene

523 s Benzene

525 s Benzene

513 w 1,2,4-Trichlorobenzene

a Aromatic disulfides are those in which-the sulfur atoms are bonded directly to aromatic rings, b The letters in this column 
have the same meaning as in Table I.

TABLE III: Solid and Solution-Phase Raman Spectra o f Compounds Containing the C (= S )—S—S— Group between 400 and 
650  cm-1

Solid Solution
Compound v, cm" Intensity« v, cm" 1 Intensity« Solvent

CH,
(23)

Oft,
>

(24)

(25)

0

-—C—8—S—(CH2>2—Nft—C—CH,

444 m 541 m Methanol
543 ms 562 m
563 ms

II 637 ms 655 w
s
II

1—C—s—s—CH,—CH:1

411 s 533 vs Carbon disulfide
537
549

vs
m

641 m
645 sh

—(CH.,)4—N S 427 w 480 m Carbon disulfide

s
441
476

w
s

487 s
536 m
559 m
572 w
600 m

1 The letters in this column have the same meanings as in Table I.

solid phase; hence we assign these as v(S-S) modes. The 
solid-phase spectrum of compound 5, on the other hand, does 
not have any one strong band in the 450-550-cm"1 region and, 
hence, we are unable to assign the v(S-S) mode for this sub­

stance unambiguously. The v(S-S) band for compound 16 is 
taken to be the strongest one in its solid-phase spectrum, viz., 
511 cm-1. Finally, the only band in the spectrum of compound 
17 is assigned as v(S-S). The assignments for compounds 16
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TABLE IV: Structural Parameters o f the CCSSCC Moiety Obtained from X-Ray Studies on Strained Disulfides

Com pound« -R(S—S), A R (S—C), A
T(SSC),ö

deg
X(CS-SC),i>

deg
X (C S-SC ),

deg R ef
(19 ) 2,2'-Biphenyl disulfide 2.050 1.757 98.2 69 10

(4 ) frarcs-1.2-Dithiane-3,6- 2.069 1.85 98.9 63 60 11
dicarboxylic acid

(5 ) 5T/,8//-dibenzo[ei, / ] - 2.035 1.835 103.8 - 9 2 56 12
[ 1 ,2  ( dithiocKV

(6) D ,L-6,8-Thioctic acid 2.053 1.79 95.5 20 35 13
1.83 92.8 43

1 ,2-dithiolane-4-car- 2.096 1.83 92.6 59 27 14
boxy lic  acid« 1.85 96.6 4

(16 ) Acetylaranotin 2.082 1.882 97 d 17 15
(17) G liotoxin 2.08 1.88 98.5 d - 1 2 16

1.89 97.2
(14) Chaetocin 2.077 1.879 98.5 65 +11 17

1.886 97.5 64
Sporidesmin« 2.08 1.91 97.3 70 - 1 0 18

1.90 98.7 66
(13) Epidithiosarcosine 2.07 1.85 99 d 10 19

anhydride
Tetrathiotetracene « 2.11 ~ 0 ~ 0 20

«T he structures o f  all these com pounds except those in footn ote  c are given in Table I, Table I I ,  or Figure 1. b Values o f  
r(SSC) and x(SS—CC) are listed only for those atoms in the ring that contains the S -S  bond. «T he Raman spectra o f  these 
com pounds were not obtained. a The values o f  x(SS—CC) for these com pounds are very similar to those o f  chaetocin and 
sporidesmin.

( Half of Molecule)

acetyl aranotln

Figure 1. Chemical structures of several disulfides listed in Table I.

and 17 are consistent with the observation that compounds 
14 and 15, which have nearly identical CCSSCC conforma­
tions,15"18 have solid and solution-phase r'(S-S) bands at ~510 
cm-1. These assignments are summarized in column 4 of 
Table V.

B. Variations in u(S-S) Due to Substitution at the 0 
Carbons of Strained Disulfides. Since the compounds whose 
Raman spectra are listed in Tables I—III have a wide variation 
of values of x(CS-SC), the data in these tables can be used to 
determine the effects of such variations on r'(S-S). However, 
these compounds also have different degrees of substitution 
at their 0 carbons. Since it has been observed3 that higher 
degrees of substitution at the 0  carbons can lead to higher 
values of ¡/(S-S), the observed variations in ¡/(S-S) of the 
compounds of Tables I—III must be due to variations in both 
the degree of substitution at their 0  carbons and the strain in 
their S-S bonds. Hence, in order to assess the manner in which 
these values of v(S-S) vary with x(CS-SC) alone, the varia­

Figure 2. Variation in the S-S and S-C bond lengths, R(S-S) and 
R(S-C), respectively, with CS-SC dihedral angle, |x(CS-SC)|, in 
strained disulfides, as determined from x-ray studies. The values for 
| x(CS-SC)| >  69° are for the "unstrained”  compounds of ref 3.

tions in ¡/(S-S) due to the effects of substitution of groups at 
their 0  carbons must be “ subtracted out” .

In the preceding paper,3 it was suggested that a modifica­
tion of a correlation proposed by Sugeta et al.30,31 might ac­
count for the effects of substitution at the 0 carbons on the 
values of //(S-S) of the CCSSCC group. According to this 
correlation, the replacement of a trans /3-hydrogen atom (i.e., 
a hydrogen atom trans to a distal sulfur of the CCSSCC unit 
across either C-S bond) by a carbon atom increases ¡/(S-S) by 
about 15 cm-1, while the replacement of a gauche /3-hydrogen
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Figure 3. Frequency of occurrence of various ranges of CS-SC dihedral 
angles, |x(CS-SC)|, of cystine residues in eight proteins whose 
structures have been determined by x-ray crystallography (a total of 
30 S-S bonds).

atom does not affect r(S-S) appreciably. Conformations of the 
CCSSCC unit in which there are two hydrogens, one hydrogen 
and one carbon, and two carbon atoms in the trans positions 
will be designated by the symbols ¡/(H,H), r(C,H), and f(C,C), 
respectively. If it could be established that this modified 
correlation is applicable to the compounds studied here, it 
could be used to “ subtract out” the effects of substitution at 
the ft carbons on r(S-S), and permit the direct comparison of 
the values of id S-S) for primary, secondary, and tertiary di­
sulfides.32 It is demonstrated below from the data of Table I 
that this correlation is, indeed, valid for the aliphatic disulfides 
studied here.

From the structures of the compounds in Table I, it can be 
seen that there are three classes of cyclic disulfides with very 
similar ring structures and, hence, very similar values of 
x(CS-SC). These are the 1,2-dithianes (compounds 1-4), the
1 ,2-dithiolanes (compounds 6- 12), and the S-S bridged pip- 
erazinediones (compounds 13—17). Within these three classes, 
the compounds differ from each other structurally in the de­
gree of substitution at their ft carbons. Hence, to establish that 
the above correlation accounts for the effects of substitution 
at the ft carbons, the values of v(S-S) of the compounds within 
each of the three classes mentioned above will be compared 
with each other (since the CS-SC dihedral angle can be as­
sumed to be about the same within each class), and it will be 
shown that the observed differences in k(S-S) can be attrib­
uted, quantitatively, to differences in the number of trans 
carbon atoms.

Compounds 1 and 2 have the r(H,H) conformations, since 
neither can have carbon atoms in the trans positions. The 
structure o f compound 4 has been determined from x-ray 
studies.11 Both of the carboxyl carbons are in equatorial po­
sitions in the ring (which place them in trans positions relative 
to their distal sulfurs across their C-S bonds), with values of 
x(SS-CC) = 169°. Hence, this compound has a n(C,C) con­
formation. The value of x(CS-SC) of compound 3, in which 
the carboxyl groups are cis, is expected to be close to that of 
compound 4 and the pucker of the 1,2-dithiane ring should

be similar for these two molecules. Their absorption spectra, 
which reflect changes in x(CS-SC),33 are very similar,34 sup­
porting the above conclusion. Thus, since the two carboxyl 
carbons in compound 3 are cis to one another, one will be 
equatorial and the other axial. Hence, this compound has the 
i/(C,H) conformation. The effects of changing from the r(H,H) 
conformation in compounds 1 and 2 to the r(C,H) in com­
pound 3 is to raise id S-S) from about 510 to 518 cm-1, and of 
changing from the r(C,H) conformation of compound 3 to the 
n(C,C) conformation of compound 4 is to raise r(S-S) from.518 
to 532 cm-1.

Of those compounds which contain the 1 ,2-dithiolane ring, 
only compound 12 has a r(H,H) conformation, as can be seen 
from its structure. Compound 6 is known from x-ray studies13 
to have its side chain in a very nearly equatorial position in the 
ring with a value of x(SS-CC) = 167°. Hence, it has a i<(C,H) 
conformation. Since compounds 7-9 are structurally very 
similar to compound 6, and have almost the same value of 
n(S-S), it seems safe to assume that they also have a v(C,H) 
conformation. It is difficult to specify the conformations of 
compounds 10 and 11 exactly. However, it seems likely from 
the structural preference shown for compound 6 that at least 
one of the carboxyl carbons will be very nearly equatorial. 
Proceeding on this assumption, the most likely conformation 
for compound 11 , in which the carboxyl carbons are trans to 
one another across the ring, is i»(C,C), similar to the case for 
compound 4. For compound 10, in which the carboxyl carbons 
are cis to each other, one would expect one carbon to be axial, 
making this a r(C,H) conformation. The values of idS-S) in 
this series increase from 492 cm-1 for the n(H,H) conformation 
of compound 12 to about 507 cm-1  for the r(C,H) of com­
pounds 6-10, to 518 cm-1  for the r(C,C) of compound 11. It 
should be noted that there seems to be two values of r(S-S) 
for compound 11 in methanol solution, possibly suggesting two 
different ring puckerings. We assign the 518-cm_1 band to the 
n(C,C) conformation by analogy with the increase observed 
in going from the r(C,H) to the r(C,C) conformations in 
compounds 3 and 4.

Referring now to the compounds with the S-S bridged pi- 
perazinedione structure, the structure19 of compound 13 in­
dicates that it has hydrogen atoms in the trans positions and, 
hence, has the r(H,H) conformation. Compounds 14-17 are 
all known from their x-ray structures15' 18 to have the n(C,C) 
conformation. The values of u(S-S) increase from 486 cm-1  
for compound 13 to about 510 cm' 1 for compounds 14-17.

The increases in the values of n(S-S), for the three classes 
of structures discussed above, average to 13 cm' 1 in going from 
n(H,H) to r(C,H) conformations, to 11 cm-1  in going from 
|>(C,H) to n(C,C) conformations, and to 24 cm-1  in going from 
i'(H,H) to i/(C,C) conformations. These results are internally 
consistent, and show that the effect of substitution by each 
additional trans carbon atom at the ft carbon of the strained 
primary aliphatic disulfides of Table I is to increase r(S-S) 
by about 12 cm-1. This value differs slightly from the value 
of 15 cm-1  suggested by Sugeta et al.30-31 for unstrained di­
sulfides. Hence, on the basis of the above results, one can 
“ subtract out” the increases in the values of n(S-S) due to the 
presence of trans carbon atoms in secondary and tertiary di­
sulfides. This allows one to compare the values of r(S-S) of 
the primary, secondary, and tertiary strained disulfides of 
Table I directly (see section I VC).

C. Variation of S-S Stretching Frequencies with CS-SC 
Dihedral Angles in Strained Disulfides. In this section, we 
isolate, in an approximate way, the effect of variation in 
x(CS-SC) alone on the values of i/(S-S) of the strained di-
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TABLE V: Variation of S-S Stretching Frequencies with CS—SC Dihedral Angle in Strained Aliphatic Disulfides
Nature of CS—SC

substitution ¡¡(S—S) ¡¡(S—S)a Av b(S—S), dihedral
Compd at |3 carbons obsd, cm"1 corr, cm"1 cm"1 angle

1 f(H,H) 509 509)
2 p(H,H) 512 512 1
3 ¡7(0,H) 518 506 I
4 ¡7(C,C) 532 508 )
6 ¡7(0,H) 508 496
7 ¡7(C,H) 506 494
8 ¡7(0,H) 504 492
9 ¡7(0,H) 508 496

10 ¡>(0 ,H) 512 500
11 ¡7(0,0) 518 494
12 ¡7(H,H) 492 4 9 2 /
13 KH,H) 486 486)
14 ¡7(0,0) 512 488
15 ¡7(0,0) 509 485 •
16 ¡7(0,0 511 487
17 ¡7(0,0 510 486 /

508.8 ~ 60

494.9 30°

486.4 ' 10°

a ¡>(S—S) [corrected] is obtained by subtracting 12 and 24 cm 1 from v(S-S) [observed] for ¡7(0 ,H) and ¡7(0 ,0 ) conforma­
tions, respectively.

sulfides of Table I. For this purpose, the values of v(S-S) ob­
served for the secondary and tertiary disulfides will be cor­
rected, where necessary, for the presence of trans carbon 
atoms. Accordingly, the values of r(S-S) of those compounds 
with t>(C,H) and v(C,C) conformations will be reduced by 12 
and 24 cm-1, respectively. The variations in the values of 
t'fS—S) that remain after this correction is made will then be 
attributed to the effects of strain in the S-S bond, and the 
resulting values of v(S-S) will pertain to a primary disulfide 
(e.g., cystine).

In accordance with the procedure adopted above, the nature 
of the substitution at the 8 carbons of the aliphatic disulfides 
of Table I is listed in Table V along with the observed and 
corrected values of ¡^S-S). These compounds have been 
grouped into three categories—those that are known to have 
values of x(CS-SC) of roughly 60, 30, and 10° (see Table IV). 
Because of the approximate nature of this scheme for isolating 
the effects of strain in the S-S bond from those of varied C-S 
substitution, it was not felt justified to specify these dihedral 
angles more accurately. The average values of ̂ (S—S) obtained 
for the above three classes of compounds are 508.8,494.9, and
486.4 cm '1, respectively. In Figure 4, these average values of 
¡/(S-S) are plotted against |x(CS-SC)| as circles whose diam­
eters vary in proportion to the average deviation of the values 
of id S-S) within each group. The dashed line is the relation­
ship proposed earlier.4 It can be seen from this plot that the 
reduction in p(S-S) in the strained rings varies monotonically 
with their values of |x(CS-SC)|, as found earlier theoretically6 
(and the same as that found experimentally,4 except above 
about 60°). The major difference between the results shown 
in Figure 4 and our earlier relationship4 is that this new curve 
is rather flat near values of |x(CS-3C)| of 70-90°, and levels 
off at a value of idS-S) corresponding to about 510 cm-1 for 
a primary disulfide. This curve was previously thought4 to 
increase past 510 cm-1  to 519 cm-1  for unstrained primary 
disulfides, since the solid-phase Raman spectra4 of cystine 
hydrochloride and cystine hydrobromide have values of v(S-S) 
of about 519 cm-1. However, the high values of i/(S—S) in these 
compounds are now thought to arise from the perturbations 
of their Raman spectra by crystal fields, and are not thought 
to be indicative of their conformation.3

In Table II, the Raman spectra of four strained aromatic 
disulfides are listed. The modified correlation of Sugeta et

Figure 4. Variation of v(S-S) with | x(CS-SC)| in primary disulfides (data 
of Table  V ). The dashed line is the relationship reported previously.4

al 30,31 ¡s not applicable to these compounds, which have 
sp2-hybridized 8 carbons. Moreover, a direct comparison of 
the values of r(S-S) of these aromatic disulfides with those 
of the aliphatic disulfides of Table I would not be meaningful, 
since the strain in the S-S bond may induce redistributions 
of the 7r electrons in the aromatic compounds. However, it can 
be seen from the data in Table II that the reduction of 
jx(CS-SC)| from a value of ~-60° in compounds 19-21 to a 
lower value (probably ~20-30°) in compound 22 reduces 
i'(S-S) from about 525 to 513 cm '1. This result is in qualitative 
agreement with the trend observed in Figure 4 for the aliphatic 
disulfides.

Finally, the data shown in Table III serve to illustrate the 
effects of greatly reduced values of x(CS-SC) on the value of 
¡»(S-S) of the -C (= S )-S -S - group. When this group is not 
under strain, as in compounds 23 and 24, the ¡<(S-S) band lies 
at 530-540 cm-1. However, in compound 26, in which 
x(CS-SC) is very low due to the presence of the -N -C (= S )- 
S -S - group (which is planar in compounds 23 and 24) in the 
ring, the value of v(S—S) is reduced to 480 cm-1. This again
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illustrates the effect of strain in the S-S bond upon its value 
oM S -S ).

D. Factors Responsible for the Reduction in S-S Stretching 
Frequencies in Strained Disulfides. From the analysis of the 
data on the various strained disulfides discussed in the pre­
vious sections, it has been found that the lower the values of 
|x(CS-SC)j, the greater the reduction in y(S-S). It is of in­
terest to consider the cause for this reduction. There are cer­
tain structural changes in the CSSC unit that correlate with 
the lowering of |x(CS-SC)| in these compounds. While the 
values of r(SSC) of these cyclic disulfides do not vary mono- 
tonically with | x(CS-SC) |, the values of R (S-S) and possibly 
the values of R(S-C) do (Figure 2). The length of the disulfide 
bond increases by almost 0.1 A as | y(CS-SC) | is reduced from 
near 90 to near 0°. This trend has been pointed out by Hord- 
vik.35 The trend in R (S-C) is not as pronounced—probably 
because of the many different types of carbon atoms found 
bonded to the sulfurs in the compounds whose structures have 
been determined. The increases in the values of R (S-S) and 
F(S-C) in compounds with lowered values of |x(CS-SC)| is 
consistent with a weakening of these bonds; such bond 
weakening would also result in a lowering of the force constant 
for the S-S stretching motion5 and account for the observed 
reductions in r(S-S).

Recently, we have used the CNDO/2 semiempirical mo­
lecular orbital method to calculate the variations in the energy, 
and in the values of R(S-S) and v(S-S) of the model com­
pound dimethyl disulfide as a function of x(CS-SC).5 These 
calculations indicated a substantial weakening of the S-S 
bond as x(CS-SC) was varied away from its equilibrium value 
of ±85°. This weakening was accompanied by both an increase 
in R (S-S) and a reduction in v(S-S) for a pure S-S stretching 
motion, in good qualitative agreement with the results shown 
in Figures 2 and 4, respectively. While the v(S-S) bands ob­
served for the compounds studied here are almost certainly 
not due to a pure S-S stretching motion, we attribute their net 
reduction in frequency at least in part to the weakening of the 
S-S bond. Sugeta has recently carried out a normal mode 
analysis for several disulfides, including dimethyl disulfide, 
in which the dependence of v(S-S) upon x(CS-SC) “ . . .  was 
calculated on the assumption that the force field and the 
structural parameters except x(CS-SC) are independent of 
conformation.”  36 It was concluded that HS-S) was nearly 
independent of y(CS-SC). Since the results of Figure 4 clearly 
show that r(S-S) does vary as a function of x(CS-SC), we 
conclude that the assumption36 of a constant force field with 
structural parameters [except, of course, x(CS-SC)] insensi­
tive to conformation is a poor one. The results of the CNDO/2 
calculations mentioned above,5 together with the data shown 
in Figure 2, support this conclusion.

There are circumstances other than ring closure that can 
cause a weakening of the S-S bond and which also cause a 
reduction in v(S-S). For example, bis[2-(lV,iV,/-dimethyI- 
amino)ethyl] disulfide (compound 23 in ref 3) is known to form 
a complex with copper ions in which the disulfide bonding 
electrons are delocalized away from the region between the 
sulfur nuclei. This reduces the strength of the S-S bond and 
causes it to lengthen. The uncomplexed CSSC moiety37 has 
an equilibrium S-S bond length of 2.037 A and a CS-SC di­
hedral angle of 82° while its copper complex38 has a bond 
length of 2.075 A and a dihedral angle of 106°. This bond 
lengthening is much larger than one would expect on the basis 
of the small change in x(CS-SC) (see Figure 2). The values of 
v(S—S) of this molecule and of its copper complex are 506 and 
463 cm-1, respectively,38 reflecting the smaller value of the
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S-S stretching force constant in the complex. This example 
illustrates the effects of S-S bond weakening on the values of 
v(S-S) in a system in which the reduction in the S-S stretching 
force constant is made without constraining the S-S bond to 
be in a covalently bonded ring.

E. The Use of S-S Stretching Frequencies for the Detec­
tion of Strain in the S-S Bonds of Cystine Residues in Pro­
teins and Other Primary Aliphatic Disulfides. It has been 
well established from a variety of molecular orbital calcula­
tions39 that rotation about the S-S bond is very hindered. This 
is consistent with the observation that all acyclic disulfides 
(not including disulfide loops of proteins) whose structures 
are known from x-ray studies have values of |x(CS-SC)| 
within 30° of the equilibrium value of roughly 90°. Occa­
sionally, however, circumstances such as ring closure or in- 
termolecular packing forces may result in values of |x(CS- 
SC) | outside of the 60-120° range. For example, in Figure 3, 
4 out of 30 of the values of x(CS-SC) found for cystine resi­
dues in eight proteins lie outside this range and would be ex­
pected to have reduced values of v(S-S). Since unstrained 
aliphatic primary disulfides have not been observed to have 
values of HS-S) lower3 than about 505 cm-1, the observation 
of values of i/(S-S) lower than this would imply the presence 
of strained S-S bonds.

It should be emphasized that the reductions in v(S-S) as­
sociated with low values of x(CS-SC), although thought to be 
due predominantly to the weakening of the S-S bond, are still 
net effects. That is, these reductions reflect all of the changes 
in conformation of the CCSSCC unit associated with strained 
S-S bonds [such as abnormal values of t(SSC), etc.]. It is ex­
pected that CCSSCC units with strained S-S bonds will have 
abnormal structural parameters. Hence, the plot shown in 
Figure 4 can be used to estimate the values of x(CS-SC) of 
aliphatic disulfides directly from their low values of v(S-S). 
It is not anticipated that the values of x(SS-CC) in CCSSCC 
moieties with strained S-S bonds will affect the values of 
t'(S-S) appreciably; it was found in the previous paper3 that 
simple rotation about the C-S bonds of unstrained disulfides 
does not, in itself, affect r(S-S). Only A conformations, 
thought to involve weak 1,4 carbon-sulfur interactions, were 
found to have different values of v(S-S), and such weak in­
teractions would not be expected to exist in strained CCSSCC 
units. Hence, the estimate of x(CS-SC) from values of v(S-S) 
can be made without prior knowledge of the conformation 
about the C-S bonds of the CCSSCC moiety. On the other 
hand, no conclusions regarding the conformations about the 
C-S bonds of strained CCSSCC groups can be deduced from 
their values of ¡/(S-S).

One inherent problem with the estimation of x(CS-SC) 
from low values of v(S-S) is that the strain in the S-S bond can 
potentially be caused by values of x(CS-SC) greater or less 
than 90° (e.g., from either 0-60° or 120-180°), since the S-S 
bond weakens in both regions.5 Hence, use of the plot shown 
in Figure 4 for the estimation of x(CS-SC) from values of 
v(S—S) lower than about 505 cm-1  is limited to cases in which 
it can be established from prior knowledge that the strain is 
due to low, not high, values of x(CS-SC). The estimation of 
values of x(CS-SC) for disulfides with strained S-S bonds in 
the range greater than 90° is not yet possible because of the 
lack of suitable model compounds for study.

As an application of the relationship shown in Figure 4, 
consider malformin A (compound 18). Martin40 has pointed 
out that our previous prediction4 of the value of x(CS-SC) for 
malformin A from its uv-vis spectrum was based upon an 
absorption band that was due to an impurity41 and not to
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TABLE VI: Summary of the Conclusions That Can Be 
Drawn about the Values of x(SS-CC) and x(CS—SC) of 
Primary Disulfides from the Observed Values of p(S—S)

Obsd value of 
p(S-S), cm ' 1

IX(SS-CC) 1,« 
deg IX(CS-SC)!, deg

480-505 b
( 0-65 
1 (use Figure 4) 
l l l 5 —180

510 + 5 50-180
50-180 85 ± 20

525 ± 5 0-50
50-180 85 ± 20

540 ± 5 0-50
0-50 85 ± 20

a One range of dihedral angles is specified for each C—S 
bond of the CCSSCC moiety, b No information is obtain­
able.

malformin A itself. The Raman spectrum of pure malformin 
A in dimethyl sulfoxide is shown in Table I; hence we can now 
estimate its x(CS-SC) from this spectrum using Figure 4. The 
low value of the v(S-S) band of 492 cm-1 clearly indicates the 
presence of strain in its S-S bond. This strain may be due to 
values of x (CS-SC) either much lower than (<60°) or much 
larger than (>120°) the normal value of about 90°. If the strain 
were due to values on the low side, our relationship would 
predict a value of x(CS-SC) of about 35°—a perturbation of 
about 50° from the normal value of 85°. It is difficult to esti­
mate the effects of strain on the high side quantitatively, since 
suitable model compounds are not available for study. How­
ever, if the effects of strain on the high and low sides are 
similar, a perturbation of 50° on the high side would result in 
a value of x(CS-SC) of about 135°. Ptak42 has analyzed the 
CD and NMR spectra of malformin A and has proposed a 
value of x(CS-SC) of 130-140°. Unfortunately, his analysis 
of the data was based on structure I for malformin A, which 
has now been shown to be incorrect.43 The revised structure 
II is also shown. The effect of this revision of structure on 
Ptak’s prediction of x(CS-SC) from these data is difficult to 
assess. From an examination of space-filling models, however, 
it seems unlikely that x (CS-SC) is as large as 130°. Hence, we 
favor a value of x(CS-SC) of about 35°.

pD-Cys-Val-D-Cys-D-Leu-Ile-j

1

n

As an example of the application of the relationship shown 
in Figure 4 to a protein, we consider the Raman spectrum of 
insulin crystals obtained by Yu et al.44 Their spectrum shows 
a band at 492 cm -1 which we now assign as a ('(S-S) mode. 
Since it is known that insulin has a rather small loop in the A 
chain due to the disulfide bond between cysteine residues 6 
and 11, it seems reasonable to assume that the 492-cm"1 band 
arises from this bond and that the low value of y(S-S) is due 
to a low value of x(CS-SC). By using the relationship shown 
in Figure 4, the value of x(CS-SC) can be estimated to be 
about 35°. Unfortunately, at the time of this writing, the di­
hedral angles for the cystine side chains of insulin obtained 
by x-ray crystallography are not available for comparison.

V. Summary
The conclusions that can be drawn about the values of 

x(SS-CC) and x(CS-SC) of primary disulfides from the ob­
served values of (-(S-S) are summarized in Table VI. In gen­
eral, values below 505 cm-1  can be interpreted in terms of 
strained S-S bonds while values above 510 cm-1  indicate the 
presence of A conformations about C-S bonds. While these 
results clearly do not allow one to specify the conformations 
of cystine side chains uniquely, they do permit certain con­
clusions to be drawn and represent one of the very few means 
by which one can obtain information about side-chain con­
formations of proteins both in the crystal and solution phases.
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Addendum
The reader is referred to ref 45, which appears in this issue, 

in which the present authors and R. B. Martin have resolved 
earlier differences of interpretation.
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.betWeell the earlier studies of Bastian and Martin1,3 81ld Vfill
: Wart et;al.2have been resolved. The revised8 and originally
propos~d2 relationships between v(S-S) and x(CS-SC) ~e
shown l}l Figure 4.of ref 8. The reader is referred to ref 8 for
the details of the revision. The major feature of the newer
correlatfon is the reduction in the values ofv(S-S) from abollt
520 to'~l0 cm-1 for Ix(CS-SC) I values in the 65-850 range.
Thism~s that, foryalues of \x(CS-SC)I in the 65--850 range,
v(S-S) is almost invariant to x(CS-SC), in agreement with the
findings of Martin;3 however, between 0 and 650

, v(S-S) d~s
vary with x(CS-SC),as originally proposed by Van Wart.et

" al.2 · ..

Agreement Concerning the Nature of the Variation of .

Disulfide Stretching Frequencies with Disulfide

Dihedral Angles

Sir: From the analysis of Raman and infrared !lata in the S-S
. stretching region of a series of disulfides, Bastian and Martin
. found, previously, that ' ... a strong Raman band, identifiable

as a S-S stretching frequency, occurs uncorrelated with (di­
sulfide) dihedral Angle in the range of 496-511 cm-1 in almost
all cases...." 1 Subsequ~nt to this work, ang from the analysis
of similar Raman datl'., Van Wart et aU reported an ap­
proximately linear decrease in the S-S stretching frequency,
v(S-S), as theCS-SC dihedral angle, x(CS-SC), was reduced
from near 900 to near 00

• Shortly thereafter, Martin3 re­
evaluated the available experimental data and reaffmried his
original view that the values of v(S-S) are nearly invariant to
x(CS~SC).

Since Martin's reportS appeared, a reinvestigation of the
dependence of the values of v(S-S) on the conformation about
the C-S and S-S bonds of disulfides containing the
C"C13SSCfiC" moiety, l.sing both theoretical4,5 and experi­
mental6--8 techniques has been carried out by Van Wart et
al.~8 From a study of the Raman spectra of more than two
dozen strained and three dozen unstrained disulfides, pre­
viously unconsidered effects of (1) substitution at the (3 carbon
of the C"CI3SSCI3C" moiety and of (2) crystal field perturba­
tions on the values of vIS-S) obtained from crystalline com­
pounds have been identified, and the effects of strain in the
S-S bond on v(S-S) hEve been reevaluated8 in the light of
these new ideas. As a result, the differences in interpretation
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