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Estimated Future Atmospheric Concentrations of CCI3F (Fluorocarbon-11) for Various 
Hypothetical Tropospheric Removal Rates1
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The variation in CCI3F tropospheric concentrations vs. time has been calculated with different assumptions 
for the rates of its removal by hypothetical tropospheric removal processes. A comparison has been made of 
the actual total atmospheric release from anthropogenic sources to that date. The observed CCI3F exceeds 
by about 2 0% the amount calculated to be present with stratospheric photolysis as the only removal process. 
Consequently, an increase of 10-20% in the estimated manufacture of CCI3F through 1975 is needed to ob­
tain agreement with the observed concentrations on the assumption that tropospheric removal processes are 
negligible. If the estimates of manufacture are stretched to the upper limit and of observed atmospheric con­
centration to the lower limit (total change of 30%), agreement could be reached on the assumption of about 
equal losses to stratospheric and tropospheric sinks. Faster tropospheric removal rates for CCI3F are incom­
patible with the observed atmospheric concentrations.

Introduction

The recognition that the amount of CC1;F (fluorocarbon- 
1 1 ) in the earth’s atmosphere was in approximate agreement 
with the accumulated anthropogenic production to that date2 

was an important factor in stimulating a search for the ter­
restrial sinks for such chlorofluorocarbon molecules.3 (We use 
the term sink for both the geophysical location and the 
physicochemical process by which a molecule is either de­
composed or else removed from the atmosphere.) However, 
many sinks which are effective in removing other compounds 
from the troposphere (e.g., rainfall, chemical reaction, pho­
tolysis by visible or near-ultraviolet light) do not affect CCI3F 
molecules, with the consequence that its tropospheric resi­
dence time is long enough to permit major fractions of these 
molecules to penetrate into the mid-stratosphere. At altitudes 
above about 20 km, ultraviolet photolysis is possible for A 
<230 nm, and CCI3F is decomposed with the release of Cl 
atoms, as in3

CCI3F + h e  — Cl + CC12F (1)

The subsequent depletion of stratospheric ozone through the 
CIO* chain reaction of

Cl + 0 3 — CIO + 0 2 (2 )

CIO + O — Cl + 0 2 (3)

poses a potentially very serious long term problem with con­
tinued use of CCI3F and other volatile saturated, perhalo 
chloro compounds at the world-wide rates characteristic of 
the early 1970’s.3~7

Quantitative evaluation of the magnitude of such ozone 
depletion reactions has been carried out by several different 
research groups, with the general conclusion that the present 
world-wide average level of ozone has been depleted by about 
1% from past atmospheric releases of CC13F and CCI2F2, with 
long-term depletions of the order of 1 0 % to be expected at 
steady state for current rates of use.3-5’6 Since ozone depletion 
of this magnitude is potentially sufficiently hazardous that 
further atmospheric release of these molecules may need to 
be drastically curtailed, a search for possible ameliorating 
processes is very important. If an appreciable fraction of the 
CCI3F molecules were destroyed in the troposphere, by an as 
yet unidentified process, then both the fraction of decompo­
sitions leading to stratospheric release of Cl atoms and the 
resultant ozone depletion would be correspondingly less­
ened.

The search for such tropospheric sinks can be carried out 
by two general methods. First, specific mechanisms can be 
identified (e.g., dissolution in the ocean; trapping in Antarctic 
snow; reaction with ions; etc.) and assessed in quantitative 
fashion. To date, such specific sinks have all proven, when 
evaluated, to be quantitatively of minor importance. However,
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the possibilities either that an undiscovered major tropo­
spheric sink might exist, or that an accumulation of many 
minor sinks might add up to a major effect makes a more 
general evaluation of tropospheric sinks for CCI3F of consid­
erable importance.

Such a general search can be carried out by continual 
evaluation of the coritparison between the amount of CC13F 
already released to the atmosphere and the amount of CCI3F 
currently to be found there. Such a comparison depends rather 
sensitively upon the precision of knowledge both of atmo­
spheric release figures and of present atmospheric concen­
trations. The comparison is even more sensitive since a large 
fraction of the CCI3F molecules has been released within the 
past decade and has therefore been exposed to the various 
possible removal processes for only a relatively short time. Our 
estimate in October, 1974, was that the observed amount of 
CCI3F in the atmosphere was consistent with any overall at­
mospheric residence time longer than 2 0  years.3b

Estim ates of W orld Production

The data for U.S. production and sales of various chlo­
rofluorocarbon molecules are reported each year by the U.S. 
Tariff Commission, and the data for CCI3F and CCI2F2 have 
been individually listed beginning with the 1958 report. 
McCarthy has estimated U.S. production of CC13F before 
1958, and production in the rest of the world for the entire 
period, although he has indicated that the accuracy of the 
latter is not as great as for U.S. production figures.8 He has 
given ±20% as the accuracy of his overall estimates. These 
data have been widely quoted and have served as the basis for 
all quantitative calculations published to date, and our present 
calculations are also based on these data. As shown in Figure 
1, the production through 1973 can be accurately represented 
by an exponential growth curve in two segments with coeffi­
cients of 0.266 to the end of 1962 and 0.135 from the beginning 
of 1963 to the end of 1973. The production data for 1974 and 
1975 are estimated separately in our calculations. Our com­
parison is made for September 1, 1975 because of the avail­
ability of good quality data on northern hemisphere tropo­
spheric concentrations during September, 1975.9

The total amount of CCI3F manufactured to the end of 1973 
has been given as 2267 ktons (metric) .8 We have assumed the 
production of an additional 313 ktons during 1974 (McCar­
thy’s estimate for 1973) plus 200 ktons during the first eight 
months of 1975, for a total of 2780 ktons of CCI3F produced 
to September 1,1975. We have further assumed that natural 
sources of CCI3F are negligible.

Corrections for CCI3F Not Y et Released to the 
Atmosphere

The total integrated atmospheric release of CC13F is always 
less than the integrated production because of delays between 
manufacture and release, and through usage in technological 
applications n o t  involving atmospheric release. Several esti­
mates are now available for the percentage use of CCI3F in 
various applications, and these can be used for estimates of 
the fractional release of CCI3F to the atmosphere.

The chief uses of CCI3F are in propellant mixtures for 
aerosol sprays, in refrigeration, and in the manufacture of 
foamed plastics, although a variety of lesser uses have also 
been identified. The aerosol propellant gases are released to 
the atmosphere soon after manufacture, while the refrigerant 
gases have a greater delay time before release. However, the 
longest delay time is probably involved in the “blowing” of 
closed-cell polyurethane foams. In these foams the CC13F

KILOTONS 
PER YEAR

MILLIONS OF 
POUNDS/YEAR

Figure 1. Production of CCI3F and CCI2F2 vs. calendar year, as esti­
mated by McCarthy.

molecules are retained within the cells of plastic, and atmo­
spheric release will occur only with the destruction of the 
structure of the plastic. One estimate suggests that most such 
foam will be buried in sanitary land-fills (and not incinerated), 
while some more recent practices involve shredding with the 
destruction of the plastic structure. In the long run, the 
eventual atmospheric release of CC13F from closed-cell foams 
will be dependent upon the prevalence of these various dis­
posal processes. At the present time, however, it seems ap­
parent that most of the CCl3F originally incorporated into 
closed-cell foams has not yet been released to the atmo­
sphere.

About half of the plastic foamed with CCI3F is classified as 
“open-cell”, and release of the foaming agent to the atmo­
sphere occurs at the time of manufacture without further 
delay.

Correction Factors for D elay in Atm ospheric Release

The most important nonatmospheric reservoir for CCl3F 
already manufactured is that still retained in closed-cell 
polyurethane foams. Estimates of the fraction of CC13F used 
for blowing both open and closed cell foams in the United 
States have been given, as shown in Table I. 10- 12 Such esti­
mates are not always entirely consistent with one another, but 
a reasonable estimate of the percentage use of CCI3F in the 
foaming of plastic is 19 ±  2% in the U.S. ir. the early 1970’s. 
Since the distribution between open-cell and closed-cell 
plastics has been stated to be approximately equal,13 a satis­
factory approximation can be made that 9% of the 1972-1973 
production of CC13F in the U.S. is still trapped in the cells of 
closed-cell plastics and has not been released to the atmo­
sphere. Noting that 40% of all CCI3F manufactured to date has 
been made since January, 1972, and lacking year by year es­
timates, we have assumed that the same factor can be applied 
to the total U.S. production. In addition, since the estimate 
has also been made that the percentage use in the foaming of 
plastics is approximately the same for the rest of the world as 
it is in the U.S. ,14 we have calculated that 9% of the integrated 
world production of CCI3F has not been released to the at­
mosphere because of enclosure in closed-cell foamed plastic. 
This correction amounts to 250 ktons for the 2780 ktons 
manufactured to September 1 , 1975.

Several separate estimates have been made of the per­
centage use of CCI3F as a refrigerant in the U.S., with 7 and 
3% given in Table I. A separate estimate of 3% has also been 
given by Howard and Hanchett.15 We have averaged these 
roughly, and have made an estimate that the typical large
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TABLE I: Technological Use of CCI3F in the United States in 1972 and 1973

Millions of pounds Percentage use

Aerosol Aerosol
propel- Foaming Refrig- propel- Foaming Refrig-
lants agents erant Solvent lants agents erant Solvent

1972° 215 50 19 5 74 17 7 2
1973° 267 75 10 5 75 21 3 1

a Reference 10. Estimates of the IMOS committee based on personal communication with DuPont Co. (see ref 5, p 8 8). 6 Reference
11. Estimates of the IMOS committee based on personal communication with A. D. Little and Co. (see ref 5, p 8 8 ).

commercial refrigeration unit (the primary refrigerant use for 
CCI3F) requires 25% refill per year, or an average of a 4-year 
delay before release. Since about 1200 ktons of CCI3F have 
been manufactured in the past 4 years, a 4% use in refrigera­
tion would indicate about 50 ktons stored in refrigeration 
units.

The final correction that must be made is for the time lag 
between manufacture and atmospheric release of CC13F used 
as an aerosol propellant. This delay includes inventory time 
following manufacture, shelf time before sale, and then release 
spread over a period of time. We estimate about 6 months as 
the average time from manufacture to release, with the result 
that about 120 ktons (313 X 0.76 X 0.5) already manufactured 
and designated for aerosol usage has not yet been released to 
the atmosphere.

Our estimate of the atmospheric release to September 1 , 
1975, of the 2780 ktons of CCI3F manufactured to that date 
is reduced downward by 250 + 50 ±  120 kton?, for a total of 
2360 ktons. Since the usage pattern was not changing too 
rapidly, at least into early 1975, we have also assumed that 85% 
atmospheric release (2360/2780) is a reasonable estimate at 
any time all through the early 1970’s (1 kton of CCI3F contains
4.38 X 1030 molecules).

C urren t Tropospheric Concentrations

Many research groups are now measuring the concentra­
tions of CCI3F and CCI2F2 in ambient air in a variety of loca­
tions. While measurements in the mid-stratosphere are es­
sential for the verification of stratospheric photochemis­
try, 16-19 the variability with altitude and location and the 
relatively small number of samples make these data of only 
secondary importance in the assessment of the current at­
mospheric burden of CC13F. The infrared detection of CCI0F2, 
and with lesser accuracy, of CCI3F, have shown by comparison 
of 1975 data with a retroactive examination of 1968 data an 
increase of more than a factor of 2 in the concentration of these 
molecules in the stratosphere over that period.18 However, the 
primary data for estimates of the current atmospheric burden 
of CCI3F are the much more numerous measurements of 
background tropospheric concentrations.9'20-24 Several sets 
of such data have been published which show the steady 
buildup of CCI3F with time in the troposphere. However, most 
of these experiments have been carried out with only rough 
(typically, ±30%) absolute calibration of detector accuracy, 
and with no interlaboratory calibration. Our estimates of 
current tropospheric concentrations are chiefly based on the 
measurements of Rasmussen, who gave the background 
mixing ratio of CCI3F in rural locations of eastern Washington 
state in September, 1975, as 123 ±  2 ppt (10—12 by volume) 
with a stated absolute accuracy of ±10% .9 This value is in 
reasonable agreement with other data reported in late
1975.

No permanent measuring stations have yet beer, established 
in the southern hemisphere, so that data of comparable 
quality do not exist for the southern half of the atmosphere. 
However, four sets of data are available from which the con­
centration ratios of the southern/northern hemispheres can 
be estimated. Rasmussen has simultaneously measured CC13F 
in oceanic air off Peru and Ecuador vs. that found in Pullman, 
Washington, and has found 20% less CC13F in the southern 
hemisphere. 25 Lovelock has reported a comparison of con­
centrations of CCI3F in Adrigole, Ireland, and Capetown, 
South Africa, and has found a south/north ratio of 0.77.21 

(Approximately half of the area of the southern hemisphere 
lies north of the latitude of Capetown.) Comparative mea­
surements have also been made in Antarctica, both at surface 
level and with aircraft sampling, with regular calibration 
against a standard sample of rural eastern Washington air. 
The ground level measurement of CCI3F showed 0.72 times 
as much in Antarctica as in the northern hemisphere standard. 
However, the aircraft measurement was regularly about 10% 
higher or about 0.8 of the northern hemisphere value. 26 In view 
of the reported absorption of CCI3F into snow and the ob­
served negative concentration gradient, the aircraft value is 
probably more representative of southern hemisphere tro­
pospheric air. All three direct comparisons of north/south 
ratios for CCI3F are consistent with a ratio of l.C/0.8.

Finally, measurements in both hemispheres of the con­
centrations of radioactive 85Kr have also shown a south/north 
ratio of O.8 .27 The inert gas 85Kr is formed in nuclear fission, 
and since the atmospheric nuclear test ban of the early 1960’s 
its initial release to the atmosphere occurs primarily during 
processing of spent fuel elements from reactors used for 
electric power production. These processing plants, as with 
the technological uses of CCI3F, are almost entirely in the 
much more heavily industrialized northern hemisphere. Since 
the total amount of uranium being fissioned is rapidly in­
creasing, and the 10-year half-life of 8oKr prevents its long 
term accumulation, the north/south pattern of 85Kr must also 
represent an interhemispheric distribution of an inert gas 
most of which has been released in the northern hemisphere 
during the past decade. With all four estimates in close 
agreement, we have assumed a south/north tropospheric 
concentration ratio of 0 .8 , and hence a world-wide average 
tropospheric concentration equal to 0.9 times the northern 
hemisphere background, i.e., from the Rasmussen data, a 
value of 111 ppt, ±10% in September, 1975.

These average surface level concentrations should also be 
applicable all the way to the tropopause, and indeed Krey’s 
measurements (not intercalibrated) showed concentrations 
at the 100 ppt level as high as 15 km in tropical regions in 
April, 1975.19 The concentration of CC13F falls off immediately 
ately as soon as the measurements cross the troposphere into 
the stratosphere, and reach a level about half of the sea-level

The Journal o f Physical Chemistry, Voi 80, No. 19, 1976



2052 F. S. Rowland and M. J. Molina

concentration at about 2 0  km altitude in mid-latitudes. 16-19 

With the 90% of the atmosphere below 15 km all at approxi­
mately the sea-level concentration of CC13F, and another 5% 
of the atmosphere between 15 and 20 km, we conclude that 
the average Cd.jF concentration over the e n t i r e  atmosphere 
is about 0 .9 5  times the surface background concentration, or 
105 ppt ±10$> in September, 1975. The estimated atmospheric 
burden of COI3F in September, 1975, is then 105 ppt X 1.1 X 
1044 molecules in the atmosphere -5- 4.38 X 1030 molecules 
CC^F/kton, or 2640 ktons (±10% ). Inasmuch as this measured 
atmospheric; burdenps 1 2 % larger than the calculated atmo­
spheric release to that time, some discrepancy obviously exists 
in one or both of tfyg-estimates.

E ffects of Tropoápheric and Stratospheric Sinks on 
Fraction of CQ13F S urvivin g in the Atmosphere

The rapid mixing of gases to all altitudes within the tro­
posphere ensures quick accessibility of newly released CCI3F 
to any removal processes operating within the troposphere. 
The very low concentration of the chlorofluorocarbon mole­
cules makes it extremely unlikely that any possible tropo­
spheric removal processes could be even partially saturated, 
and all tropospheric sinks can therefore be represented by an 
average rate constant for removal applicable to the entire 
tropospheric concentration of CClgF. If removal were pre­
dominantly by tropospheric processes then the actual rate of 
removal is directly proportional at all times to the existing 
tropospheric burden. Such exponential removal would be 
applicable to all tropospheric sinks involving contact with 
atmospheric gases (e.g., lightning strokes; reaction with trace 
ingredients; condensation on cold surfaces; etc.)

Such a direct exponential removal is, however, not appli­
cable to a removal process acting in the stratosphere until a 
steady-state condition is attained. Until that time, the actual 
stratospheric concentrations available for spch removal pro­
cesses lag behind the tropospheric concentration because of 
the time scale of years applicable to upward mixing in the 
stratosphere.3 Similarly, a deep-ocean sink would also have 
a diffusion barrier and a time lag during the slow downward 
mixing, and would not be fully effective until steady state is 
reached.

The stratospheric measurements of CCI3F concentration 
vs. altitude have clearly indicated the existence of a major 
photochemical sink in mid-stratosphere,16-19 consistent with 
the average photochemical lifetimes calculated earlier (e.g., 
about 1 month at 30 km altitude) .3 Any other potential sinks 
operating anywhere other than the troposphere must have 
comparably rapid rates of removal or else be negligible in 
terms of quantitative removal of CCI3F simply because such 
a small fraction of CC13F is currently found outside of the 
troposphere. For this reason, all of our calculations described 
below about the possible influence of sinks other than strat­
ospheric photolysis have been carried out for hypothetical 
tropospheric sinks with removal rates directly proportional 
to the existing tropospheric concentration of CCI3F. These 
hypothetical removal rates have been arbitrarily applied to 
all of the atmosphere below 10 km, i.e., to about 75% of the 
atmospheric CCI3F.

Calculations of Survival Fractions for CCI3F

Very precise modeling of the atmospheric release of CCI3F 
would involve distribution of the production among the var­
ious technological uses, evaluation of the time delays and 
patterns for each use, and summation of all of these release 
patterns into a combined atmospheric release function. We

C A L E N D A R  Y E A R

Figure 2. Relative concentration of CCI3F in the troposphere with var­
ious hypothetical tropospheric sinks, using eddy diffusion coefficient 
from ref 28. Atmospheric release assumed constant from 1976 to 1990, 
terminating at end of 1990. Tropospheric removal rates expressed as 
reciprocals: k  =  0.02 year-1 for CCI3F below 1C km is marked as 50 
(years).

have, however, assumed that a simpler approximation is sat­
isfactory within the probable accuracy of any resulting com­
parisons in the foreseeable future. Our calculations have all 
been carried out as though there were immediate release 
without any time lag for all CC13F as soon as it has been 
manufactured. Then, for specific comparisons with observa­
tional data we have estimated the amounts not yet released 
to the atmosphere, as done above for comparisons in Sep­
tember, 1975.

Earlier we calculated the expected tropospheric and 
stratospheric concentrations vs. time using a one-dimensional 
eddy diffusion model, and the manufacturing pattern for 
CCI3F illustrated in Figure 1. In those calculations, we sepa­
rately evaluated the expected patterns for a series of eddy 
diffusion coefficients developed by others for treatment of 
NO*-stratospheric chemistry.3 We have now repeated some 
of these calculations with the inclusion of an additional re­
moval term operating on all of the molecules present below 
10 km. The primary goal of these calculations has been to 
evaluate how the survival time for CCI3F in the atmosphere, 
its fractional removal in the stratosphere, and the variation 
of tropospheric CCI3F concentration vs. time are affected by 
the inclusion of such tropospheric removal terms.

These calculations have been carried out with the actual 
exponential growth pattern for the use of CC13F shown in 
Figure 1 to the end of 1975, and then extended at a constant 
yearly production rate for various lengths of time. The in­
crease in tropospheric concentration of CCI3F with time is 
shown in Figure 2 for an assumed continuation at constant 
yearly production for 15 additional years followed by an 
abrupt termination of further atmospheric release at the end 
of 1990. In this one-dimensional calculation we have utilized 
the eddy diffusion coefficient vs. altitude developed by Wofsy 
et al. 28 A similar calculation was also performed with the 
Hunten eddy diffusion coefficient,29 as shown in Figure 3. We 
have also used other eddy diffusion coefficients,3 but these 
models are typical of the spread in stratospheric mixing rate 
assumptions in the current literature.

We have listed in Table II the relative tropospheric con­
centrations indicated for December, 1975. for all of the hy-
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TABLE II: Calculated Concentrations of CCI3F for Stratospheric Plus Various Assumed Tropospheric Sinks

Tropo­
spheric Hunten3 _______Wofsy6

removal Atmos. Atmos.
rate Rei trop. burden,0 Rei trop. burden, 0

l/k, years concn Mtons concn/ Mtons

Inert tracer with no removal processes 00 (1 .0 0) 2.36 (1 .0 0) : 2.36
Stratospheric photolysis only CO 0.95 2.24 .. 0.90 2 .1 2
Stratospheric photolysis plus tropospheric removal, k year- 1  for all 50 0.8 8 2.08 . 0.84 . 1.98

CCI3F below 10 km
30 0.83 1.97 ,z0.80 1 .8 8
20 0.79 1.8 6 ■ 0.75 1.77
10 0 .66 1.56 0,64 1.52

° Calculations for December, 1975, using eddy diffusion coefficient of Hunten (ref 29). 6
* * i

Calculations for December, 1975, using
eddy diffusion coefficient of Wofsy (ref 28). 0 Atmospheric burden in megatons, assuming total atmospheric release of 2.36 Mtons 
of CCI3F by September, 1975 (see text).

C A L E N D E R  Y E A R

Figure 3. Relative concentration of CCI3F in the troposphere with var­
ious hypothetical tropospheric sinks, using eddy diffusion coefficient 
from ref 29. Atmospheric release assumed constant from 1976 to 1990, 
terminating at end of 1990. Tropospheric removal rates expressed as 
reciprocals: k  = 0.02 year-1 for CCI3F below 10 km is marked as 50 
(years). CIX concentrations at 40 km indicated by dashed lines.

pothetical tropospheric sinks with both of these eddy diffusion 
assumptions. The relative fractions remaining with each 
tropospheric assumption differ very little at any time from 
1970 to 1975. With stratospheric photolysis as the only sink, 
about 5 (Hunten) to 10% (Wofsy) of the CCI3F is estimated 
to have been decomposed by the end of 1975. The inclusion 
of a hypothetical tropospheric sink with k = 0 .0 2  year- 1  

(“50-year tropospheric sink”) would have increased the total 
CCI3F removed to 12 (Hunten) or 16% (Wofsy), while faster 
hypothetical tropospheric removal rates would naturally have 
resulted in still larger removal percentages. The fraction of 
CCI3F surviving for each assumed tropospheric removal rate 
has been converted into an estimated total atmospheric bur­
den of CCl.iF in September, 1975, using the production input 
data of McCarthy corrected for 15% nonrelease to the atmo­
sphere, as described in an earlier section. These estimates of 
hypothetical atmospheric burdens are also given in Table
II.

The data on the expected patterns of growth for CCI3F from 
Figure 3 have been normalized to the December, 1975, con­
centration as 1 .0 , for each hypothetical tropospheric removal 
rate. As shown in Figure 4 the rate of increase in CCI3F con­
centration over the next few years is practically independent 
of the presence or absence of tropospheric sinks with lifetimes 
of 2 0  years or longer.

Figure 4. Relative concentration of CCI3F normalized to concentration 
at end of 1975 as 1.0, with various hypothetical tropospheric sinks using 
eddy diffusion coefficient from ref 29. Atmospheric release assumed 
constant from 1976 to 1980.

It is highly unlikely that we will be experimentally able to 
distinguish in 1980 whether the CCI3F concentration has in­
creased over the concentration of December, 1975, by 50 (no 
tropospheric sink) or 40 (20-year tropospheric sink), or even 
35% (10-year tropospheric sink). Similarly, examination of 
ra tio s  of tropospheric (or stratospheric) concentrations in the 
past offers even less chance for obtaining information about 
the possible existence of tropospheric sinks, as illustrated also 
in Figure 4. We conclude that it will not be possible to obtain 
concentration measurements now or in the future that are 
accurate enough to indicate within the next 1 0  years the 
presence or absence of tropospheric sinks by the r a te  of in­
crease of tropospheric or stratospheric concentrations.30 The 
quantitative evaluation of the cumulative importance of all 
tropospheric sinks will thus depend upon measurements of 
absolute concentrations, and not of rates of increase in CC13F 
concentration in any part of the atmosphere. A corollary to 
this conclusion is that the amount of CC13F to be found in the 
atmosphere in the year 2 0 0 0 , and the ozone depletion to be 
caused by it, are not very dependent on whether slow tropo­
spheric removal processes exist or not. Instead both are de­
pendent primarily upon how much CCI3F has already been 
released to the atmosphere, and how much additional CC13F 
is released during the next 25 years. Only tropospheric re­
moval processes corresponding to 1 0 - 2 0 -year tropospheric 
sinks could appreciably reduce the CCI3F concentration by 
the year 2 0 0 0 , and tropospheric sinks of this size are in­
consistent with actual atmospheric concentrations, as de­
scribed below.

The CCI3F concentration data of Figures 2 and 3 can be
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TABLE III: Calculated Atmospheric Residence Times for Stratospheric and Assumed Tropospheric Sinks

Tropo­
spheric
sink,

I0- byears

Eddy diffusion from Hunten Wofsy

Lifetime 
k t~l, years

kt kst t̂r
F

Lifetime, 
fct-1, years

kt &st k tr

FX10'~2 year"■1 X 10~2 year- 1

OO 75.1 1.3 1.3 1.00 41.3 2.4 2.4 1.00
50 35.1 2.8 1.3 1 . 5 0.47 25.6 3.9 2.4 1.5 0.62
30 26.0 3.8 1.3 2 . 5 0.35 20.5 4.9 2.4 2.5 0.49
20 19.6 5.1 1.3 3 . 8 0.26 16.3 6.1 2.4 3.7 0.40
10 11.3 8.9 1.3 7 . 5 0.15 10.2 9.8 2.4 7.4 0.25

a The symbols signify the following: k 10 is the first-order rate constant for decomposition of all CCI3F molecules in the atmosphere 
at altitudes less than 10 km. The other three (k t, kst, ktI) are equivalent first-order rate constants for decomposition of CC13F applied 
to the total atmospheric burden of CCI3F. The rate constant kBt applies to removal by stratospheric photolysis alone; ktT to removal 
by tropospheric processes alone; and k t to the total of k3t and ktT. For example, a tropospheric sink of 0.02 year- 1  for the CCI3F below 
10 km (about 75% of the total) is the equivalent of a rate of 0.015 year- 1  for the total burden. The ratio F is defined as k3J k t.

analyzed into the fractions of removal by stratospheric and 
tropospheric processes, respectively, as summarized in Table
III. The average atmospheric residence time for the strato­
spheric sink alone is longer (75 years) with the Hunten eddy 
diffusion coefficient than for the Wofsy model (41 years), 
because of the slower stratospheric mixing postulated by 
Hunten, and the fraction removed by particular hypothetical 
tropospheric processes is therefore always larger for the 
Hunten model. If a tropospheric sink were also operative for 
CCI3F, then estimates of ozone depletion from its decompo­
sition would be reduced by the fraction of stratospheric re­
action, F , as indicated in Table III. However, such lowered 
depletion estimates are not applied uniformly with time, as 
in Figures 2 and 3. The data of Table III show that the pres­
ence of a “30-year tropospheric sink” would reduce the frac­
tion of decomposition estimated for the stratosphere by the 
Wofsy model to only 49% of the original estimate. However, 
the presence of a 30-year sink lowers the peak concentration 
of Figure 2 only to about 80% of the “no tropospheric sink” 
estimate, and the tropospheric CCI3F concentration for the 
“30-year sink” does not decline to 49% of the “no tropospheric 
sink” value until about the year 2 0 1 0 , 2 0  years after termi­
nation of atmospheric release.

Other stratospheric eddy diffusion coefficients even faster 
than that given by Wofsy have sometimes been proposed. If 
shorter s tr a to s p h e r ic  lifetimes are proposed, then the frac­
tional influence of tr o p o s p h e r ic  processes becomes much less. 
For example, if an overall atmospheric lifetime of 26 years 
were measured for CCI3F, then the fraction of CCI3F molecules 
decomposing in the stratosphere would be 0.35 for the Hunten 
coefficient, about 0.62 for the Wofsy coefficient, and 1.00 for 
a model giving a 26-year stratospheric lifetime.

The increase in stratospheric concentrations of the de­
composition products (C1X) at 40 km shows an additional time 
lag behind that of CC13F at 40 km, and well behind that of 
tropospheric CCI3F, as illustrated in Figure 5. The concen­
tration of C1X represents the sum of Cl, CIO, and of HC1 
formed when Cl reacts with CH4, H2, or HO2, and the distri­
bution of chlorine among these three species is not strongly 
dependent on the total amount of chlorine present. The actual 
removal of 0 3 by C10x catalysis then closely parallels the C1X 
concentrations, and the 40-km level represents roughly the 
altitude of maximum C10x effect on ozone removal. (Below 
30 km the CIO + O reaction is not competitive with CIO + NO 
and the C10x catalysis of O + 0 3 becomes less important.) 
Therefore, the C1X concentrations of Figure 5 can also be read

Figure 5. Relative concentration of CIX decomposition products from 
CCI3 F at 40-km altitude with various hypothetical tropospheric sinks, 
using eddy diffusion coefficient from ref 29. Atmospheric release as 
shown by cross-hatched area. Maxima in calculated concentrations 
are indicated by closed circles.

approximately as relative ozone depletion from the decom­
position of CC13F.

One important conclusion that can be drawn from Figure 
5 is that the presence or absence of a “50-year tropospheric 
sink” makes only a small difference for the concentrations of 
stratospheric CIX during the next half-century. Although the 
data of Table III indicate that with a 50-year sink, the value 
of F  with the Hunten model is less than half (0.47), this re­
duction in stratospheric decomposition by a factor of 2  for 
hypothetical tropospheric sinks is accounted for n o t  by large 
reductions in the maximum effect or the effect over the next 
few decades but primarily by a shortening of the number of 
decades over which appreciable stratospheric decomposition 
of CCI3F occurs.

The prospective depletion of ozone by the chlorofluo- 
romethanes is only about 1/3 attributable to CC13F, with 
CCI2F2 the more important molecule both because it is more 
widely used and because it rises to higher altitudes before 
undergoing stratospheric photolysis.3 Since CC12F2 is less 
reactive than CC13F toward most chemical processes, it is 
likely that any undiscovered tropospheric removal process 
would be less effective for CCI2F2 than for CC13F. Conse­
quently, it is unlikely that any particular tropospheric removal 
process will be more important (relative to stratospheric re­
moval rates) for CCI2F2 than for CC13F.
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Comparison of Estimated Atm ospheric Release and 
Observed Atmospheric Burdens in Septem ber, 1975

As calculated above, the estimated atmospheric release to 
September, 1975. is 2360 ktons, based chiefly on U.S. Tariff 
Commission reports for U.S. production and McCarthy’s es­
timates of production for the rest of the world. The observa­
tions of stratospheric profiles for CCI3F clearly indicate the 
operation of the photochemical sink there, and the total at­
mospheric release must be reduced by the amount already 
destroyed by this route. Our calculations with different eddy 
diffusion coefficients indicate that 5-10% of the amount re­
leased has already been destroyed, leaving 2120-2250 ktons 
of CCI3F as the September, 1975, atmospheric burden. This 
calculated atmospheric burden is 17-25% less than the amount 
observed to be there.

If there were natural sources of CCRF in addition to the 
known anthropogenic contributions, then the total atmo­
spheric burden would be the sum of the two. Indeed, one re­
port of the presence of CClgF in volcanic gases appeared sev­
eral years ago.31 However, this report appeared prior to the 
general realization of the ubiquitous nature of the anthropo­
genic CCI3F contribution world-wide, as well as to the severe 
CCI3F contamination problems found in laboratory and/or 
urban surroundings. Direct sampling of active fumaroles of 
Mt. Kilauea during volcanic activity did not indicate any in­
cremental amount of CC13F vs. that found in the background 
atmosphere away from the volcano.2? (By way of comparison, 
the CCI3F concentration in urban Los Angeles is never at 
background levels because the daily anthropogenic emission 
is always sufficient to increase the measured CCI3F to several 
times the current world-wide background.)

The observed relative concentrations of chlorofluorocarbon 
molecules parallel closely the industrial production rates (for 
example, CC1F3, fluorocarbon-13, has not yet been reported) 
suggesting very low natural levels. Furthermore, tropospheric 
measurements have shown a steady increase in CCI3F level 
since the first measurements in 1970-1971, and stratospheric 
infrared measurements have shown that the concentrations 
of both CCI3F and CCLF2 have increased by more than a 
factor of 2 since 1968.18 Since these patterns parallel the in­
dustrial growth patterns, any natural concentrations must be 
small compared to the 1968 concentrations, and negligible 
compared to the current levels of anthropogenic CCI3F.

From all of these calculations, then, we are led to the con­
clusion that the amount of anthropogenic CCI3F in the at­
mosphere (2640 ± 270 ktons) exceeds by about 20% the esti­
mated atmospheric burden (2120-2250 ktons) with only a 
stratospheric sink. This discrepancy indicates that the pub­
lished estimates of CCI3F production are too low, and must 
be increased by at least 1 0 - 20%, in order to be consistent with 
the actual atmospheric burden. Approximately a 20% increase 
is required for agreement if Rasmussen’s estimate of 123 ppt 
for September, 1975, is correct for the northern hemisphere 
concentration of CCRF. Alternatively, a 10% increase in the 
estimates of release together with the quoted lower limit of 
the tropospheric measurement ( — 1 0 %) would also give 
agreement.

Current evaluation of the cumulative magnitude of possible 
tropospheric sinks then rests on the possibility of stretching 
the estimated upper error limit of production (and release) 
upward and of the error limit of the actual atmospheric con­
centrations downward. If the combined errors were 30%, then 
consistency could still be obtained with a 50-year tropospheric 
sink, while a combined error at about 45% would be required 
for a 20-year tropospheric sink. The current data, of course,

indicate that an upward adjustment of 1 0 - 20% in atmospheric 
release is required just to account for the observed concen­
trations of CCI3F. By stretching the error limits, the possible 
existence of tropospheric removal processes summing to a 
50-year tropospheric sink cannot be eliminated although there 
is no indication of its presence in the data. However, the error 
limits are not sufficiently elastic to permit much larger tro­
pospheric losses. As indicated in Figure 5, the presence of an 
undiscovered 50-year tropospheric sink would mean an 
overestimate of the CCI3F contribution to ozone depletion by 
a factor of about 1.13 when atmospheric release is terminated, 
increasing to a factor of 2 about 45 years later. Thus, the 
possible existence of as yet unidentified sinks cumulatively 
summing to a 50-year tropospheric sink is more important for 
the concentrations of CCI3F a half-century or so from now 
than it is for the effects to be anticipated during the next 
several decades.

Note Added in Proof: The Manufacturing Chemists 
Association has released its estimate of the total amount of 
CCI3F manufactured to the end of 1975 by the 20 leading 
producers.32 This estimate can also be compared with the 
current assessment of the amount of CCI3F actually in the- 
atmosphere. The MCA estimate for these 20 companies is 3273 
ktons to December 31,1975, with-308 ktons for the entire year, 
of 1975. The total to September. 1,1975, would then be about 
103 ktons less than the end-of-vear figure, or 3170 ktons.

The same MCA report indicates that more CCI3F has been 
used in refrigeration (203 ktons, 6%) and in closed-cell foams 
(447 ktons, 14%) than we have estimated in our paper. After 
correcting the closed-cell foam use to September 1,1975 (431 
ktons), we estimate 10% lote in the foaming process (43 ktons) 
and still assume a 4-year delay in refrigeration uses (77 ktons). 
The 6 -months delay in aerosol usage accounts for another 120 
ktons. This basic estimate of the expected atmospheric burden 
on September 1 , 1975, is then 3170 — (431 — 43) — 77 -  1 2 0  

= 2585 ktons.
Two additional small corrections to this atmospheric CC1:!F 

estimate then need to be added: (a) the loss from rigid foams 
after formulation, (b) production by the eastern block 
countries, not included in the above totals. The release from 
rigid foams has been estimated by A. D. Little, Inc., to be 20% 
at the end of 1 0  years, including the immediate release during 
the foaming process. 12 The 20% total in 10 years can be 
reached with an arbitrary calculation of 1 % loss per year, for 
an additional 24 ktons released by September 1 , 1975. The 
MCA figures, on the other hand, assume total release of all 
CCI3F from all rigid foams in 20 years. With this assumption 
the MCA estimate is 153 ktons already released from rigid 
foams by the end of 1975, as compared to 67 (= 43 + 24) for 
a model patterned after the A. D. Little estimate.

Information about the production of CCl:tF and CCLF_. in 
eastern-block countries is quite difficult to obtain, as are data 
on the split between CCI3F and CCLF2 in the production. 
Until 1970 production was quite low, and the MCA cumulative 
estimate through 1970 is about 25 ktons for CCLF. Production 
has increased since, and MCA now estimates a 1975 produc­
tion rate 16% as large as the western rate (48.1 ktons vs. 7.3 
ktons in 1970), and a cumulative eastern-block production of 
157 ktons. For our September 1, 1975, estimate the MCA data 
correspond to 140 ktons cumulative. Other estimates show a 
less rapid growth and numbers from 70 to 140 ktons cumula­
tive production to September 1,1975 are consistent with our 
present knowledge. The situation is further complicated by 
uncertainty in the end use of CCI3F. There is relatively little 
use of aerosol propellant in the eastern-block countries, while
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the 48 kton of CCl3F/39 kton of CCI2F2 production ratio re­
ported by MCA in 1975 is not comparable to western U.S. 
patterns dominated by aerosol propellant use. The fractional 
use for foam-blowing is probably much higher in the eastern 
countries, but the split between open-cell and closed-cell 
foams is also uncertain. We have estimated a cumulative re­
lease by eastern-block countries of 70 ktons of CCI3F to Sep­
tember 1,1975.

Our current estimate of total release of C'Cl.F by September 
1 , 1975 is then about 2585 + 24 + 70 or 2680 ktons. This is an 
increase of 14% over the McCarthy estimate, consistent with 
the statement in our paper that the release figures needed to 
be raised by 10-20% over that calculated from McCarthy’s 
data. When this new release figure is then reduced by 5 
(Hunten) or 10% (Wofsy) for stratospheric photolysis, the 
resulting estimates of residual atmospheric burden are then 
2550 (Hunten) and 2410 (Wofsy) vs. the 2640 ktons calculated 
actually to be there on the basis of the 123 ppt northern 
hemisphere measurement of Rasmussen.9’26 If the September, 
1975 northern hemisphere value were about 110 ppt instead 
of 123 ppt, then the calculated amount of CC13F in the at­
mosphere would be 2360 ktons, in excellent agreement with 
the Wofsy eddy diffusion estimate for stratospheric photolysis 
alone, and leaving a deficit of 190 ktons of CCl:iF with the 
Hunten eddy diffusion. Put differently, a measurement of 110 
ppt in September, 1975 (or 2360 ktons) would represent about 
8 8% of the 2680 ktons of CCl:iF released to the atmosphere by 
that time. This would correspond to a total atmospheric res­
idence time of about 38 years (Table III), or negligible tro­
pospheric removal with the Wofsy model and about a 50-80 
year tropospheric sink with the Hunten model for strato­
spheric removal.
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The kinetics of the gas phase reaction of ozone with ethylene, propylene, and trans-2-butene have been in­
vestigated as a function of a number of experimental variables, including molecular oxygen coneentration, 
at atmospheric pressure. Under all conditions there is secondary consumption of propylene in the ozone- 
propylene reaction, while in ozone excess with no 0 2 present, secondary consumption of ozone becomes im­
portant. In large olefin excesses, the ozone decay is exponential and is dependent on the 0 2 content of the 
system below 5 0  ppm. In the absence of 0 2, a lower limit for the ozone decay rate constant is obtained in large 
propylene excesses, which is equal to the value obtained in air, 1 .3  X  1 0 - 1 7  cm3 molecule- 1  s-1. The available 
data indicate that the bimolecular rate constants for ozone-olefin reactions can be directly determined from 
ozone decay in air in a large olefin excess.

Introdn tion

The reaction of ozone with olefins has been recognized 
as playing an important role in the formation of photochem­
ical smog.2-3 Numerous measurements of the rate constants 
for these gas phase reactions, at low reactant concentrations 
in diluent air at 1  atm pressure, are in general agreement.4-10 

Earlier attempts in this laboratory9 to measure the effect of 
0 2 on the kinetics and reaction stoichiometries of the ozono­
lysis of propylene and t r a n s -2 -butene showed no detectable 
change with 0 2 concentrations as low as 20 ppm (1 ppm = 0.76 
mTorr = 2.5 X 1013 molecules cm- 3  at 300 K and 1 atm) in N2 

at 1  atm. This observation is in apparent disagreement with 
earlier studies of relative.pzone-olefin reactivities carried out 
by Cvetanovic and co-workers11 at total pressures near 100 
Torr; with investigations of the ozonolysis of electron-rich 
chloroethylenes12 in the Torr pressure range; and with a series 
of recent studies13-16 at total pressures below 10 Torr. In the 
former case, relative rates for all olefins were slightly smaller 
in N2 than in 0 2, while in the latter two cases removal of 0 2 

resulted in up to a 1 0 0 % increase in the measured rate con­
stants for the reaction.

With the objective of validating the existing technique for 
determining bimolecular rate constants for the highly complex 
ozone-olefin reactions, the present paper examines the effect 
of 0 2 on the kinetics of the reactions of ozone with ethylene, 
propylene, and t r a n s - 2 -butene, with 0 2 as low as 1  ppm in 
helium at atmospheric pressure. In addition, the kinetics and 
stoichiometry of the ozone-propylene reaction have been 
measured as a function of reactant concentration, and a gen­
eralized unified model is presented which explains most of the 
available data.

Experim ental Section

The apparatus and techniques employed in the present 
study have been described in detail previously.9'10 Ozonolyses 
were carried out in a 45-1. Pyrex bell jar reactor. Ozone samples 
were prepared by flowing ozonized oxygen into a silica gel trap 
at 195 K and pumping off the oxygen. Research grade olefins 
(Phillips) were vacuum distilled prior to use. Diluent air (UPC, 
Air Products and Chemicals, dew point —125 °F) and 0 2 were 
used as received.

Numerous efforts were made to minimize the 0 2 impurity 
in the reaction mixtures. Helium (Matheson Gas Co., the

stated [02] = 0.045 ppm) was used as diluent. The stated 0 2 

concentration was substantially below the estimated overall 
oxygen background in the reactor, as described below. The 
reactor was evacuable below 1 mTorr with a mechanical pump 
and a liquid nitrogen trap, apd the leak rate was less than 1 

mTorr min- 1  upon isolation from the pumping system. As 
filling times were less than 2 min, the air impurity never 
reached 3 mTorr. This corresponds to a maximum residual 
oxygen level of 0.8 ppm in the reactor. In addition, to avoid 
air leakage into the reactor during gas handling, the sample 
lines were pressurized slightly above 1 atm with helium at all 
times. Another possible source of impurity oxygen was the 
ozone sample, which contained a maximum of 5% oxygen. 
Since the maximum ozone concentration was 7 ppm, the 
possible contribution of the oxygen concentration was, at 
most, 0.35 ppm. Therefore, the overall oxygen impurity in the 
reactor, with helium as the diluent, was estimated to be 0.5-1.0 
ppm.

Reactant mixtures of ozone and olefin in the ppm concen­
tration range were prepared by standard pressure-volume 
expansion techniques using calibrated sample volumes. The 
total pressure in the reactor was 760 Torr at 26 °C.

During the course of the reaction analysis, the ozone was 
monitored continuously with an NO/O3 chemiluminescence 
detector. 17 Olefins were analyzed gas chromatographically 
using a flame ionization detector and a stainless steel column 
(% in. X 12 ft) packed with DC 200 on Chromosorb W .9

Results

D a ta  A n a ly s is . The kinetics of the reaction of ozone with 
olefins were investigated under a wide range of reactant 
mixing ratios, and bimolecular rates for these reactions were 
determined under two different conditions. For the case of 
ozone decay in a large olefin excess, i.e., [olefin]/[O3] = 10-100, 
the data were analyzed using the pseudo-first-crder expres­
sion

d In [0 ;3]/di = — no3Molefin]o (I)

where [olefin]0 is the initial olefin concentration, k is the bi­
molecular rate constant, and n o3 is the stoichiometry, defined 
as the number of ozone molecules consumed for each primary 
reaction between ozone and olefin. Although the value of n o 3 
cannot be absolutely measured under these conditions, it can 
be determined whether its value remains constant.
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Figure 1. The decay of ozone as a function of ozone concentration in 
the presence of 10.8 ppm of propylene and 760 Torr of air.

Figure 2. First-order decay rate of ozone as a function of excess pro­
pylene at 299 °C and 760 Torr total pressure.

In experiments where the reactant concentrations were 
more nearly equimolar, both the olefin and ozone concentra­
tions change as a function of time, and the following integrated 
second-order equations were used for analysis:

In rcM' 2 = ~ n 0 3k  f  [olefin] dt (II)
[O3JM J t  1

In j°le[?njf2 = -n olefinfe P [ 0 3]dt (III) 
[olermjf, J t x

where [0 3 ],,, [0 3]t2, [olefin],,, and [olefin] t2 refer to the ap­
propriate concentration at times f 1 and t 2, k is the bimolecular 
rate constant, and n o 3 and no)(.fln correspond to the number 
of ozone and hydrocarbon molecules consumed for each pri­
mary reaction step.

TABLE I: Decay Rate Constants for Ozone in Excess 
Olefin (760 Torr of Air)

nh,
d ln O3/  1 0 ~ 17 cm3

[HC]o, [Os]o, di, molecule- 1
ppm ppm min- 1  s- 1

Ethylene (Air)
35.6 1.60 0 .1 0 2 0.19
70.6 1.40 0.204 0.19

105 1.25 0.301 0.19
109 1 .2 0 0.301 0.18

Av (0.19 ±  0.01)

Ethylene (Helium)
55 1.50 0 .2 2 1 0.27

105 4.0 0.436 0.28
105 6.0 0.361 0.23
107 1.5 0.422 0.27
160 1 .8 0.563 0.24

Av (0.26 ± 0 .0 2)

Propylene (Air)
5.40 0.35 0 .1 1 2 1.36
8.75 0.50 0.179 1.37

10.7 0.75 0 .2 1 0 1.34
10 .8 0.50 0 .2 0 1 1.25
10 .8 0.95 0 .2 1 0 1.30
10 .8 1.05 0 .2 1 1 1.31
10 .8 1.50 0 .2 1 2 1.32
1 1 .2 0.80 0.225 1.35
11.4 0.80 0.229 1.35
2 1 .6 0.70 0.414 1.28

Av (1.32 ± 0.03)

Propylene (Helium)
5.30 0.35 0.129 1.64
5.30 0.35 0.130 1.65

10 .2 1.0 0 0.254 1.67
10 .8 0.066 0.255 1.52
10 .8 0.80 0.274 1.70
10 .8 1.0 0 0.306 1.90
1 1 .0 0.15 0.261 1.59
17.5 0.80 0.411 1.57

100 10 .0 2.46 1.65
10 2 8.2 2 .6 6 1.75

Av (1.67 ± 0.10)

tr a n s -2-Butene (Air)
1.03 0.098 0.350 23.1
1.34 0.13 0.530 26.5
1.72 0.16 0.660 25.7
2 .0 1 0.098 0.820 25.3
2.06 0.26 0.796 25.9
2.06 0 .20 0.750 24.4
3.44 0 .20 1.45 28.2

Av (25.6 ± 1.5)

frans-2-Butene (Helium)
2.0 2 0 .20 0.821 27.3
2.06 0.15 0.884 28.7
2.06 0 .20 0.890 28.9

Av (28.3 ± 0.7)

E f f e c t  o f  0 2 o n  O z o n e  D e c a y  in  O le fin -R ic h  S y s te m s . The
effect of O2 on the ozone decay was first examined under
olefin-rich conditions, i.e., [olefin]/[0 3 ] == 1 0 - 1 0 0 , using both
air and helium as diluents. Some of the results, for propylene 
in air, are presented in Figure 1 . The ozone decay is always 
exponential, and over at least a 1 0 -fold range is independent 
of its own concentration. Both of these observations indicate 
that the stoichiometry n is independent of reaction time.
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TABLE II: Reaction of Equimolar Concentrations of Ozone and Propylene

t, min° [C3Hfi], ppm [03],ppm

[C3H6](. = 2.58 ppm, [O3]0 =
0 2.58 2.43
2.8 2 .2 2 2 .1 2

6.0 1.8 8 1 .8 6
10 .0 1.57 1.60
14.0 1.35 1.43
19.4 1 .1 2 1.24

[C3H6]o = 2.76 ppm, [0 3],
0 2.76 2.37
1.9 2.45 2 .0 1

3.8 2 .2 0 1.76
7.0 1.91 1.45

1 1 .2 1 .6 8 1.18
15.8 1.46 0.97

0 Zero time is taken as 1 min after initiation of mixing.

Pseudo-first-order rate constants were measured as a function 
of propylene concentration in air and helium (Figure 2). Over 
the propylene concentration range from 5 to 25 ppm, the 
values increase linearly in both air and helium. However, the 
slope of the line is larger in helium by about 30%. This suggests 
that there is a corresponding change in the value of n o 3. For 
the other olefins investigated, ethylene, and c is - and tr a n s -  
2 -butene, the ozone decay is qualitatively similar to that in 
Figures 1 and 2.

For the olefins studied the observed second-order rate 
constants, n o 3k , determined with eq I are presented in Table 
I, where the stated error limits are one standard deviation. The 
rate constants are larger in He than in air. The differences 
range from 1 1 % for the fastest reaction studied, i.e., tr a n s -
2-butene, to 35% for the slowest reaction studied, i.e., ethylene. 
The values obtained in air are in good agreement with previous 
determinations in this laboratory. 10

To examine the effect of O2 further, the second-order rate 
constants, n o 3k , for the propylene-ozone system were mea­
sured as a function of added O2, ranging from 600 ppm down 
to <1 ppm. These results are summarized in Figure 3. At O2 

concentrations as low as 50 ppm the value of n o 3k  is the same 
as that obtained in air, 1.3 X 1017 cm3 molecule- 1  s- 1  (all fu­
ture rate constants will be in these units). However, as the O2 

content is decreased further n o 3k increases to a limiting value 
of 1.7 X 10-17. For all 0 3 concentrations, the O3 decay showed 
good exponential behavior. Therefore, the ozone stoichiom­
etry, n o 3, increases as the O2 content of the system is lowered 
to the vicinity of 1  ppm.

E ffe c ts  o f  Oo a n d  R e a c ta n t  C o n c e n tr a t io n s  o n  th e  K in e t ic s  
o f  th e  O z o n e - P r o p y l e n e  S y s t e m  u n d e r  N e a r ly  E q u im o la r  
C o n d itio n s . Most of the data reported in this section were 
obtained under conditions where both propylene and ozone 
concentrations changed with time, and the integrated forms 
of the rate equation, eq II and III, were used for analysis.

The propylene-ozone system was chosen for the detailed 
study of the effects of O2 and reactant concentration on the 
kinetics because of its compatibility with the analytical 
techniques, i.e., for C3H6 and 0 3 at 1-5 ppm, the total reaction 
time is about 30 min, which allows sufficient time to sample 
the hydrocarbon concentration at least ten times. The much 
faster t r a n s - 2 -butene reaction would have required a con­
siderable decrease in initial reactant concentrations, with a

n o 3k n c 3H6k 

1 0 - 1 7  cm3 molecule- 1

_________________________________ A[C3H 6]/A [Q 3]

2.43 ppm, 760 Torr of Air
1.5 1.7 1.3
1.3 1 .6 1 .2
1.4 1 .8 1 .1
1.4 1.7 1 .2
1 .2 1 .6 1.3
1 .2 1 .6 1 .1

ppm, 760 Torr of Helium
2.2 2.0 0.8
2.1 1.9 0.9
2.0 1.9 1 .1

1.8 1.8 0.8
1.6 1.7 0.9
1.6 1.7 1.0

Figure 3. The effect of 0 2 on the measured bimolecular rate constant 
for the ozone-propylene reaction at 299 °C and 760 Torr total pressure 
of helium.

concurrent increase in experimental uncertainties, while the 
use of ethylene would have required much higher concentra­
tions for measurable decay to occur.

Kinetic data for the O3-C 3H6 reaction in air and helium are 
presented in Table II. For initial reactant concentrations of
2.5 ppm, both reactants decreased by ~50% after 16 min in air 
or helium. In air, the second-order rate constants for the decay 
of ozone and propylene, n o 3k and « c3h6̂ , 1-3 X 1C- 1 7  and 1.7 
X 10-17, respectively, were invariant with reaction time within 
the 10% experimental error. The stoichiometry ratio, 
A[C3He]/A[0 3 ] (hereafter A(C3H6/0 3)), equaled 1.3 ±  0.1. In 
helium the kinetic behavior of the reactants was different. The 
value of n o 3k  decreased by about 30% with increasing reaction 
time, whereas, for this particular run, the value of n c 3H6k  re­
mained constant at a value of (1.9 ±  0.2) X 1C-17. Thus, in 
helium the reaction stoichiometry n  (= n c 3He/ n o 3) varies 
slightly with time, with the change presumably occurring in 
the consumption of ozone.

Some representative air data, obtained under a wide range 
of conditions, are presented in Table III. The data cover a 
20-fold change in reactant ratio. Under all conditions n o 3k , 
n c 3Hek , and the stoichiometry ratio A(C3H6/0 3) do not vary 
with time and the average values are reported in Table III. The 
value of n C3H6k  does not change for any of the conditions in­
vestigated and its average value is 1.6 X 10-17. Similar results
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TABLE III: Kinetics and Stoichiometry of the 
Ozone-Propylene Reaction in 760 Torr of Air

[C3H6]0, ppm [O3] 0, ppm
A[C3H6]/

A[03]

riQ^k

1 0 - 1 7  cm3 
molecule- 1  

s- 1

2.06 8.27 0.9 1.7 1 .6

2.06 8.40 0.9 1 .6 1.5
2.06 4.00 1 .0 1 .8 1 .6

3.10 3.60 1 .1 1.4 1 .6

3.00 3.00 1 .2 1.4 1 .6

3.10 2.35 1.3 1.3 1.7
2.70 . 2.06 1 .2 1.3 1.7
5.00 2.06 1 .2 1.3 1.7
5.20 ■ 1.42 . 1.4 1.5 1.7
5.80 ; 1.14 1.4 1 .2 1.5

TABLE IV: Kinetics and Stoichiometry of the
Ozone-Propylene Reaction in 760 Torr of Helium

n o 3k °

A[C3H6]/ 1 0 - 17 cm3

[C:iHB], ppm [0 3], ppm a [o3] molecule 1 s 1

0.664 5.78 0.3 ± 0.1 7.8 1.7
1 .1 2 4.67 0.4 ±0.1 5.3 2 .1

1.69 2.37 0.6 ± 0 .1 4.0 2.4
2.76 2.37 0.9 ± 0.1 2.6 1 .8

10.4 0.438 1 .0  ± 0 .2 1.8 1.8

0 The ozone decay rate constants are time dependent. See 
text. y-

were obtained for both the stoichiometry ratio and n o 3k  in 
propylene-rich as well as slightly ozone-rich systems. The 
average values are 1.3 for the stoichiometry ratio and 1.3 X 
10” 17 for n o 3k . Therefore, n o a and nc3H6 are invariant over the 
range of conditions, and their ratio, nc3H6/ n0 3, is 1.3. In 
ozone-rich systems the value of n o 3k  increases to 1.7 X 10- 1 7  

and the measured stoichiometry decreases to about 1.0. The 
insensitivity of nc3H6̂  to reaction conditions shows that the 
propylene stoichiometry does not change in air. However, no3 

increases when the system changes from propylene-rich to 
ozone-rich. This is in agreement with previous data obtained 
in this laboratory although in that case sufficient data were 
not available to delineate the trend.

Data obtained in helium for [C3H6]o/[03]o = 0.1-20 are 
presented in Table IV. The average value for n c3h6& is (2.0 ± 
0.4) X 10-17. The measured stoichiometry ratios decrease from
1.0 in propylene-rich systems to about 0.3 under ozone-rich 
conditions, and although the experimental uncertainties are 
high in the ozone-rich systems, the measured stoichiometries 
increase with reaction time. The values for n o 3k  in ozone-rich 
systems decrease with reaction time by as much as 35%. The 
values of n o 3k  in Table IV are taken from the initial stages of 
the reaction, and the values of n o 3k  and A(C3He/03) thus show 
that the value of n o 3 increases rapidly with the increase of
[Osh

The change of no 3k  over the course of the reaction is illus­
trated in Figure 4, as a function of reactant ratio, [C3H6]/[03]. 
The circles connected by lines represent single runs, and in 
all cases the value of n o 3k  decreased with reaction time. The 
squares represent data from Table I, where a large propylene 
excess was used. Over the range of conditions surveyed n o 3k

Figure 4. The bimolecular ozone decay rate constant as a function of 
reactant ratio at 299 °C and 760 Torr total pressure of helium. The 
squares represent data from Table I. The circles connected by lines 
represent individual runs, some of which are detailed in Table IV.

decreased from a value near 7.8 X 10- 1 7  under ozone-rich 
conditions to a limiting value near 1.4 X 10- 1 7  in a large pro­
pylene excess. This variation of a factor of 5.5 is a direct 
measure of the change of the ozone stoichiometry, n o 3, as ai 
function of experimental condition.

Discussion

The data presented in the preceding section demonstrate 
that the reaction of ozone with olefins, as a function of O2 

concentration, involves varying degrees of secondary con­
sumption of both ozone and propylene by reaction interme­
diates. The results can be explained in terms of a minimum 
of two intermediates, only one of whose secondary reactions 
are quenchable by molecular oxygen. The intermediates are 
formed either in the primary reaction between ozone and 
propylene or through a series of experimentally indistin­
guishable primary and secondary reactions. A simplified 
mechanism to account for the major features of the observed 
propylene data is postulated below.

0 3 +  C3H6 -* •  a iR i +  012R2 +  P i (1 -  « i  — « 2 ) 

k l =  1.3 X 10-17 « 1  =  « 2  =  0.3
(1)

R i +  R j - *  P 2 k 2 =  3 X 10-12 (2 )

R i +  0 3 —  P 3 k 3 =  1 X 10-u (3)

R i +  C3H 6 -  P4 k 4 =  1 X 10-13 (4)
R 2 +  0 2 - *  P 5 k 5 = l X  10-14 (5)

R 2 +  0 3 - >  P 6 k 6 =  2 X 10-1Z (6 )

R 2 +  C3H 6 - P 7 k n <  3 X 10-16 (7)

Ri and R2 are the intermediate species and the various P, ’s
are the products (stable or metastable) of the reactions of 
these intermediates with propylene and ozone.

The rate constants were obtained by fitting the data in 
step-by-step fashion through numerical integration of dif­
ferential equations representing the pertinent chemical re­
action,3-18 as illustrated in the detailed discussion below.

E f f e c t  o f  O 2 o n  th e  K in e t i c s  o f  O z o n e  D e c a y . The present 
results in air, i.e., exponential ozone decay that is a linear 
function of olefin concentration (Figures 1 and 2 ), and the 
calculated values of the second-order rate constants, n o 3k
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Figure 5. Numerical modeling of ozone decay data to obtain a value 
for the rate constant fc6: [O3] 0 =  2.0 X 10“ 1 ppm, [C3H6]o = 10 ppm; 
[0 2] =  1.0 ppm. The points are the experimental data and the lines are 
the computer fits to the data for specific values of k6: line A, k6 > 2 X 
10-12 cm3 molecule-1 s-1 ; line B, k6 = 1 X 10-12; line C, k6 =  1 X 
10-13.

(Table I), are in excellent agreement with previous results 
from this laboratory9-10 and other literature data obtained 
under similar conditions.8

The observed effect of [O2] (Table I and Figures 2 and 3) 
has not previously been investigated for these reactions at low 
reactant concentrations and at atmospheric pressure. In the 
cases of the three olefins for which an 0 2 effect has been ob­
served, the removal of O2 leads to an increase in the measured 
second-order rate constant, and the magnitude of the increase 
is a sensitive function of [O2] below 50 ppm. These results 
suggest an increase in u q 3 at low [02]. These results can be 
explained by reactions 1 and 5-7, where 0 2 acts as a scavenger 
of the ozone destroying intermediate, reaction 5.

Values for k 3 and kg can be obtained from the data in Figure 
2, where n f^ k  = 1.3 X 10- 1 7  and n o3k = 1.7 X 10- 1 7  on the 
assumption that the value of riol =  1 . Reaction 6 is required 
to explain the increased rate of exponential O3 decay in the 
absence of 0 2. To satisfy this condition k e must have, as a 
lower limit, a value of 2 X 10- 1 2  (Figure 5). For the value of 
riQ^k to increase only 30% over the value in air, the efficiency 
of R2 production by reaction 1 must also be limited to 30%, i.e., 
a 2 = 0.30. The value of k 3 can be determined directly from the 
effect of O2 on the system (Figures 2 and 3). The upper limit 
for [02] present in the He system is 1 ppm. For this concen­
tration of 0 2 n o 3k  = 1.7 X 10-17, and an upper limit for k$ = 
1 0 -1 4  can be derived (Figure 6 ). A similar evaluation of k 3 from 
the data in Figure 3 gives a consistent value of ft 5 within a 
factor of 3. The present data do not provide any indication 
concerning an oxygen quenchable consumption of propylene 
by secondary intermediates, reaction 7. However, it is possible 
to obtain an upper limit for fc7 of 3 X 10-16.

Reactions 1 and 5-7 and their derived rate constants ade­
quately explain all the exponential ozone decay data. There 
is no need to include the possibility of ozone regeneration215 

through a sequence of reactions involving

C3H6 + O3 -*  RO2 + • • • (10

Figure 6 . Numerical modeling of ozone decay data to obtain a value 
for the rate constant k5: [O3] 0 = 8.0 X 10-1 ppm, [C3H6]0 =  17 ppm, 
[0 2] =  1.0 ppm. The points are the experimental data and the lines are 
the computer fits to the data for specific values of ks: line A, ks < 1 X 
10-14 cm3 molecule-1 s-1 ; line B, k5 = 3 X 10-14; line C, ks = 1.5 
X 10-13.

R02 T O2 * O3 + RO (8 )

In fact, if reaction 8  were important, the ozone decay rate 
constant, n o 3k in Figure 3, should have decreased as the [02] 
in the system was raised above 50 ppm.

E f f e c t  o f  R e a c t a n t  C o n c e n t r a t io n  o n  th e  O z o n o ly s is  K i ­
n e tics . The data obtained in the absence of 0 2 as well as under 
ozone-rich conditions in air (Tables III and IV) are consistent 
with secondary consumption of both ozone and propylene.

Under these conditions the kinetic behavior of both reac­
tants can be readily explained in terms of the generalized 
mechanism encompassing reactions 1-7. The decrease of n o 3k  
with increasing reactant ratio ([CsHeJ/tO.̂ ] in Figure 4) can 
be explained by competition in the removal of R3 by ozone and 
propylene, i.e., reactions 3 and 4. This is further substantiated 
by the fact that A^Hs/CU) (Table III) decreases with in­
creasing [O3]. The values for £ 3  and k 4 which best fit all the 
data are shown with the mechanism. Reaction 2 is included 
as a regulator of the Rj intermediate and prevents its too rapid 
growth in the mathematical iteration of the mechanism. The 
value of fe2 was chosen to be consistent with the assumed rate 
constants for reactions involving alkoxy radicals. 16-19 As the 
choices of k 3 and ft4 are dependent on the selected value for 
ft2, the ratio k j k 3 re 1 0 1 is more significant than the absolute 
values for these rate constants. The value of 03 (reaction 1 ) 
= 0.3 was required to give maximum values of n o 3k  and nc3H6k 
of 1.7 X 10-17.

For helium, the effect of reactant concentration on the 
reactant decay kinetics (Table IV and Figure 4) is of such 
complexity as to render any discussion of it in terms of a 
simplified mechanism of little value. However, it is possible 
to draw some important conclusions about the initial ozone- 
olefin reactions from these data.

With the earlier assumption that n o 3 = 1 in air in large 
olefin excess, the stoichiometry data can be summarized as 
in Table V, where the first and third columns are carried over
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TABLE V: Summary of Reaction Stoichiometries in the 
Absence of Air and Olefin Excess

A[C3Hfi]

n o .,k (X  10 1‘ ) n o :. A[Oa] noj hc3h6

7.8 6.0 0.3 1 .8

5.3 4.1 0.4 1.7
4.0 3.1 0 .6 1.9
2.1 1 .6 0.9 1.5
1.8 1.4 1.0 1.4

Air 1.3 1 .0 ° 1.3 1.3

0 With this assumption the bimolecular rate constant for O3 

+ C.iHf; is 1.3 X 10-17. This is used to calculate the values of iioj 
in column 2 .

from Table IV. It is apparent from the values of n o 3 and nc3H6 

that as the amount of ozone in the system is increased, the 
reaction of ozone with propylene becomes increasing complex 
and takes on the character of a short chain with no3 as high 
as 6  molecules consumed for each primary reaction.

The variation of rio3k as a function of a 2000-fold change 
in reactant ratio in helium is plotted in Figure 4. Although the 
behavior is complex, there is a clear trend toward a limiting 
value of n.Q3k  =  1.4 X 10- 1 7  as the reactant ratio increases. 
This is an indication that the excess ozone consumption is 
being limited by propylene, presumably through a competing 
reaction such as reaction 7, and that if the reactant ratio is 
increased further, the lower limit of n o 3k , i.e., no3 = 1 » will be 
reached.

Such an experiment is not feasible with the current appa­
ratus although this has been done in some low pressure flow 
tube experiments carried out in this laboratory20 where 
reactant ratios as high as 105 were used ([Osjo = 4.0 X 10- 3  

ppm, [C;)Hg]o = 4.0 X  1 0 2 ppm). The same limiting value for 
n o 3k was obtained, while the effect of O2 was eliminated. The 
latter observation demonstrates that any reactions involving 
intermediate species occur only with propylene, while the 
former indicates that the bimolecular rate constant, k , is 1.3 
X  10-17, the value of n o 3k obtained in air in propylene excess. 
Therefore, n o:l = 1.0 as previously assumed.

It should be mentioned that the time dependence of n o 3k  
in helium, as demonstrated in Figure 4, can be explained if the 
decrease of no:) with time is accompanied by an increase in the 
value of the reaction stoichiometry. The latter is probably the 
case, although the magnitude of the effect, ~ 2 0%, is compa­
rable to the uncertainties associated with the measurement 
of reaction stoichiometries in ozone excess in helium (see 
Results section).

It is very tempting at this point to speculate on the nature 
of Ri and R2 and the various other products formed in reac­
tions 1-7. This has been the subject of a number of recent 
investigations, both theoretical21 and experimental, 15'16 and 
a large number of intermediate radical species and stable 
products have been observed at low pressure. A detailed dis­
cussion of the ozonolysis of ethylene at reactant pressures in 
the 0.1 Torr pressure range has recently been published, 16 and

although the results are qualitatively similar to those reported 
here, detailed speculation concerning the mechanism of pro­
pylene ozonolysis would be premature in the present case until 
detailed product analyses accompany the kinetic investiga­
tions, or are obtained separately under otherwise identical 
experimental conditions.

Conclusion

The kinetics of the ozone-olefin system have been investi­
gated as a function of a number of experimental variables at 
atmospheric pressure. In large olefin excess, the ozone decay 
is exponential and is dependent on the oxygen content of the 
system below 50 ppm. Under all conditions there is secondary 
consumption of propylene in the ozone-propylene reaction, 
while in ozone-excess with no O2 present, secondary con­
sumption of ozone becomes very important. Investigation of 
the ozone kinetics as a function of reactant ratio in helium 
shows that a limiting value for the ozone decay rate constant 
is obtained in large propylene excesses. The available data 
indicate that this value, which equals the value of the rate 
constant obtained in air in propylene excess, i.e., 1.3 X 10- 1 7  

cm3 molecule- 1  s-1, is the bimolecular rate constant for the 
gas-phase ozone-propylene reaction. Therefore, bimolecular 
rate constants for ozone-olefin reactions can be directly de­
termined from ozone decay in air in a large olefin excess.
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Isotope Effects in Hot Atom Abstraction Reactions

Hot H and D (H* and D*) reactions with ethane were studied in Br2 scavenged systems using HBr and DBr 
as photodissociation hot atom sources. Quantum yields for the abstraction reactions of H* + C2Dfi and H* 
+ CH3CD3 were determined at an initial hot atom energy E-x =  1.6 eV, and found to be in good agreement 
with previous yields determined by the integral reaction probability method. Abstraction isotope effects for 
H* and D* + CH3CD3 were determined over the range E , = 1.1-2.9 eV, in 94% ethane systems. With H* + 
CH3CD3 the H2/HD product ratio increased from 2.4 ±  0.1 at 1.1 eV to 2.8 ±  0.1 at 2.9 eV, whereas with D* 
+ CH3CD3 the HD/D2 product ratio was approximately constant with change in E lt 2.0 ±  0.1 at 1 .6  eV and
1.9 ± 0.1 at 2.0 and 2.9 eV. In mixtures with a large mole fraction of Br2 to scavenge low energy atoms the iso­
tope effects at E\ = 2.9 eV increased to 3.1 ±  0.1 for H* + CH3CD3 and 2.8 ±  0.4 for D* + CH3CD3. These re­
sults, taken together with a previous determination of the abstraction isotope effect in the T* + CH4-CD4 

system at 2.9 eV, give a consistent trend favoring H over D abstraction, with the H/D isotope effect increas­
ing with decreasing hot atom mass. It is concluded that both the H/D preference and the hot atom mass ef­
fect can be understood in terms of inertial considerations and that a zero point energy effect may also con­
tribute to the H/D preference.

Introduction

The study of high energy H*, D*, and T* atom reactions 
in thermal substrates has provided a large amount of infor­
mation on the high energy reactivity of these atoms above 
threshold. High energy hydrogen atoms can be generated in 
thermal substrates using nuclear recoil and photodissociation 
methods. The most extensive work has been with T* gener­
ated in the 3He(n,p)3T* nuclear reaction, producing T* atoms 
with 1.9 X 105 eV of recoil kinetic energy. 1 -2 The recoil T* 
atoms are moderated down to about 103 eV below which they 
begin to form chemical bonds via abstraction and displace­
ment reactions. A substantial fraction are thermalized without 
reaction, showing that recoil T* atoms sample the entire re­
active energy range down to the reaction threshold energy 
E 0.

In the photochemical studies hydrogen halides have been 
photodissociated via repulsive excited states. Use of mono­
chromatic radiation produces hydrogen atoms with known 
initial kinetic energy E\. By varying the choice of hydrogen 
halide and photodissociation wavelength hydrogen atoms can 
be produced over a range of E , and their reactions studied 
within energy bands E 0 to E\. In this way H*, D*, and T* re­
actions have been studied over the E\ region 0.6-3.6 eV.

Both the nuclear recoil and photodissociation thermal 
substrate methods have been conveniently referred to as “hot 
atom chemistry”. The term “superthermal atom chemistry” 
would be more appropriate to indicate the presence of a su­
perthermal eollisional energy distribution rather than a 
Boltzmann thermal energy distribution. Atoms generated with 
high kinetic energy in thermal substrates attain a superther­
mal energy distribution determined by the reactive and 
moderating collisions occurring in the substrate medium.3 3 

It has therefore not been possible to study reactions within 
a narrow band of collision energies using hot atom thermal 
substrate techniques. In spite of this limitation, the variety 
of broad-band integrated data available has provided suffi­
cient information to permit the testing of phenomenological 
models of high energy reaction mechanisms.

A number of features of hot atom reactions have also been

studied by quasiclassical trajectory calculations. With theo­
retical reaction cross section and moderating functions the 
Porter integral reaction probability equation3 can be used to 
calculate reaction yields as a function of E\. In the most 
elaborate such theoretical study to date Raff6 has obtained 
good to excellent agreement with most of the experimental 
data for the T* + (CH4,CD4) systems.

Chou and Rowland7 studied T* + (CH4,CD4) mixtures and 
found an H/D abstraction isotope effect of 1.7 ± 0.3 at E } =
2.8 eV. Hong and Mains8 studied the H/D abstraction isotope 
effect for H* with a maximum £; of 1.8 eV. Isotope effects of
5-8 favoring H abstraction over D were found. The authors 
noted that such large values are closer to those expected for 
thermal hydrogen atoms than for H* atoms well above the E 0 
of about 0.5 eV.5 In an integral reaction probability study of 
H* and D* abstraction yields with C2-C6 hydrocarbons in this 
laboratory9 an abstraction “composite isotope effect” for (D* 
+ RH)/(H* + RD) of 2.2 ± 0.3 was found for the C2-C 4 hy­
drocarbons over the E\ range 1.1-2.9 eV. Whereas the other 
isotope effects were determined in a single substrate medium, 
the study of ref 9 employed different media (e.g., D* + C>H6 

vs. H* + C2D6). It was concluded that the composite isotope 
effect was nevertheless mainly due to reactive rather than 
moderating effects. The theoretical results of Raff’ support 
earlier evidence1-9 for the generalization that in hot hydrogen 
atom-hydrocarbon systems moderator effects on r e la t iv e  hot 
atom yields are small compared to reactive effects.

The purpose of the present study was to determine the H/D 
abstraction isotope effect for H* and D* reacting with 
CH3CD3 over the E x range of 1.1 2.9 eV. HBr and DBr were 
used as the photodissociation hot atom sources. In order to 
determine the abstraction isotope effects from the H2/HD and 
HD/D2 product ratios it was necessary to eliminate or other­
wise take account of the H2 and D> resulting from H + HBr 
and D + DBr reactions. This was accomplished by carrying 
out the reactions in mixtures having Br2/HBr or Br2/DBr 
ratios of about 5. Under these conditions Br2 acts as the 
principal H or D atom scavenger, reducing the H2 and D2 

products from reaction with the source to small, correctable 
levels.
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Experim ental Section

A. P h o to ly s i s  a n d  A n a ly s is  M e th o d s . The equipment and 
procedures used in this series of experiments have been de­
scribed previously.9 Hot H and D atoms were produced with 
known initial energies by photolyses of HBr and DBr at var­
ious wavelengths. Quartz photolysis cells of 2.40-cm i.d. di­
ameter by 10 .0  cm length fitted with Suprasil quartz windows 
and Pyrex stopcocks greased with Kel-F 90 were used for all 
photolyses. Low-pressure metal vapor lamps were used to 
obtain lines in the desired spectral range as follows: Hanovia 
Hg lamp with Suprasil quartz window (185 nm), Phillips Zn 
lamp (214 nm), Phillips Cd lamp (229 nm), and the Hanovia 
Hg iyr General Electric U tube Hg germicidal lamp (254 nm). 
Details on minor line emissions from these lamps are given in 
ref 9. The filters used to remove minor line emissions were 
Vycor with the 254-nm source, an interference filter with the 
229-nm source, and hexafluoroacetonimine (HFAI) with the 
185-nm source. 10 The 214-nm source was used without a filter. 
It was found that 1 atm of HFAI in a 1-cm filter cell became 
opaque within 5 h when exposed to a low pressure mercury 
lamp providing 1 X 1014 quanta/s at 185 nm and 2.6 X 1015 

quanta/s at 254 nm. However 65 Torr of HFAI in a 10-cm cell 
was stable during experiments totaling 50 h of irradiation 
time, and thereafter 1 0 -cm filter cells were used.

The initial hot atom laboratory translational energies in 
electron volts may be calculated, assuming ground state Br 
formation, 11 from the relationship

E - ,=  ^ ^ i ^  + £ rot(A B r)-D 0o(ABr)l (1 )
"lABr L X J

where m  is the atomic or molecular mass, A is H or D, X is the 
photolysis wavelength, D o° is the dissociation energy from the 
ground state, and E wl is the average rotational energy. All the 
photolyses were carried out at room temperature (23 ±  1 °C) 
where the average vibrational ABr energy anjl A translational 
energy associated with ABr motion are negligible. Taking D { ° 
values of 3.75 eV for HBr and 3.80 eV for DBr, 12 the initial A 
atom energies in eV for 254, 229, 214 and 185 nm are respec­
tively 1.14,1.67, 2.04 and 2.94 for H atoms and 1.08,1.60,1.97 
and 2.86 for D atoms.

For isotope effect product analysis, (Ho,HD) and (HD,D2) 
standard mixtures were made up and used to calibrate the 
mass spectrometer. The mixtures were prepared to within 1% 
Ho/HD or HD/Do ratio accuracy. Different standards gave the 
same sensitivity ratio on the mass spectrometer within ex­
perimental error (± 1 %).

For quantum yield determinations an HBr actinometer was 
run before and after each sample photolysis, and the average 
of the two experimental intensities used to calculate the 
quantum yield. Actinometers were run with a minimum HBr 
pressure of 10 Torr in 10-cm cells. Percent HBr decomposi­
tions were < 0 .6% giving intensities approximately 1 % low due 
to Br̂  scavenging. Agreement between actinometer intensities 
was usually excellent, within 3%. Quantitative analysis of the 
Ho actinometer product and Ho and HD products in the hot 
atom-hydrocarbon quantum yield determinations was ac­
complished using internal standard techniques. Ne was used 
as the internal standard, and to avoid spurious contributions 
to the 20Ne peak, the 22Ne peak was used for analysis. Ne/H2 

and Ne/H2/HD standard mixtures were used to calibrate the 
mass spectrometer for relative sensitivities before and after 
each product analysis. A known amount of Ne was added to 
the Ho or Ho/HD products and the resulting mixture analyzed 
to give the absolute amounts of H2 and HD. No sensitivity 
ratio variations in the mass spectrometer were detected during

an analysis sequence within the experimental precision of
± 1 %.

B. R ea g e n ts . DBr, C2Ds, and CH3CD3 were purchased from 
Merck Sharpe and Dohme. No uv absorption was detected in 
the degassed CH3CD3 down to 175 nm, but when the reagent 
was combined with prepurified Br2 a strong absorption 
peaking around 2 0 1  nm was noted. The absorbance was 
identified as ethylene dibromide formed by the addition of 
Br2 to ethylene. Assuming complete addition of Br2, the 
CH3CD3 was estimated to contain 0.6% ethylene. To eliminate 
this impurity, the CH3CD3 was treated with Br2 and then 
distilled twice in vacuo from —112 to —196 °C. The distillate 
was treated with NaOH pellets to remove possible HBr and 
DBr produced by the reaction ethylene + Br2 —1- ethylene 
bromide + hydrogen bromide, and then distilled again under 
the same conditions. Following this procedure, no uv ab­
sorption was detected in the CH3CD3 with or without added 
Br2.

Isotopic purity analysis by infrared spectroscopy gave 2.8 
atom % H in the C2Dfi. The C2D6 was also found to contain 
0 .1 % ethylene by the method described above, and this im­
purity was not removed.

Isotopic purity checks were performed on the DBr by 
photolyzing it in the pure state under identical conditions with 
each mixture photolysis. Effective isotopic purities as deter­
mined by the H2/HD/D2 ratio in the photolysis products were 
in the 96-97% range.

Research grade C2Hg from Phillips was degassed and used 
without further purification. No uv absorption was detected 
under experimental conditions.

Difficulty was encountered in obtaining bromine without 
impurity absorption bands in the ultraviolet. Research grade 
Br2 was degassed and distilled in vacuo from 0 °C through a 
trap at —23 to —196 °C, the first half of the Br2 in the —196 
°C trap being retained. This procedure was repeated three 
times until no further improvement in the uv absorption could 
be attained. Two weak absorption bands in the 190-195-nm 
range were still observed, and judged to be impurity absorp­
tions. Optronic grade Br2 was then obtained from Alfa Inor­
ganics in a sealed ampoule. This was vacuum distilled from 
-23 °C through a trap at -23  to -196 °C twice, each time 
retaining the fraction in the second —23 °C trap. The resulting 
Br2 did not have the impurity bands, and gave a strong ab­
sorption beginning about 180 nm, attributed to Br2. Molar 
extinction coefficients were 5 cm- 1  M - 1  at 214 nm and 2.3 
cm- 1  M_1 at 185 nm.

H2, HD, and D2 were used to make standards for product 
analysis on the mass spectrometer. High purity H2 and re­
search grade D2 were obtained from Matheson. The H2 was 
purified by diffusion through a palladium thimble. The only 
detectable impurity in mass analysis was 0.3% air. The D2 was 
found to contain 0.16% air. HD from Merck Sharp and Dohme 
was found to contain 0.5% air, 0.8% D2, and 1.0% H2.

C. R e a c t io n  S y s tem s . The object of the present experiments 
was to effectively eliminate hot and thermal atom reactions 
with the photolytic source (HBr or DBr), so that the observed 
H2/HD or HD/D2 ratios could be directly related to the hot 
atom abstraction rates with CH3CD3. This was accomplished 
by running the reactions with bromine in excess of hydrogen 
bromide: typical Br2/hydrogen bromide ratios were 5. The 
important reactions are listed below for H atoms. The reaction 
scheme is equally valid for D reactions with the appropriate 
notation changes

HBr + h v  — H* + Br (2)
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H* + RD — HD + R 

H* + RH — H2 + R 

H* + HBr — H2 + Br 

H* + Br2 — HBr + Br 

H* + M —► H + M 

R + Br2 —*■ RBr + Br 

Br + Br + M —► Br2 + M 

H + HBr — H2 + Br 

H + Br2 —*■ HBr + Br2

(3*)

(4*)

(5*)

(6 *)

(7*)

(8 )

(9)

(5)

(6 )

Hot atoms are considered to be those with translational 
energies above the threshold for reactions 3 and 4. Atoms 
which are moderated below this energy (without asterisks) are 
assumed to be “quasithermal”, with energy distributions 
which are higher than Maxwellian, but insufficient for reaction 
with the hydrocarbon. The percent decomposition of the hy­
drogen bromide was not a critical factor in these experiments, 
in contrast to earlier ones,9 since Br2 was added as the scav­
enger. Hydrogen bromide percent decompositions were <1%. 
Photolysis of the ethyl bromide products under the conditions 
employed would not be important at percent decompositions 
an order of magnitude higher than those used. All the exper­
iments were carried out at room temperature.

In order to establish the scavenging efficiency of the Br2, 
the photolysis cell was filled with 1000 Torr of CH3CD3 and 
10 Torr of HBr, and phot.olyzed at 229 nm. This produced a 
small average Br2 concentration in the photolysis products. 
After the H2 and HD products had been removed additional 
Br2 was added to the cell and the photolysis repeated. The 
H2/HD product ratio was determined in this way as a function 
of the Br2/HBr ratio. The results are shown in Figure 1 . For 
Br2/HBr > 3, the H2/HD ratio was constant within experi­
mental error, indicating that under these conditions H2 pro­
duction by reaction with HBr was small compared to that from 
hot reaction with the CH3CD3.

Experiments were run to determine the quantum yields for 
H2 and HD in systems where pressures in Torr of HBr/Br2/  
ethane were 10/30/1000 or 10/50/1000. Measurable amounts 
of H2 and HD were found to be produced without the HBr, 
due to reactions resulting from Br2 light absorption. To correct 
for Br2-induced H2 and HD, the Br2/ethane system was first 
photolyzed without the HBr and the products measured. HBr 
was then added and the photolysis and analysis repeated. The 
uv absorbance of the cell, the cell with Br2, and the cell with 
Br2 and HBr was measured before and after each photolysis 
at the photolysis wavelength on a Cary 10 spectrophotometer, 
and the resultant absorbances of the contents, Ab^ and Ahbi-> 
used to correct for Br2-induced H-, and HD. HBr actinometers 
were run before and after each photolysis of the ethane system 
to determine the light intensity absorbed by the HBr and Br2 

in the hot atom experiment. The product yield and actinom- 
eter data taken together provided quantum yields for hot atom 
H2 and HD production. Since the major interest in this work 
was to obtain competitive isotope abstraction ratios for hot 
H and D atoms, most of the data was taken without acti- 
nometry and the calculation of quantum yields. Otherwise the 
procedure was as described above.

Results

A. Q u a n tu m  Y ie ld s . Experiments were performed with 
Br2/HBr > 5 in order to minimize the H2 formation from re­

Figure 1. Scavenging efficiency of Br2 vs. HBr for 1.6 eV H* +  
CH3 CD3 .

action with HBr. 13 The uncorrected experimental quantum 
yield data are given in Table I. All quantum yields in Tables 
I and II are expressed in percent for convenience; 100% cor­
responds to an absolute quantum yield of unity. Correction 
to the primary data must be made for both the effect of in­
duced H2 and HD yields by Br2 and for the small amount of 
H2 produced by HBr scavenging of H atoms.

To make the corrections for the Br2-induced yields, we first 
write for the total experimental rate fi and total absorbed light 
intensity I

R -  -Rhbf + R bt-i.

I  = ĤBr + /Br2

(1 0 )

where R  is the rate of formation of either H2 or HD, R hbt is 
the rate due to HBr, fier2 is the rate due to Br2, /nBr the light 
intensity absorbed by HBr, and I b T2 the light intensity ab­
sorbed by Br2. The experimental quantum yields are given 
by

R R HRr T R Br2_  B HBr + R rt2 
<AîXpt j  / HBr 4. / Rt2

R  Br2 is calculated from fiBr2 = v’Br/Brj. where <fBr2 is the 
product quantum yield measured in photolysis of the Br2/  
ethane system. I b T2 ln the HBr/Br2/ethane system is calcu­
lated from the expression

A Br2
1 Br2

- c - )  / o ( l -  T ).  (1 2 )
'̂ 4 HBr + ABr2/

where A = eel is the Beer’s law absorbance, I q, is the light in­
tensity entering the reaction cell as determined by actinometer 
experiments, and T  is the transmittance of the cell contents. 
The quantum yield corrected for the effect of Br2-induced 
yield is then given by

CYv ;J  fi Br2fi HBr

ĤBr
(13)

The iff values for the data of Table I are given in Table II.
The correction for H atom scavenging by HBr is approached 

by considering the H2 yield in the C2D6 system (Table II). We 
define the first-order value of the istope effect as [ ¡p 'u j  
‘7'hd]ch3cD3- T° make the HBr scavenging correction let H2(e) 
be the hydrogen from hot atom reaction with the ethane, and 
H 2(s) be the hydrogen from reaction with the hot atom source, 
HBr. The ratio of H/D abstraction from the perdeuterated
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TABLE I: Uncorrected H2 and HD Quantum Yields for H* + Ethane at E-x = 1.6 eV

Run Ethane HBr/Br2/ethane, Torr pn2, % IPHD, % <ph2/<ph d Comments

6 C H ;C D 3 0/33.8/1372 0.93 0.31 3.0
7 ch3cd3 11.3/58.1/1017 9.03 ± 0.50 3.32 ± 0.30 2.73 ± 0.10 a

8 CH3CD3 11.5/58.5/995 8.67 ± 0.60 3.18 ± 0.20 2.73 ±  0.02 a

9 c 2D6 11.7/56.1/1018 1 .8 8  ± 0.08 6.25 ± 0.37 0.30 ±  0.01 a

10 c2d6 0/56.6/1027 0.63 0.69 0.91

0 Averages of duplicate runs. Errors in quantum yields give the range of results. Errors in ratios give the range of quantum 
yield experimental ratios.

TABLE II: Corrected H2 and HD Quantum Yields for H* + Ethane at E { = 1.6 eV

Run Ethane </h2,° % y/HD,°% ‘p'h 2/,p'h d V’ H.ie) , 6 % <P,H2(e)/<i,/HD

7 CH3CD3 17.0 6.27 2.71 15.2 2.42
8 CH3CD3 16.2 5.97 2.71 14.3 2.39
9 C2De 3.04 11.4 0.23 0.79 0.07

° Data of Table I, corrected for Br2 light absorption and Br2-induced yields of HD and H2. 6 Hot atom H2 yield with ethane after 
correction for H2 from reaction with HBr.

ethane can be calculated using the first-order value and the 
isotopic purity. In the present case the perdeuterated ethane 
contained 2.8 atom % H, giving

T <?'H2( e ) - M l
L <p'H D  .Jc2d6 97.2 |L^hdJch3cd3

With a first-order value of 2.71 (Table II), [«pi^ V / hd] = 
0.078 and ^H2(e) = 0.078<p'hd = 0.89%, where (p'uo = 11.4% 
in the C2D6. The total hot atom quantum yield for reaction 
with the perdeuterated ethane is given by <p'hd + 4 H2(e) = 
12.3%: The remainder reacts with HBr and Br2, iph2(s) + î>Br2 
= 87.7%. The quantum yield for reaction with HBr is v?h2(s) 
=  ^ h 2 ~  <m2(e) = 3.04-0.89 = 2.15%, giving <p b T2 = 85.6%. The 
ratio î Br2/<m2(s) is given by

<PBr2 =  fe6*(Br2)
^ 2(s) fe5*(HBr)

In the C2D6 system (run 9) /e6*/&5* is found to be 8.3. Since 
there is no significant difference in the per bond D abstraction 
yield in C2D6 and CH3CD3 it was assumed that the hot atom 
energy density distribution in the C2D6 and CH3CD3 systems 
was nearly the same, giving the same k e * /k e *  ratio for the two 
systems. Using this ratio and the experimental quantum 
yields, <ph2(s) in the CH3CD3 system can be calculated, giving 
the corrected hot atom quantum yield iff H2(e), and the sec­
ond-order corrected hot atom abstraction isotope effect 
/H 2(e)/^,HD- Iteration changed only ^^(e) for the C2D6 sys­
tem, run 9. The final results are given in Table II.

B. Y ie ld  R a tios  fo r  H *  + C H 3C D 3. Following the quantum 
yield work on the H* + CH3CD3 and H* + C2D6 systems at
1.6 eV initial energy, actionometry was discontinued and only 
yield ratios were determined. For each run, the rate of for­
mation of H2 and HD was measured with and without the 
presence of HBr. Correction for the Br2-induced yields was 
made using the equation

«HBr = R  -  «Br2 = «  ~ R 'b  r2 ( ~ )  (16)
V Br2/

where R 'b r, is the Br2-induced rate in the Br^ethane mixture, 
f 'B n  the fraction of light absorbed by Br2 in this mixture, and 
/ Br2 the fraction of light absorbed by Br2 in the HBr/Br2/  
ethane mixture.

Equation 16 assumes a constant light intensity over the 1-3 
h time required for the two rate determinations with and

without HBr. Experience with the light sources showed that 
their intensity was constant to within a few percent variation 
over a period of 3 h under the conditions used.

For the correction for H2 due to reaction with HBr, the 
first-order isotope effect and [H2,(e)/HD/]c2D6 were first cal­
culated as described above. The ratio of H2(s) to HD is given 
by14

H2(s)~| _  [~ H2 H2'(e)~l _ fc5*(HBr)
HD Jc2d6 LHD HD' Jc2d6 /e3*(C2D6)

(17)

where k 3* here refers to the hot atom rate coefficient for ab­
straction from C2D6. Assuming that the rate coefficient for 
abstraction of D from CH3CD3 is half of that for C2D6, we 
have

[ H2(s) ] 2fe5*(HBr)
L HD J CH3CD3 £3*(CH3CD3) 1

The second-order corrected isotope effect is then
H2(e)1 [ H 2 H2(s)1
HD J ch 3c d 3 LHD HD ] c h 3c d 3 (19)

The third-order corrected value is obtained by iteration, and 
no change was found with further iteration. The results are 
given in Table III as (H2/HD)".

At 1.1 eV, where no experiments were run with C2D6, the 
value of [H2(s)/HD]ch3cd3 was calculated by estimating 
k 5* /k 3* at 1.1 eV from the values found at the higher energies:
15.7 at 2.0 eV and 14.8 at 2.9 eV. The observed increase in 
k f ,* /k 3* with decreasing energy is expected, due to the de­
creasing k 3* with decreasing energy. A value of 18 for k 5* / k 3* 

in C2D6 at 1.1 eV was assumed, giving (H2/HD)" = 2.40 in 
CH3CD3.

C. Y ie ld  R a tio s  fo r  D *  + C H 3C D 3. Corrections to the ex­
perimental yields for Br-induced HD and D2 were made in the 
same way as for the H* + CH3CD3 experiments. Corrections 
for D2 due to scavenging of D atoms by DBr were made anal­
ogously to the H + HBr experiments, except that corrections 
for isotope purity were unnecessary with the C2Hg. No ex­
periments were run with C2H6 at 1.6 eV, and k 3* / k 3* (for the 
isotopically reversed case) was therefore estimated from the 
values of 3.2 at 2.0 eV and 3.1 at 2.9 eV. Again, this trend is as 
expected, and k 5* /k 3* in C2H6 was assumed to be 3.3 at 1.6 eV, 
giving (HD/D2)" = 1.97 in CH3CD3. These results are given 
in Table IV.
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TABLE III: Integral Yield Ratios for H* + Ethane “

Ej, eV Ethane (H,/HD)' (Hü/HD)" *

1 .1 CH3CD3 2.80 ± 0 .1 0 d 2.40*
2.0 ch 3cd3 2.91 ± 0.05* 2.62
2.9 ch 3cd3 3.09 ±0.11/ 2.80
2.0 c 2d6 0.23 ± 0.01d
2.9 c2d6 0.23

“ The composition of all systems was approximately HBr/ 
Br2/ethane = 10 Torr/50 Torr/1000 Torr. For each experiment 
the yields were measured with and without HBr to provide the 
data needed to correct for Br2-induced yields. b Average yield 
ratio after correction for Br2-induced yields. Error ranges indicate 
the range of the experimental data. ' Yield ratio after correction 
for both Br2-induced yields and H2 due to scavenging by HBr. 
d Average of two experiments. * Average of four experiments. 
1 Average of three experiments. * Based on k 5*/k: * value of 18 
in CoDg. See text.

TABLE IV: Integral Yield Ratios for D* + Ethane a

Ej, eV Ethane (HD/D2)' b (HD/D2)" c

1 .6 ch 3cd3 1.75 ± 0 .0 2 d 1.97 /
2.0 CH3CD3 1.71 ± 0.13* 1.92
2.9 ch 3cd 3 1.69 ± 0.09* 1.8 8

2.0 c2h 6 34.0 ± 1.0d
2.9 c2h 6 34.0 ± 4 .0 d

“ The composition of all systems was approximately HBr/ 
Bro/ethane = 10 Torr/50 Torr/1000 Torr. Fcr each experiment 
the yields were measured with and without HBr to provide the 
data needed to correct for Br2-induced yields. 6 Average yield 
ratio after correction for Br2-induced yields. Error ranges indicate 
the range of the experimental data. c Yield ratio after correction 
for both Br2-induced yields and D2 due to scavenging by DBr. 
d Average of two experiments. * Average of three experiments. 
/ Based on value of 3.3 in C2H6. See ~ext.

The “effective” isotopic purity of the DBr was determined 
by photolyzing a sample of DBr with each photolysis run, 
using identical procedures as for mixture preparation. The 
ratio r  =  D2/HD was determined for the DBr photolysis 
products, and the effective isotopic purity /  calculated ac­
cording to the equation

/  =
2 r

2  r  + 1
(2 0 )

This is a probability equation, and does not take into account 
isotope effects in the hot atom rate coefficients, which are 
unknown. The DBr isotopic purity determined via eq 20 
ranged from a low of 95.4% to a high of 97.8% during the course 
of the experiments. The amount of HD(s) produced is ex­
pected to be negligible with this isotopic purity in view of the

small amount of D2(s) produced, as indicated by the (HD/D2)' 
ratios in C2He (Table IV).

D. Y ie ld  R a tio s  w ith  H ig h  B r 2 M o l e  F r a c t io n . The yield 
ratios of Tables I-IV are for hot atom reactions in systems 
with HBr/Br2/ethane compositions of approximately 1%/ 
5%/94%. Most of the hot atoms will be moderated by collisions 
with ethane in these systems, and the average energy of hot 
atom abstraction of H or D from the ethane is expected to be 
considerably below the initial energy E\. Several experiments 
were carried out with HBr/Br2/ethane compositions of ap­
proximately 1.5%/43%/55.5% in order to shift the average 
ethane abstraction energy toward the upper limiting value E ;. 
The results are given in Table V. Corrections for Br2-induced 
yields were made as described previously by carrying out a 
photolysis with and without the HBr for each experiment. In 
the 94% ethane systems the k 5*/k:i* ratios were quite insen­
sitive to E ; over the 2.0-2.9-eV region, as previously discussed. 
The ratios should therefore be nearly the same in the 55% 
ethane systems, and the previous 2.9-eV values were used to 
make the hydrogen bromide scavenging correction. For the 
H* + CH3CD3 system the equation is

fe4*(CH3CD3) + ¿-5*(HBr) 
A3*(CH3CD3)

/H a\" fes*(HBr) 
\HD/ /e3*(CH3CD3)

(2 1 )

The (Ho/HD)" and (HD./D2)" ratios are given in Table V , and 
are significantly larger than found in the 94% ethane systems 
at the same E; (Tables III and IV).

Discussion

A. Q u a n tu m  Y ie ld s . From Table II the per bond quantum 
yields at 1.6 eV of 1.9% in C2D6 and 2 .0% (average of runs 7 and 
8 ) in CH3CD3 agree within experimental error, and indicate 
no secondary isotope effect greater than 5%. The </hd values 
may be compared with integral reaction probabilities deter­
mined previously. Compton, Beverly, and Martin9 obtained 
an IRP of 9.5% for H* + C2De at 1.6 eV, in good agreement 
with the present work. For H* atoms with an average F , of 1.4 
eV, 15 Hong and Mains8 found IRP’s of 9.6% with C2De and 
5.2% with CH3CD3 to give HD, again in good agreement with 
this work. 16

B. A b s tr a c t io n  I s o t o p e  E f fe c ts . The corrected average hot 
atom abstraction isotope effects from Tables II-V are sum­
marized in Table VI with the double primes omitted to sim­
plify the notation for discussion. The H2/HD ratio rises slowly 
but significantly with increasing Ej, and this trend is con­
firmed by the increased ratio in the high-Br2 system where 
reactive collisions with CH3CD3 are shifted to higher energies. 
In contrast, HD/D2 does not appear to depend on E; over the
1 .6 - 2 .9-eV region in the 94% CH3CD3 systems, but does show 
a significant increase in the high-Br2 systems. The isotope

TABLE V: Integral Yield Ratios with High B r2 Mole Fractions at E i  = 2.9 eV

Isotopic bromide 
(ABr)

HBr
HBr
DBr
DBr
DBr

ABr/Br2/CH3CD3,
forr

5.4/158/206
5.4/164/205
5.5/157/217
5.4/156/224
5.3/154/225

(H2/HD)expta (H2/HDV (H2/HD)" * /HD/D2)expta (HD/Do)' b fHD/D2r  *

3.77 3.81 3.03
3.86 3.88 3.10

2.15 2.15 3.25
1.78 1.77 2.40
1.94 1.92 2.67

a E x p e r im e n ta l y ie ld  ra tio s . b Y ie ld  ra t io  a fte r  c o rre c tio n  fo r  B r 2- in d u c e d  y ie lds . * Y ie ld  ra t io  a fte r  c o rre c tio n  fo r  b o th  B r 2-in d u ce d
y ie ld s  a n d  H B r  o r D B r  scavenging.
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TABLE VI: Hot Atom Abstraction Isotope Effects for H* 
and D* + CH:iCD:1a

E ¡, eY h2/hd HD/D2

1 .1 2.4 ± 0.1
1.6 2.4 ±0.1 2 .0  ± 0 .1

2.0 2 .6  ± 0.1 1.9 ± 0.1
2.9 2.8  ± 0 .1 1.9 ±0.1
2.9 h 3.1 ± 0.1 2.8 ± 0.4

n Average (H2/HD)" and (HD/DA" values from Tables II-V. 
Error ranges indicate the range of the experimental data. h Yields 
in high-Br-2 systems, Table V.

effect favoring H over D abstraction is larger for H* than D* 
for all systems at all E  .

The TH/TD abstraction isotope effect of 1.7 ± 0.3 found 
by Chou and Rowland7 in T* + CH4/CD4 mixtures at E , = 2.8 
eV is consistent with the trend of the present work, i.e., the 
isotope effect decreases with increasing hot atom mass. 
However, the present results are not in agreement with those 
of Hong and Mains8 (HM) who obtained an H2/HD value of
4 . 8  ±  0.8 at an average E\ of 1.4 eV, twice the value found in 
this work at 1.1 and 1.6 eV. HM used an IRP technique to 
determine the abstraction isotope effect, in contrast to our 
corrected yield method. An I2/HI ratio of 2.3 was used to 
suppress H2 formation by reaction with HI, and the HI/ 
CH:!CD;i ratio varied over the range 0.1-0.5. The H2/HD vs. 
HI/CH:iCD:i IRP plot gave a straight line which extrapolated 
to H2/HD = 4 . 8  at H I/C H :!CD;i = 0. HM attributed the large 
isotope effects observed using this method to thermal or near 
thermal reactions, and concluded that l2 must be a much 
better moderator for hot atoms than ethane. This seems un­
likely from consideration of the atomic masses, and from the 
work of Fass and co-workers who have shown that C02 is a 
much poorer moderator than He1,a and also find that ther- 
malization by HBr and Br2 is undetectable relative to reactive 
collisions of hot hydrogen atoms.l7b HI and I2 would be ex­
pected to behave similarly. A more likely cause of the dis­
crepancy lies in the validity of the IRP method when using a 
mixed scavenger such as I2/HI. The hot and thermal H atom 
rate coefficient ratios for this mixture are A * i , /A* h i  = 4 18 and 
k y j k m  = 1 2 , 19 although there is some question whether de­
terminations of the latter quantity have been made in com­
pletely thermalized systems. 1 ,b HM assumed that the th erm a l  
ratio applied to their systems. This would result in a maximum 
error of 4% in the assumption which they made that all ther­
malized atoms reacted with I2. However it is clear that H* 
atoms not reacting with CHaCD  ̂are only partially moderated 
in systems with the composition range used, and that over the 
HI/CH:!CD:! range 0.1-0.5 the k*\ , / A * h i  “epithermal” rate 
coefficient ratio will change. This is illustrated by measure­
ments of HM on a system with composition I2/HI/C2Dfi = 
2.3/1.0/5.0. V\ hen He moderator was added to this system up 
to a He/HI ratio of 26 the HD yield decreased by a factor of 
2 while the HD/H2 ratio remained constant, indicating that 
the H2 yield also decreased by a factor of 2. Therefore the 
A * i2/A * hi epithermal ratio increased by a factor of 2 with ad­
dition of the moderator. The absence of thermalization is also 
seen in the present work for 1 .6 -eV H atoms in 9 4 %  C2D6. A 
k*H TJ k*H B r ratio of 8.3 was found in this system, compared 
to rate coefficient ratios of A*Br2/A*HBr = 5-617-20 in unmo­
derated mixtures and /tBr./̂ HHr = 2317a for thermal atoms at 
25 °C.

Over the composition range used by HM in the IRP studies 
most of the H2 produced is by reaction with HI. It is probable

that if the intercept were approached more closely experi­
mentally an increasing slope would be observed due to the 
increase in k\,/kyu in the limit of complete thermalization, 
giving a lower intercept and resulting isotope effect, H2/  
HD. - 1

C. A b s tr a c t io n  I s o t o p e  E f f e c t s  in H ig h -B r 2 S y s te m s . Tra­
jectory calculations have been reported by White22 on the 
systems H* + Br2, D* + Br2, H* + HBr, and D* + DBr. 
Within the relative energy region 0.5-3.0 eV the cross sections 
were found to be approximately equal for the H* + HBr and 
D* + DBr reactions, but larger for D* + Br2 than for H* + Br2 

due mainly to inertial effects. The H* + HBr and D* + DBr 
abstraction cross sections were 0.5-1 .0  A2 over the relative 
energy range 0 .5-3.0 eV, showing a weak energy dependence 
within this range peaking in the center. The H* + Br2 and D* 
+ Br2 cross sections decreased strongly and monotonically 
with increasing energy from thermal energies up to 3 eV. Over 
the 0.5-2.0-eV range the H* + Br2 cross section decreased 
from 1 0  to 1 A2 while the D* + Br2 cross section decreased 
from 13 to 2 A2. Calculations using approximate collisional 
distributions showed that the cross section functions gave 
correct qualitative predictions of the/?*Br2/A*HBr and fe*Br,/ 
A’ *HBr ratios. The White trajectory results are thus in good 
agreement with the experimental hot atom data on these four 
reactions, and predict that Br2 will change from a good hot 
atom scavenger in the threshold region to a poor hot atom 
scavenger at 3 e\'.

Gann. Ollison. and Dubrin0 studied the cross sections for 
H* + n-C |Dm primary and secondary abstraction using a hot 
atom IRP method, and obtained cross section functions with 
maxima (<r0) in the 1.0-1.5-eV region of (70(sec) = 0.35 ± 0.15 
A2 and (Tn(pri) = 0.26 ± 0.14 A2. Previous hot atom studies2'1 

had also indicated that the D* + C2H6 and H* + C2D6 average 
hot atom abstraction cross sections at E ,  = 2.9 eV are small 
compared to momentum transfer cross sections, < 1  A2. Slopes 
of the IRP plots giving ( kr *  + k -* )/ k :* , where k y  and k -*  are 
for the hydrogen or deuterium bromide and ky*  (or k 4*)  for 
the hydrocarbon, are consistent with this, being 10.0-10.5 for 
H* + C2Dfi and 3.87-2.15 for D* + C2Hr, over the 1.1-2.9-eV 
range.9 The sum of the evidence then shows that, for the 
HBr/Br2/ethane composition of 1.5%/42%/55.5% in the 
high-Br2 experiments. Br2 should begin to compete effectively 
for hot atoms above 2 eV, and will increasingly be the domi­
nant hot atom reactant below 2 eV. Also the abstraction cross 
sections with the ethanes are expected to drop off sharply 
below 1 eV. The net effect of the Br2 addition will be to shift 
the hot atom energy distribution at E,  =  2.9 eV toward higher 
energies from that in 94% ethane, and to shift the average 
abstraction energy with the ethane up accordingly.

The greater increase of HD/D2 compared to H2/HD in high 
Br2 is somewhat surprising in view of the lack of E,  depen­
dence of HD/D2 in 94% CH:!CD:!. This result may be due to 
the shapes of the abstraction cross section functions in the 
high energy region, but it could also involve a high energy 
moderation effect. A more explicit description cannot be de­
rived from the present data.

D. I n e r t ia l  a n d  B o n d  E n e r g y  E f fe c t s . Polanvi and co­
workers24 have explored inertial effects in three-body model 
trajectory calculations on hot T atom abstraction reactions. 
At 2 eV they found that the effect of increasing the mass of the 
attacked atom was qualitatively the same as the effect of de­
creasing the mass of the attacking atom, both tending to de­
crease the abstraction cross section. Both changes result in 
fewer abstraction captures, because for many trajectories the 
attacked atom is not able to move rapidly enough to form a
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new bond with the attacking atom as it rebounds away. Data 
on hot atom abstraction from isotopic hydrocarbons are all 
consistent with expected inertial effects: (a) abstraction of H 
is favored over D by both H* and D*, (b) H2/HD is larger than 
HD/D2, and (c) T* + CH4/CD4 has a smaller isotope effect7 

than D* + CH3CD3. However another factor to be considered 
in interpreting these results is that RH bonds are weaker than 
RD bonds due to vibrational zero-point energy. Extensive 
recoil T* studies by Rowland and co-workers2 have demon­
strated the existence of the “bond energy effect”, i.e., a cor­
relation between H or D abstraction yields and the strength 
of the C-H or C-D bonds. The bond energy effect has also 
been found in H* and D* abstraction reactions with hydro­
carbons in the E\ = 1-3-eV region.5’9-25 There has been strong 
evidence that the bond energy effect is due to a lowering of the 
potential energy barrier with decreasing bond strength, which 
results in enhanced cross sections not only in the barrier re­
gion, but also extending to energies far above the barrier 
height.25’26 This conclusion has been confirmed by classical 
trajectory calculations.?7 In the case of isotopic reactions the 
potential energy surfaces are identical, and the difference in 
bond energies is a zero-point energy effect. If the zero-point 
energies of the different isotopic reaction transition states do 
not affect the reaction cross sections, the bond energy effect 
predicts an enhanced reactivity for the reactant with the 
largest zero-point energy. On the other hand, if the reaction 
cross sections depend on the zero-point energies of the tran­
sition state this will tend to cancel the effect of reactant 
zero-point energy, reducing the bond energy effect. Based on 
the vibrational frequencies of C2H6 and C2D628 the C-H bond 
is expected to be about 0.10 eV weaker than the C-D bond. 
This is about the same as the difference in primary and sec­
ondary bond strengths in n-C4Di0, and the yield ratios in the 
two cases are also the same within experimental error, i.e., at 
£j = 2.0 eV H2/HD is 2.6 ±  0.1 for CH3CD3 (Table VI) and the 
per bond secondary/primary yield ratio is 2.5 ±  0.3 for H* + 
n-C4D10.25 This agreement is suggestive of a bond energy ef­
fect in C-H vs. C-D abstraction. However the theoretical basis 
for such an effect in the case of isotopic abstraction is unclear, 
and will probably be difficult to establish. At present the best 
interpretation of the data is in terms of inertial effects, which 
account for both the preferred abstraction of H over D, and 
the increase in the H/D isotope effect with decreasing mass 
for the hot atoms T*, D*, and H*.
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Intramolecular proton transfer in the excited state of 2,4-bis(dimethylamino)-6-(2-hydroxy-5-methyl- 
phenyl)-s-triazine (TH) has been measured by means of picosecond spectroscopy. The lifetime of the excited 
singlet of TH (enol form) rs1 and the rate constant &pt for the proton transfer in the Si state in cyclohexane 
at 298 K were 6.3 X 10-u  s and 1.1 X 1010 s-1, respectively.

Introduction

Proton transfer in the excited state is one of the elementary 
processes in photochemistry. However, no rate constants for 
intra- and intermolecular proton transfers have, until recently, 
been reported. El-Bayoumi, Avouris, and Ware1 have mea­
sured the rate constant for intermolecular proton transfer in 
the excited state of the 7-azaindole (7AI) hydrogen bonded 
dimer with nanosecond time resolution. Since double proton 
transfer in the excited dimer of 7AI is too fast to be followed 
at room temperature, the study was performed at 77 K. A 
deuterated sample of 7AI was used to further slow down the 
intermolecular proton transfer, whose rate constant is 1.9 X 
108 s-i at 77 K. They suggest that the proton transfer at 77 K 
occurs via quantum mechanical tunneling.

In a previous paper,- we showed that a rapid deactivation 
process competing with intramolecular proton transfer exists 
in the excited TH at higher temperatures (>230 K). This fact 
prompted us to measure the rate constant fepx for intramo­
lecular proton transfer in the Sj state of TH at room tem­
perature. This paper reports the absolute value of k p f  in cy­
clohexane at 298 K determined by picosecond spectroscopy. 
What makes the intramolecular proton transfer fast in the Si 
state is also discussed.

Experim ental Section

The picosecond optical measurements were performed 
using a mode-locked ruby laser system. A train of about 20 
pulses, separated by the laser cavity round trip time, i.e., 1 0  

ns, was produced at the output of the oscillator. The pulse 
width was measured by the two photon fluorescence method,3 

using a methanol solution of rhodamine 6 G and the pulse 
width was determined to be 15 ps. A single optical pulse was 
taken from the pulse train and the pulse passed through an 
amplifier ruby rod 160 mm in length, which enhanced the 
intensity by about 50-fold. The pulse (694.3 nm) was split into 
two beams. One was frequency doubled to obtain the wave­
length of 347.2 nm using a phase matched ADP crystal 20 mm 
in length. The fundamental light was removed with a band 
pass filter (Tohshiba UVD 1A), and the second harmonic 
pulse of about 0.5 mJ excited the sample. The other was fo­
cused into a cell containing CC14 in which the picosecond 
continuum was generated. After removal of the incident ruby

laser by a glass filter, the continuum was used as a probing 
light. Time-resolved induced emission spectra were measured 
with optical delay lines and analyzed by the photographic 
method.4

The preparation and purification of materials were de­
scribed previously.2 5 A thin cell 3 mm in length was used and 
a cyclohexane solution of TH (4 X 10- 4  M) was degassed by 
the freeze-pump-thaw method.

Results and Discussion

Figure 1 shows the transient absorption spectrum (a) and 
the induced emission spectrum (b) of the cyclohexane solution 
of TH (4 X 10- 4  M) at 298 K, taken 200 ps after excitation. 
Measurements of the buildup of the induced emission were 
carried out at 520 nm. Figure 2 shows the values of AOD(i)/ 
AOD(°°) as a function of delay time t , where the intensity of 
induced emission is presented in optical density units. The 
value of AOD(c°) was determined by averaging data over the 
range 120 ps < t <  500 ps for each shot and AOD(t) is the in­
tensity of the induced emission at t ps after excitation. The 
induced emission spectrum (Figure lb) was very similar to 
that of spontaneous emission from the proton-transferred 
excited TH(Si'), indicating that the induced emission occurs 
from the Sj' state. The buildup time of the transient absorp­
tion band (Amax 433 nm) was about 120 ps. The buildup curve 
of the absorption band could not be measured accurately be­
cause of its low intensity. Judging from the buildup time of 
the transient absorption band, it was assigned to the electronic 
transition S„' ■*- Si' (see Figure 3).

Under these measurement conditions, only amplification 
occurred; there was no laser oscillation or superradiance.

Thus, the experimental results can be accounted for by the 
scheme shown in Figure 3. We assume that the Si' state has 
a significantly greater transition probability to So' at 520 nm 
than that of S„ ■*- Si. The intensity of induced emission 
| AOD(i) | at t ps after excitation can be expressed by

|AOD(i)| (l)

where B  is the Einstein transition probability for absorption 
(Si' •*- So'), and [Si']f denotes the concentration of the Si' state 
of TH at t ps after excitation. The value of | AOD(f)| is pro­
portional to that of [Si'](. The production of Si' is related to
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Figure 1. The transient absorption spectrum (a) and the induced 
emission spectrum (b) of a cyclohexane solution of TH (4 X 10-4 M) 
at 298 K taken 200 ps after excitation

Figure 2. The S / state formation, AOD(f)/AOD(“ ) vs. delay time f in 
cyclohexane at 298 K.

enol-form ,
, O H . .  N t C H j i j

& Q
C H 3 N ( C H 3 ) j

keto-form Picosecond
^ —<^N-^N<CH3>i experiment

c h 3  N % ( C H 3 ) 2

Figure 3. A schematic energy state diagram for the intramolecular 
proton transfer in excited TH.

Figure 4. A plot of In {1 — AOD(f)/AOD(°°)) vs. t.

the decay of the Si state (the excited enol form of TH, see 
Figure 3), and the following can be also obtained:

[Silr °= 1 -
AOD(t)
AOD(°°)

(2 )

If we further assume an exponential decay of Sj whose decay 
constant is As,, eq 3 is derived from eq 2 :

In
AOD(t) ) 
AOD(co)j

= —As ,t + constant (3)

The plot of In |1 — AOD(f )/AOD(“ )| vs. the delay time t is 
shown in Figure 4. The value of As, can be obtained from the 
slope of the linear plot.

As, — 1.6 X lO1̂  s- 1  (4)

From Figure 3, As, is given by

As, = Apt + Ad (5)

where k (>T and Ad are the rate constants for the intramolecular 
proton transfer and the deactivation process in the Si state, 
respectively. The ratio of Ad/ApT is equal to 0.45. 2 Thus, the 
values of Apt and Ad in cyclohexane at 298 K can be deter­
mined:

ApT =ü 1.1 X 1010 s_1 

Ad =* 0.5 X 1010 s- 1
(6 )

The lifetime of Si is then derived from eq 4.

ts, = As, - 1  = 6.3 X 10“ 11 s (7)

The value of rs, becomes very small due to the radiationless 
transition via the photochemical channel (the intramolecular 
proton transfer process). A similar situation to this has been 
shown in the excited 9,10-dimethylenebianthracene.8 How­
ever, the lifetime of Si is long enough to relax an excess vi­
brational energy of Si to a Boltzmann distribution, since the 
vibrational relaxation times in condensed media are the order 
of 10~ 12 s.6-7 It has been experimentally shown that the in­
tramolecular proton transfer in excited TH originates from 
the vibrationally relaxed Si state. 2

The following data are also known:2 (1) the enthalpy change 
A H *  between Si (enol form) and Si' (keto form) in TH is large 
enough to prevent the reverse proton transfer Si -«— Si', and 
(2 ) the values of $ /, t / and r/k / in degassed nonpolar solvents 
at 298 K are 0.38,5 ns, and 0.55, respectively, where <f>f' is the 
spontaneous fluorescence quantum yield from Si', rf is the 
observed lifetime of Si', and k {  is the natural radiative rate 
constant from Si' to So'.

The value of Apt in the Si state of TH at 298 K is about a 
factor of 100 greater than that of the excited 7AI hydrogen 
bonded dimer at 77 K. This difference may be attributed to 
the facts that the proton transfer in the former occurs via a 
potential barrier between Si and S,' and in the latter case 
occurs via a quantum mechanical tunneling. 1 The reasons the 
Apt in the excited TH at 298 K is very fast can be explained 
as follows:

The Journal of Physical Chemistry. Vol. 30. No. 19. 1976



2072 G. Charles Dismukes and John E. W illard

(1) The intramolecular hydrogen bond between proper 
atoms is formed in the ground state So-9 This favors proton 
transfer in the excited state.

(2) The migration of the 7r electron from the oxygen atom 
to the benzene ring takes place in the Si state, resulting in an 
increase in acidity on the oxygen atom (the 7r-formal charge 
is +0.2668).'2

(3) The electron pair at the proper nitrogen atom in the 
triazine'nucleus is localized as a proton acceptor. 10

(4) Furthermore, the basicity of the nitrogen atom is in­
creased in the Si state (the 7r-formal charge is —0.4084).2

In coijclusion, the absolute value of intramolecular proton 
transferdn excited TH in cyclohexane at 298 K was deter­
mined to'be 1.1 X  1010 s_ 1 by picosecond spectroscopy.
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The optical and ESR spectra of the trapped intermediates produced by y  irradiation of the cyclic thioether
2-methyltetrahydrothiophene (MTHT) in the glassy state at 77 K have been investigated for the purpose 
of comparing the radiation chemistry of MTHT with that of the much studied oxygen analogue 2-methylte- 
trahydrofuran (MTHF). The MTHT, in contrast to MTHF, does not physically trap electrons. The elec­
trons react with the MTHT producing a product or products, with a broad absorption at 460 nm, assigned 
to paramagnetic anions such as C H sC ^C ^C ^C H S “ or CH3CH2CH2C(CH3)S_ . A band centered at 625 
nm, which is reduced by positive charge scavengers, is attributed to the cation radical of MTHT. Both the 
ESR and optical spectra show selective bleaching effects with near-ultraviolet and visible light. The prod­
ucts of y  radiolysis of solutions of 10% of MTHT in MTHF glass reveal both the electron scavenging ability 
of MTHT and positive charge stabilization by MTHF. Photolysis of MTHT glass at 254 nm produces thiyl 
radicals. Photoionization of tetramethyl-p-phenylenediamine (TMPD) in MTHT glass is accompanied by 
formation of MTHT radicals. . .

Introduction

2-Methyltetrahydrofuran (MTHF, I) glass at 77 K and 
below has been extensively used as a matrix for the study of 
trapped electrons (et_ ) produced by y  radiolysis and by pho­
toionization of solutes.3 Unlike the broad nonstructured op­
tical absorption bands of et_ in glassy hydrocarbons, the et~ 
absorption in MTHF at 77 K shows peaks (at 1180 and 1375 
nm) and a shoulder (at 1000 nm). This implies trapping sites 
of different favored energies which depend on the orientation

1

* S. ^
H,C^ ^C— CH,

I I
h2c------ch2

4 3 II

II

of MTHF molecules, or, possibly, the existence of bound ex­
cited states of the traps. The present work was initiated to 
determine whether 2-methyltetrahydrothicphene (MTHT, 
II), which has a sulfur atom in place of the oxygen of the 
MTHF ring, would trap electrons in the glassy state and, if so, 
whether their spectrum would yield further information on 
the nature of trapping sites. The results, presented here, show 
that MTHT glass does not trap electrons, but give information 
on its radiation chemistry and the relation of this chemistry 
to that of MTHF,3 solutions of MTHT in MTHF, and ada- 
mantane solutions of MTHT and MTHF.4

Experim ental Section

R e a g e n ts . 2-Methyltetrahydrothiophene (MTHT) was 
synthesized5 from 1,4-dibromopentane and sodium sulfide, 
purified by fractional distillation, and stored over activated

XL /  
H C^ ^CH

CH,

H,C- -CH,
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type 3A molecular sieve in a glass bulb with Teflon stopcock. 
It was degassed to <10~ 5 Torr while still fluid, at 200 K. The 
absorption spectra from 210 to 400 nm and from 15 to 30 // and 
the mass spectrum were identical with those previously re­
ported.6 Both gas chromatography, using a column of Car- 
bowax 1540 on Chromosorb P with thermal conductivity de­
tection, and thin-layer chromatography on silica gel with 
hexane as the solvent showed only one component present. 
The proton NMR spectrum was consistent with that expected 
for MTHT by comparison with the spectra of MTHF and 
tetrahydrothiophene (THT).

2-Methyltetrahydrofuràn (Aldrich Chemical Co.) contained 
water, 2 -methylfuran, 2 -methyldihydrofurans, and 1 % of 
hydroquinone antioxidant. Purification methods described 
in the literature7 did not remove the 0 .1 % olefinic éther im­
purities. We have used two methods to reduce all of the con­
tainments noted above to below the detectability limits of the 
optical and gc analyses. (1) The commercial MTHF was 
passed through a column of alumina which had been activated 
at 425 °C, and was then subjected to preparative gas chro­
matography, using a column of Ucon-50 on Chromosorb P. (2) 
Larger quantities were prepared by a sequence of refluxing 
for 3 days under bubbling nitrogen to remove the more volatile 
impurities, passage through a column of freshly activated 
alumina with collection in a nitrogen atmosphere, and frac­
tional distillation through a column of stair.less steel helices. 
Figure 1 shows the effects of treatments of this type on the 
ultraviolet absorption spectrum of the MTHF. The purified 
MTHF was stored over NaK alloy in glass bulbs with Teflon 
stopcocks after degassing to <10- 5  Torr at 200 K. Aldrich 
tetrahydrothiophene (THT) was fractionally distilled through 
stainless steel helices. The fraction boiling at 118 °C was used 
after degassing at 200 K to 10- 5  Torr. Chemically purified and 
recrystallized N ,N ,N ' ,N '- t e t r a m e t h y l -p -p h e n y l e n e d ia m in e  
was sublimed under vacuum before use.

S a m p le  P r e p a r a tio n  a n d  Irra d ia tion . The purified MTHT, 
MTHF, and THT were prepared for optical and ESR studies 
by vacuum distillation from the storage flasks to Suprasil cells, 
followed by degassing at 200 K to <10- 5  Torr and sealing at 
77 K. The optical cells were 1 cm X 1 cm or 1 cm X ■~0.1 cm in 
cross section, and the ESR tubes 2 or 3 mm i.d. 7 -Irradiations 
were made with a 30Co source, with the sample under liquid 
nitrogen. Dose rates ranged from ~ 3  X 1018 to 6 X 1018 eV 
g_1-

L ig h t S o u rces . A 1000-W tungsten projector lamp with two 
Corning 7-56 filters gave ~30 mW cm- 2  of bleaching light at 
wavelengths >900 nm, and with 1-75 and 0-51 Corning filters 
plus 1 cm of water gave ~30 mW cm- 2  in the 360-900-nm 
range. An Osram 200-W superpressure mercury lamp, filtered 
by a 1.4-cm thickness of Corning 7-54 glass and a solution of 
0.2 M NiSCL and 0.005 M CuSCL gave ~20 mW cm- 2  of light 
between 270 and 360 nm. A Vycor spiral low-pressure mercury 
lamp gave ~80 mW cm- 2  in the center of the spiral of which 
72% was at 254 nm and none below 200 nm. The light inten­
sities at the sample positions were measured with a thermopile 
power meter.

O p t ic a l  a n d  E S R  A b s o r p t io n  M e a s u r e m e n ts . A Cary 
Model 14R spectrophotometer was used tc measure optical 
absorption spectra, with the samples under liquid nitrogen. 
The samples could be rotated through 90° for exposure to 
bleaching light through a hole in the side of the analysis 
chamber, and then rotated back 90° for analysis.

ESR measurements were made in the X-band with a Varian 
E-15 or 4502 spectrometer using 100-kHz field modulation, 
and a V-4531 type cavity with a slotted window allowing 50%

Figure 1. Spectrum of MTHF following different purification steps. (A) 
Commercial MTHF after removal of water and stabilizer by passage 
through freshly activated alumina. (B) Commercial MTHF refluxed for 
3 days while bubbling N2 through the liquid, and passed through alumina. 
(C) Sample B after fractional distillation through an 18-in. column of 
stainless steel helices.

'V

Figure 2. Optical spectrum of 7 -irradiated MTHT glass at 77 K: (A) 
immediately following dose of 1.6 X 1019 eV g~1; (B) following partial 
bleaching of sample A with ~30 mW cm-2 of 365-900-nm light from 
filtered tungsten source; (C) after additional bleaching. Cell path ~0.1 
cm.

transmission of light onto the sample or with an open piece 
of p-band wave guide projecting from the front of the cavity 
to allow 100% light transmission. Microwave powers were 
measured with a Hewlett-Packard 431-C power meter. The 
samples were at 77 K under liquid nitrogen in a Suprasil ESR 
dewar, or at >83 K in a Varian variable temperature con­
troller. A copper-constantan thermocouple internally ref­
erenced to a digital thermocouple meter was used for tem­
perature measurements. ESR g  value measurements were 
made relative to the silica radical signal produced in the 7 - 
irradiated sample tubes, using g  = 2.0009 for the prominent 
high-field peak.8

Results
O p tic a l  A b s o r p t io n  o f  -y -Ir r a d ia ted  M T H T  G la ss . 7 - 

Radiolysis of MTHT glass at 77 K produces absorption bands 
with maxima at 300 and 460 nm (Figure 2) with no absorption 
between 1100 and 2200 nm. Poorly resolved small peaks are 
superimposed on the dominant spectrum every 1400 cm- 1  

between 325 and 625 nm. Warming of the sample to room 
temperature and recooling to 77 K removes all of the ab­
sorption. Bleaching with 360-900-nm light reduces the ab-
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Figure 3. ESR spectrum of irradiated MTHT glass at 77 K: (A) immedi­
ately after y  irradiation; (B) after 7.5 min bleaching of sample A with 
~30 mW cm“ 2 of 360-900-nm light which caused a 40% decrease 
in the integrated ESR absorption. Dose, 3.3 X 1019 eV g~1; microwave 
power, 0.5 mW; modulation amplitude, 2 G; gain, 320; recorder, 0.6 
V. (C) After photoionization of 5 X 10- 4  M TMPD in MTHT glass at 77 
K. 40 min at ~20 mW cm“ 2 with quartz-jacketed AH4 medium-pressure 
Hg lamp; microwave power, 0.2 mW; modulation amplitude, 2 G; gain, 
500; recorder, 120 mV.

sorption from both bands and reveals a weaker band peaking 
at 625 nm. The 460-nm band shifts considerably to the blue 
during this treatment.

E S R  S p e c t r u m  o f  y - I r r a d ia t e d  M T H T  G la ss. The initial 
ESR spectrum from MTHT glass y  irradiated at 77 K has at 
least nine hyperfine lines separated by 18-19 G (Figure 3A), 
with further poorly resolved structure on the wings. There is 
no evidence for the narrow singlet signal of trapped electrons 
even at powers as low as 0.001 mW and high sensitivity. The 
spectrum bleaches with light between 360 and 900 nm to 60% 
of its initial intensity, accompanied by loss of some of the 
structure and a change in relative peak heights (Figure 3B). 
The remaining seven-line spectrum continues to diminish on 
further bleaching, but with little additional change in struc­
ture, indicating the presence of a single radical after this 
bleaching treatment.

E S R  S p e c t r u m  o f  P h o t o l y z e d  M T H T  G la ss. The ESR 
spectrum of MTHT glass resulting from photolysis at 77 K 
with the Vycor low-pressure Hg lamp (predominately 254 nm), 
shown in Figure 4, is completely different from the spectrum 
caused by y  irradiation. The absorption near g  =  2.055 is 
characteristic of thiyl radicals (g  =  2.0598 for CH3S-)9a and 
the absorption centered at g  =  2 .0 0 2  is probably the carbon 
radical which also forms during ring rupture.

O p tica l  A b s o rp tio n  o f  y -I r r a d ia te d  9.5 % M T H T  in  M T H F  
a t 77 K . MTHT and MTHF are miscible in all proportions. 
7 -Irradiation of a glass containing 9.5 mol % MTHT in MTHF 
at 77 K produces the absorption shown in Figure 5, and on an 
expanded scale in Figure 6 A. In addition to the peak at 460 nm 
produced in pure MTHT, and one at 320 nm shifted from 300 
nm in pure MTHT, there is a broad structured peak centered 
at ~ 1 2 0 0  nm and extending from <600 to ~2100 nm. The 
latter is characteristic of trapped electrons (et- ) in MTHF 
glass,3 and indicates that electrons in the MTHT-MTHF 
mixture are trapped in environments not appreciably different 
from those in pure MTHF. The width of this peak is the same

Figure 4. (A) ESR spectrum of MTHT glass at 77 K following 254-nm 
photolysis for 28 min with spiral Vycor low-pressure Hg lamp. (B, C, 
D) Successive scans as the sample warmed up following emptying of 
liquid nitrogen from the ESR dewar. Microwave power, 0.5 mW; mod­
ulation amplitude, 2 G; gain, 1 X 103 except (D) which is 2.5 X 103; 
recorder, 1 V. The g markers indicate the positions of the ESR signal 
induced in Suprasil (g  = 2.0009), and the signal of the CH3S- radical 
(g = 2.0598). The baseline in scan D is shifted uoward.

Figure 5. Optical spectrum at 77 K of 7 -irradiated MTHF glass con­
taining 9.5 mol % MTHT: (A) after dose of 9.1 X 1019 eV g-1 ; (B) after 
dose of 2.9 X 1019 eV g-1; (C) Sample A after exhaustive bleaching 
with light of >900 nm. Light path 0.16 cm. The spectrum of ir bands 
of the unirradiated glass has been subtracted in each case.

Figure 6. Optical spectrum at 77 K of 7 -irradiated MTHF glass con­
taining 9.5 mol % MTHT. Dose, 9.1 X 1019 eV g-1 . (A) Initial. (B) Fol­
lowing bleaching with filtered tungsten light of >900 nm (~30 mW 
cm-2). (C and D) Following successive additional bleachlngs with 
360-900-nm light (~30 mW cm-2). (E) After additional bleaching with 
270-360-nm light (~20 mW cm-2). (F) After additional bleaching with 
unfiltered tungsten light (~200 mW cm-2). Light oath 0.16 cm.

as observed for et-  in pure MTHF. The absorption which in­
creases steeply with decreasing wavelengths below 310 nm 
appears to be assignable to the tertiary a  radical of MTHF on 
the basis of studies10 in pure MTHF.
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The ratio of the intensity of the 320-nm peak relative to the 
460-nm peak is much lower for the solution of MTHT in 
MTHF than the ratio of the 300-nm peak to the 460-nm peak 
in pure MTHT (Figures 2 and 5). The 320- and 460-nm peaks 
thus appear to be due to different trapped species.

The absorbance at the 460-nm peak is 0.5 times as great as 
that of the same peak in MTHT at an equal y dose (after 
subtracting the small absorption by et~ at this wavelength, 
which is known from independent measurements of the et~ 
spectrum in MTHF). Per molecule of MTHT, the yield of the 
460-nm species is therefore 5 times greater in the mixture, 
indicating that during radiolysis energy absorbed by MTHF 
or charge separation produced within the MTHF is trans­
ferred to MTHT. In parallel with this increase in the intensity 
of the 460-nm peak per molecule of MTHT, the yield of et~ 
per molecule of MTHF in the 90% MTHF mixture is reduced 
by a factor of 5 relative to that in pure MTHF, as indicated 
by the absorbance at 1180 nm for equal doses and cell paths. 
The ratio of the effects was the same for both 7  doses of Figure 
5, i.e., the 460-nm and et_ bands grow in parallel with in­
creasing 7  dose.

An approximate extinction coefficient of 4 X 103 M- 1  cm- 1  

at the maximum of the 460-nm band can be estimated if it is 
assumed that the lowering of the e,-  concentration in the 
MTHT-MTHF mixture relative to the yield in pure MTHF 
is accompanied by an equivalent production of the 460-nm 
species in excess of the yield per MTHT molecule found in 
pure MTHT. This was determined using the data of Figure 
5B, taking 1.7 X 104 cm- 1  as the extinction coefficient of et~ 
in MTHF.10 The concentration of e,~ in the sample was 3 X 
10- 4  M whereas it would have been 1.5 X 10- 3  M for the same 
dose to the MTHF in the sample ( G  = 2.6) if it was unaffected 
by the MTHT. From the estimated extinction coefficient of 
the 460-nm species (which is a lower limit) it may be estimated 
that the G value for the species in pure MTHT (Figure 2) is
4 (an upper limit).

P h o to b le a c h in g  o f  y - I r r a d ia te d  9 .5 %  M T H T  in  M T H F  a t  
77 K . Figures 5 and 6 B show that exhaustive bleaching of the 
et_ band in 9.5% MTHT-MTHF mixtures with light of 
wavelengths longer than 900 nm removes all et~, but has no 
effect on the absorption below 550 nm. The spectra of Figures
5 and 6 B for samples bleached at >900 nm show considerably 
lower absorption on the red tail of the 460-nm band than the 
spectra of y-irradiated samples of pure MTHT, which are 
unaffected by light of such wavelengths. This difference in 
absorption has been determined by subtraction after nor­
malization at 460 nm. Normalization at this wavelength ap­
pears reliable since infrared bleaching does not alter the ab­
sorbance in the glass below ~550 nm (Figure 6 B). The result, 
plotted in Figure 7, indicates that there is a species with an 
absorption peaking at 625 nm which is present in the pure 
MTHT sample but not in the mixture after bleaching the et_. 
This peak matches the position of the shoulder (Figure 2 ) 
revealed upon partial bleaching of the 460-nm band in pure 
7 -irradiated MTHT by visible light.

Figure 6  indicates that light of 360-900 nm bleaches the 
460-nm band in the MTHT-MTHF mixture without affecting 
the 320-nm band. Light of 270-360 nm bleached both the 320- 
and 460-nm bands. Exposure to a tungsten lamp giving ~200 
W cm- 2  on the sample caused further bleaching, probably as 
a result of warming the matrix. A 42-nm blue shift in the 
original 460-nm peak resulted from these successive bleaching 
treatments.

S p e c t r a  In d u c e d  b y  P h o to ly s is  o f  T M P D  in  M T H T . Pho­
tolysis of a 5 X 10- 4  M solution of TMPD in MTHT with the

Figure 7. Difference in absorption of 7 -irradiated MTHT and 9.5% 
MTHT-MTHF at 77 K (Figure 2 minus Figure 6 B normalized at 460 nm) 
after exhaustive ir bleaching of e,“ in the MTHT-MTHF sample at >900 
nm. Light path ~0.1 cm.

270-370-nm light produced a large TMPD4  optical absorption 
signal, but no other absorption between 350 and 1200 nm 
(Figure 8 C). This spectrum is identical with the TMPD4 

spectrum in a variety of other organic glasses. 11 The ESR 
spectrum produced by a similar illumination (Figure 3C) 
consists of a narrow TMPD4  signal superimposed on a 
broader signal of a radical resembling that produced from 
MTHT by 7  radiolysis.

O p tic a l  A b s o r p t io n  o f  y - I r r a d ia t e d  T M P D - M T H T .  7 - 
Radiolysis of a solution of 5 X 10- 4  M TMPD in MTHT at 77 
K to a dose of 9.1 X 1019 eV g_ 1 produced the optical absorp­
tion shown in Figure 8 A, which changed to that of 8 B on 
partial bleaching with filtered tungsten light of wavelength 
>422 nm. In addition to the TMPD4  band the 460-nm band 
found in MTHT and in 9.5% MTHT-MTHF is present in 
high yield. However, the absorbance at 700 nm and above and 
near 360 nm is considerably lower relative to the 460-nm peak 
in the TMPD-containing sample than in pure MTHT (Figures 
2A and 8 A when normalized at 460 nm following subtraction 
of the TMPD4  absorption reveal these marked differences). 
Measurements below 360 nm could not be made due to the 
interfering absorbance by TMPD. The decreased absorbance 
at 700 and 360 nm relative to 460 nm indicates that the species 
produced by 7  radiolysis of pure MTHT, which have ab­
sorption maxima at 625 and 300 nm, are substantially absent 
in 7 -radiolyzed solutions of MTHT containing a low con­
centration of TMPD.

Discussion

A b s e n c e  o f  P h y s ic a l  T ra p p in g  o f  E le c tr o n s  in  M T H T . The 
initial goal of this work was to determine whether electrons 
produced by 7  radiolysis of MTHT glass become physically 
trapped. That they do not is shown by the absence of both the 
narrow ESR singlet and the near-infrared absorption band 
which are characteristic of et_ in other organic glasses.

A s s ig n m e n t  o f  th e  4 6 0 -n m  B a n d . The absorption band 
peaking at 460 nm in 7 -irradiated pure MTHT glass (Figure
2) must be a composite of absorptions by several species. The 
appearance of a pronounced shoulder at 625 nm and the 
substantial blue shift (both as a result of bleaching with visible 
light) indicate the complexity of the band.

The poorly resolved small peaks between 325 and 625 nm 
on curve A of Figure 2 appear to be due to vibrational struc­
ture from the predominant 460-nm species. Since the elec­
tronic transition presumably involves the sulfur atom, it is 
plausible that carbon-sulfur vibrational or bending modes 
account for the substructure. The uniform 1400-cm-1 sepa­
ration is close to the vibrational frequency of a carbon-sulfur 
double bond (the C=S vibration in propanethione is 1269
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electrons in thioketones. This is a result of the To' overlap be­
tween sulfur and the trigonal carbon, which produces a bond
of partial double bond character as affected by the electron
delocalization from sulfur to carbon. The existence of the
double bonded nature of radical 2 or 3 is supported by the
evidence for a double bond C to S species implied from the
resolved vibrational structure on the 460-nm band.

MTHT-, the molecular anion radical, appears less probable
than a ring-opened radical anion (2 or 3) as the species'l'!!­
sponsible for the 460-nm absorption. If MTHT could form
stable MTHT- by electron attachment in the glass, the pro­
cess might be expected to have a low energy barrier, allowing
it to occur with mobile electrons produced by the photoion­
ization of TMPD and by photodetrapping of et - from the
,,(-irradiated MTHT-MTHF matrix. Also, the ring opened
structure seems most consistent with the structure and Amax
of the 460-nm band, on comparison with the vibrational
structure and Amax of thioketones.

The experiment in which MTHT containing 5 X 10-4 M
TMPD was "( irradiated shows that the presence of this hole
scavenger has little influence on the yield of the 460-nm
species yield, although it appreciably reduces the absorption
at 700 nm (vide infra). The indication is that the 460-nm band
is not derived from a cationic precursor.

The optical absorption maxima of the radical cation of alkyl
disulfides occur at longer wavelengths than the maxima for
the corresponding radical anions. IS For n-amyl disulfide these
wavelengths are 780 and 420 nm, respectively. It is interesting
to note that the 460-nm band attributed above to an anion
radical in MTHT falls in a similar relation to the 625-nm
band, which is attributed below to the MTHT cation radi­
cal.

Assignment of the 625-nm Band. Three lines of evidence
imply the existence of an unresolved band on the red side of
the 460-nm peak, due to another trapped species produced
by radiolysis. Each is consistent with assignment ofth,is band
to the MTHT cation radical. These observations are: (1)
During photobleaching the Amax at 460 nm shifts toward the
blue and an absorption with Amax at 625 nm is revealed; (2)
The absorbance induced at 625 nm per unit energy absorbed
during "( irradiation of a 100/0 MTHT-MTHF mixture (Figure
6) is much less than that induced by irradiation of pure
MTHT (Figure 2), in contrast to the yield of the 460-nm
species, which is greater in the mixture. Subtraction of curve
B of Figure 6 from curve A of Figure 2, after normalization at
the 460-nm peak yields the difference spectrum, which is
plotted in Figure 7 and reveals a spectrum peaking at 625 nm
for a species present in "(-irradiated MTHT; (3) The yield of
a species absorbing at 700 nm is much less in MTHT con­
taining TMPD than in pure MTHT. This is shown by sub­
tracting the spectrum of Figure 8A from that of Figure 2A
after first subtracting the overlapping TMPD+ spectrum and
normalizing at 460 nm (to correct for the four-fold higher dose
of the sample of Figure 8A).

Since it is known that glassy MTHF stabilizes positive
charge against migration to solutes,3,15,16 and that TMPD
scavenges positive charge in several organic glasses (because
of its relatively low ionization potential), the reductions in the
yield of the 625-nm species by MTHF and TMPD, noted
above, imply that the 625-nm species is positively charged.
MTHT+, the radical cation of MTHT, is formed by the action
of the ionizing radiation on MTHT and it is plausible that this
is responsible for the 625-nm absorption. ESR evidence in­
dicates that the dimer cation of MTHT does not form in "(­
irradiated MTHT at 77 K, although the dimer cation ofTHT

2 3

The paramagnetic anions of type 2 or 3 would be expected to
have properties consistent with those of the species which
accounts for the major absorption at 460 nm. No electronic
absorption data were found in the literature for radicals of
type 2 or 3, or for the isoelectronic radical RR/CCI (R = CH3,
H) which probably has a similar spectrum. A less suitable
analogue is the molecule (CH3hC=S for which Amax is at 499
nm. 14 The low oscillator strengths for n -. To'* transitions in
thioketones yield extinction coefficients in the range of 10 to
100 M-l cm-1,14 appreciably below the estimated value of 4
X 103M-l cm-1for the 460-nm band. However, radical 2 or
3 may be expected to have a higher value than the thioketones
because of greater To' -. 71"* character than for the nonbonding

~ S- s-
'V'V

cm- I).J2 The unusually long progression ofthe bands in Figure
2 implies a substantially different geometry for the excited
state than the ground state.

The lower yield of et- in the MTHT-MTHF mixture than
in pure MTHF implies that the MTHT reacts with electrons
in competition with their trapping in MTHF, while the higher
yield of the 460-nm species per molecule of MTHT in the
mixture than in pure MTHT strongly suggests that this
electron scavenging reaction produces the 460-nm species. If
this conclusion is correct, the MTHT must capture the elec­
trons before they are thermalized, i.e., at energies of several
tenths of an electron volt or higher. This follows from the
observation that neither low energy electrons produced by
photoionization of TMPD in MTHT or by photobleaching of
8t- in MTHT-MTHF mixtures produce the 460-nm species.
It is known that mercaptans and disulfides undergo disso­
ciative capture in the gas phase with thresholds >0.35 eV.13

They form three types of products, of which the analogues that
could be formed by electron capture by MTHT are:

S-

CI
/ 1

oL-L..----.l_-I,_~__=~=d
600 800

WAVELENGTH, nm

Figure 8. Optical spectra induced by "( irradiation and by photoionization
in MTHT glass containing 5 X 10-4 M TMPO at 77 K. (A) After "( dose
of 9.1 X 1019 V g-1. (B) After partial bleaching of sample A with
wavelengths >420 nm from tungsten lamp. (C) TMPO+ spectrum pro­
duced by 1 min exposure of fresh sample to 270-370-nm light (-20
mW cm-2). The light paths of all samples were 0.1 cm. The observed
absorbances of (C) have been multiplied by 2 for convenient plot­
ting.
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has been observed in oxidizing solutions under conditions 
quite different than present here. 17

A s s ig n m e n t  o f  th e  3 0 0 -n m  P e a k . The absorption peak at 
300 nm in 7 -irradiated MTHT glass (Figure 2A), and the peak 
a t 325  nm in 7 -irradiated 9.5% MTHT-MTHF (Figures 5 and
6 ) may be presumed to represent the same species. In MTHT 
the peak is approximately equal in absorbance at Amax to the 
460-nm peak. In 9.5% MTHT-MTHF the peak is much 
smaller relative to the 460-nm peak. 7 -Irradiation of MTHT 
containing 5 X 10- 4  M TMPD induces an absorption in which 
the tail of the 460-nm peak at 360 nm (and presumably at 300 
nm, although this is obscured by the TMPD absorbance) is 
much lower relative to the 460-nm absorbance (Figure 8 A) 
than for MTHT irradiated in the absence of TMPD.

The fact that both TMPD and MTHF are positive hole 
scavengers and that both reduce the 300-325-nm peak 
suggests that the species responsible for the peak may be a 
cation or be formed from a cation. It is thought that in MTHF 
glass MTHF+ cations convert to tertiary a-MTHF radicals 
by proton transfer. 10 If some MTHT+ cations in MTHT un­
dergo proton transfer rather than being stabilized to give the 
625-nm absorption (see above) it may be that the 300-nm peak 
is the spectrum of MTHT radicals. The 300-nm \max relative 
to Amax of the tertiary a-MTHF radical of 250 nm10 is a plau­
sible shift for the spectrum of the thioether relative to the 
ether.

Spectra of any radiation induced species in MTHT which 
absorb below the 300-nm band are obscured by the absorption 
of unirradiated MTHT,2 which starts at ~290 nm and rises 
to 3 absorbance units per 0.1 cm path at 270 nm. Pure MTHF 
shows little absorption above 220 nm (Figure 1).

E S R  S p e c tr a  o f  7 -Ir r a d ia te d  a n d  P h o to ly z e d  M T H T . The 
seven line ESR spectrum which remains after 40% bleaching 
of the initial ESR spectrum of 7 -irradiated MTHT glass 
(Figure 3B) is similar to that of the tertiary a-MTHF4’10 

radical formed by 7  irradiation of MTHF glass. Using coupling 
constants of alCHs) = 20 G, a(CH2) = 17 G, and a(CH2') = 
34 G for the tertiary a-MTHT radical (inferred from the ob­
served low temperature coupling constants of the secondary 
a-MTHT radical4), a theoretical spectrum in agreement with 
that in Figure 3B is obtained when line broadening is in­
cluded.

Of the radicals which might be produced from MTHT, the 
most plausible to account for the 160 G total width of the 
spectrum of Figure 3A is CH3CHCH2CH2CH2S“ , produced 
as in eq 1 . This radical should have an overall width of 162 G 
based on reported coupling constants for alkyl radical centers 
at low temperatures. 1819 The spectral change from Figure 3A 
to 3B on exposure of the sample to 360-900-nm light seems 
to indicate the preferential removal of the species responsible

for the 160 G width from the radical mixture in addition to 
other changes which may or may not be due to bleaching of 
other radicals. Additional exposure further decreases the in­
tensity of the spectrum of Figure 3B without changing the 
relative peak heights.

The production of radicals during photoionization of 
TMPD in MTHT glass (Figure 3C) indicates transfer of en­
ergy from the TMPD to the matrix either without ionization 
or involving the energy of neutralization or attack by methyl 
radicals ejected from TMPD by the energy of neutraliza­
tion.

The thiyl radicals formed by photolysis of MTHT glass 
(Figure 4) indicate rupture of a C-S bond of MTHT in con­
trast to the loss of H from the tertiary position which seems 
to occur in 7  radiolysis, but in accord with the C-S bond 
cleavage which is the dominant'process in organic sulfides at 
254 nm in the gas phase20 and in solid matrices at 77 K . 21
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Empirical values for the free-ion polarizabilities of alkali metal, alkaline earth metal, and halide ions have 
been obtained from static crystal polarizabilities. The crystalline environment significantly reduces the po­
larizabilities of the anions, but the refractive index data do not support a significant perturbation of the cat­
ion polarizabilities. The result for the cations contradicts earlier conclusions, but is in agreement with recent 
experimental and theoretical work. The empirical polarizabilities obtained were: K+ = 0.85-± 0.02; Rb+, 1.41 
±  0 .0 2 ; Cs+, 2.42 ±  0.03; Ba'2+, 1.73 ±  0.05; F", 1.38 ±  0 .1 ; Cl", 3.94 ±  0 .2 ; Br“, 5.22 ±  0 .2 ; I-,'7.81± 0.3 A3.

Introduction

The polarizabilities of free or gaseous ions are not suscep­
tible to direct experimental determination. For their deter­
mination recourse must be made to purely theoretical calcu­
lation or to some type of empirical or semiempirical procedure. 
Reported here is an empirical correlation of crystal polariz­
abilities that is believed to give reliable estimates of free-ion 
polarizabilities.

The set of polarizabilities obtained by Pauling2 and the set 
obtained’by Fajans and his co-workers3* 5 are the best known 
estimates of free-ion polarizabilities. Both sets are dependent 
upon the polarizabilities of ions in aqueous solution. Pauling 
empirically corrected an approximate theoretical treatment 
of the quadratic Stark effect by requiring the screening con­
stants to be those that reproduce the polarizabilities of the 
noble gases. In order to estimate the variation of the screening 
constants with atomic number, he assumed the free-ion po­
larizabilities of the bromide and iodide ions to be equal to the 
solution polarizabilities of Heydweiller.6

Fajans’ polarizabilities were obtained from the molar re­
fractions of salts at infinite dilution. The solution polariz­
abilities of the salts were partitioned into polarizabilities for 
the individual ions on the basis of a solution polarizability, aj, 
of 0.080 A3 for the scdium ion. One may expect that a given 
change in nuclear charge will cause a greater relative change 
in polarizability the smaller the magnitude of the nuclear 
charge. This expectation implies a number of inequalities 
which Fajans identified and used to justify his choice for the 
solution polarizability of the sodium ion.

Fajans identified the solution polarizabilities of the three 
heavier alkali metal ions and the three heavier halide ions with 
the free-ion polarizabilities. Systematic variation of polariz­
abilities was then used to define the free-ion polarizabilities 
of the sodium and fluoride ions and those of the alkaline earth 
and chalcogenide ions. The differences between the solution 
and free-ion polarizabilities for the ions of greater charge 
density were rationalized in terms of a principle that has also 
been used to rationalize the nonadditive trends in the polar­
izabilities of crystals: Polarizability is diminished in the field 
of positive charge and increased in the field of negative 
charge.

This principle implies that the polarizabilities of cations 
be enhanced in crystals and that those of the anions be de­
creased. The more diffuse anions should suffer decreases in 
polarizability greater than the increases experienced by the

cations. Thus, crystal polarizabilities are expected to be less 
than the sum of the free-ion polarizabilities of the constituent 
ions.

Tessman, Kahn, and Shockley7 obtained a set of ion po­
larizabilities from the condition of a least-squares fit to the 
crystal polarizabilities of the alkali halides. In accord with 
Fajans’ principle, the anion polarizabilities were smaller and 
the cation polarizabilities were larger than the corresponding 
free-ion polarizabilities. Systematic nonadditive trends in­
dicated the need for a model that would allow the polariz­
abilities of the individual ions to differ in different crystals.

Fajans’ principle is electrostatic in origin. A quantification 
of this principle has been presented by Ruffa.8 He calculated 
crystal polarizabilities from Pauling’s free-ion polarizabilities 
and found reasonable agreement between the calculated and 

■ experimental crystal polarizabilities. When the polarizabilities 
for each ionAvere averaged, excellent agreement was found 
with the polarizabilities of Tessman, Kahn, and Shockley.7

Petrashen’, Abarenekov,- and Krostofel’9 have presented 
a model which allows for the modification cf the Hartree-Fock 
distribution by the Madelung potential. The expected dilation 
of the cation and contraction of the anion were demonstrated. 
The corresponding perturbations of the polarizabilities have 
been investigated by Ledovskaya. 10 Qualitatively similar re­
sults have been obtained by Paschalis and Weis11 using the 
model of an ion embedded in a hollow sphere, a sphere which 
carries an electric charge of the same magnitude but opposite 
in sign to that of the ion considered.

Wilson and Curtis12 have treated the variation of anion 
polarizability in the alkali halides using the model of a com­
pressible conducting sphere. They assume that the relative 
decrease of the polarizability experienced by the anion is 
proportional to the compressive force acting upon the anion. 
This force was approximated by the Coulomb force. Applying 
their model to the alkali halides having the sodium chloride 
structure, they found free anion polarizabilities that were 
essentially equal to the cube of the anion radii. The refractive 
index data did not seem to require significant enhancement 
of the cation polarizabilities.

Pirenne and Kartheuser13 have obtained a set of free ion 
polarizabilities that is based on the presumption that crystal 
polarizabilities are enhanced by a dipole-dipole interaction. 
Some theoretical support for this position, which contradicts 
Fajans’ principle, is given by Heinrichs. 14

The principal empirical support for the application of Fa­
jans' principle to ions in crystals has been the results of x-ray
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diffraction studies, Schoknecht’s15 study of sodium chloride, 
for example, shows a dilation of the outer electron distribution 
of the sodium ion and a contraction of the outer electron dis­
tribution of the chloride ion. However, the more recent study 
of Linkoaho16 shows the electron distributions to be almost 
identical with the Hartree-Fock distributions. Similarly, the 
study of lithium fluoride by Krug, Witte, and Wolfel17 has 
been revised by the study of Merisalo and Inkinen. 18 The 
lithium ion is shown to be compressed as well as the fluoride 
ion. Maslen19 does not believe the data on fluorite to be of 
sufficient accuracy to demonstrate either radial or angular 
distortion of the calcium or fluoride ions. However, the data 
do c o n tr a d ic t the electrostatic distortion model of Petrashen’, 
Abarenkov, and Kristofel’ .9 The ions in lithium,20 potassium,21 

and rubidium22 chlorides are very similar to the Hartree-Fock 
ions. There is some indication of a slight compression of the 
rubidium ion. Both the potassium and bromide ions are 
compressed relative to the free ions in potassium bro­
mide.23

The present conclusions are based mere on improved 
methods for analyzing the experimental data than upon im­
provements in the available x-ray diffraction data.24 The er­
rors in the experimental structure factors are somewhat less 
than 1 % 25’26 and the limits on the information obtainable from 
them have been carefully assessed by Kurki-Suonio.27 It seems 
unlikely that these conclusions will need to be revised mate­
rially.

Aikala and Mansikka28 have recently investigated the radial 
distortion of Hartree-Fock distributions attending the for­
mation of lithium fluoride and sodium fluoride crystals. The 
study showed a slight dilation, about 0.3%, of the lithium ion. 
The fluoride ion was found to experience a contraction of 
about 2% in both cases. No radial distortion of the sodium ion 
was found. The present evidence, both theoretical and ex­
perimental, demonstrates that the electrostatic dilation, of 
cations was overestimated in earlier theoretical work or that 
this effect is countered by the effect of compressive forces.

Since both compressive forces and the Madelung potential 
act to contract anions, the evidence of the diffraction studies 
for little or no radial compression of the chlqride ion is sur­
prising. Particularly is this so in view of tKe evidence for 
compression of the fluoride and bromide ions. Perhaps the 
Hartree-Fock distribution for the chloride ion does not ade­
quately represent the true electron distribution of the free 
chloride ion. Thorhallsson, Fisk, and Fraga29 have questioned 
the accuracy of the outer electron distribution for anions given 
by extant Hartree-Fock calculations. In their investigation 
of the representation of Hartree-Fock form factors with 
Gaussian functions, Kurki-Suonio, Meisaio, and Peltola30 

found excellent fit for a number of common atoms and ions, 
but found that the fit was poor for the chloride and sulfide 
ions. The reason for the apparent lack of compression of the 
chloride ion is an unresolved problem. A true failure in sys­
tematic behavior seems most unlikely.

It may be that neither the theoretical nor the experimental 
results are significantly in error, and that the answer lies in 
the electron distributions lying outside the spheres defined 
by the ionic radii. In lithium fluoride18 a charge of —0.5e lies 
outside these spheres. In sodium16 and potassium21 chloride 
the charges external to the ionic spheres are approximately 
—0.7e and -l.Oe, respectively. To within experimental error, 
no charge lies outside the ionic spheres in potassium bro­
mide.23

Compression of the charge of the chloride ion external to 
its ionic sphere can be presumed without contradiction of the

diffraction results since the electronic charge distribution is 
not well defined by the diffraction data outside the ionic 
spheres. This possibility would allow for significant com­
pression of all halide ions as seems necessary to account for 
the nonadditivity of crystal polarizabilities.

In this study, the model of Wilson and Curtis12 has been 
thoroughly reinvestigated. It has been extended to include the 
alkali halides having the simple cubic structure and to include 
13 of the alkaline earth chalcogenides having the sodium 
chloride structure. Several empirical, forms in addition to the 
WC form have also been investigated. The effect of the crystal 
on the polarizability of a cation has been investigated through 
the introduction of a scaling factor into an expression obtained 
by Ruffa.8

v Determination of the polarizabilities of the free ions from 
the crystal polarizabilities presumes that the ions retain their 
identity in the crystal phase and that the perturbations can 
be described in some manner. The crystal polarizability is 
taken to be the sum of the two perturbed polarizabilities. The 
unperturbed polarizabilities and the parameters describing 
the perturbation are determined by the condition of a least- 
squares fit to the equation:

a c =  «+ + a -  (1 )

The solution is not defined unless the polarizability of one 
ion is fixed a priori. The accepted practice has been to take the 
crystal polarizability of the smallest cation to be the free ion 
polarizability as calculated from first principles. The absolute 
error introduced in this fashion is minimal. The determination 
of individual ion polarizabilities is a non-linear lea t̂-squares 
problem. Solutions were obtained using a program constructed 
in Fortran IV.

Polarizabilities Assuming Constant Cation 
Polarizabilities

The results that will be considered first are those for the 
alkali halides assuming that the cations retain their free-ion 
polarizabilities. The static crystal polarizabilities used are 
those accepted by Wilson and Curtis12 after a careful review 
of the extant data. The polarizability of the lithium ion was 
set equal to 0.0285 A3, the ab initio value obtained by Wein- 
hold.31 Correlations proved to be such that it was necessary 
to fix the sodium ion polarizability a priori as well in order to 
obtain well-defined polarizabilities for the remaining alkali 
cations. The most reliable technique which has been applied 
to 10 and 18 electron systems is the coupled Hartree-Fock 
(CHF) technique. The results are consistently about 10% 
low.32 When polarizabilities are determined for an isoelec- 
tronic sequence using the same method of calculation, scaling 
the polarizabilities of the entire sequence, using the ratio of 
the observed to the calculated polarizability of the noble gas, 
should give improved estimates for the polarizabilities of the 
ionic species. The polarizability of the sodium ion obtained 
by Lahiri and Mukherji,33 0.140 A3, was scaled in this fashion 
to obtain the value used in this investigation, 0.158 A3. Ad­
ditional evidence for the use of this simple scaling procedure 
is presented later in the paper.

The Wilson-Curtis function is
a -  =  a ~ °  exp(-C/r02) (2)

The crystal and free anion polarizabilities are denoted a -  and 
a -0, C  is a parameter to be varied, and r 0 is the least cation- 
anion distance. The four cesium halide polarizabilities were 
omitted in the initial investigation since three of the salts have 
the simple cubic structure and only a value for «(Cs+) would
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have been provided by the molar polarizability of CsF. When 
the value of C  was set equal to zero, that is, when the anion 
polarizabilities were presumed constant, <r, the standard de­
viation of the calculated from the observed crystal polariz­
abilities, was 0 .1 2  A3. When C was allowed to vary, a was re­
duced by a factor of 3 to 0.034 A3. When each of the four an­
ions was allowed to assume its own value for C , a was further 
reduced to 0 .0 1 1  A3. Inclusion of the polarizabilities of the 
cesium halides increased the standard deviation to 0.027 A3, 
but this was again reduced to 0 .0 1 1  A3 when a structure pa­
rameter, s, was introduced. The structure parameter is defined 
by C(CsCI) = sC(NaCl). Twelye parameters, the polariz­
abilities of the potassium, rubidium, and cesium ions, the 
polarizabilities and C’s of t-he four halide ions, and the struc­
ture parameter, fit the 2 0  experimental data to within the 
uncertainty of much of the data.

The crystal polarizabilities range over a factor of 10. A more 
appropriate weighting of the crystal polarizabilities is the 
weighting for which the relative deviations from eq 1  are 
minimized. With this weighting, and with the 12 variable 
parameters mentioned above, the standard relative deviation 
was 0.24%. The differences between the parameters as de­
termined by the different weighting procedures were quite 
small. The parameters obtained by minimizing the relative 
deviations are listed in Table I.

The', relatively large number of parameters requires that 
some caution be maintained in the interpretation of the pa­
rameters a +  and a - 0 as free-ion polarizabilities. Alternate 
empirical forms might fit the data as well and yield “free-ion” 
polarizabilities that are significantly different. In order to 
obtain a more certain estimate of the free-ion polarizabilities, 
several other empirical forms were investigated.

One criticism of the WC form is its neglect of the van der 
Waals’ forces. In some cases, these are even larger than the 
Coulomb forces. Rather than neglect the van der Waals’ forces, 
one may assume that "hey are balanced, along with the Cou­
lomb forces, against the Pauli repulsive forces, and presume 
the relative decrease cf the ion polarizabilities from the free- 
ion values to be proportional to the repulsive force. This 
presumption leads to

a_ = a - 0 exp(-CF-) (3)

in which C is a proportionality constant and

F -  = M b C + - p ~ 1 exp((r+ + r_ -  r 0)/p)

+  M 'a b C — p- 1  exp((2 r_ — a ro )/ p) (4)
The quantities C+_ ard C— are the Pauling factors, M  is the 
number of the nearest neighbors, M '  is the number of next- 
nearest neighbors, 6 is a constant, r+ and r_ are cation and 
anion radii, ro is the nearest-neighbor distance, a is a geo­
metrical factor depending upon the crystal structure, and p 
is the hardness parameter. Values for these parameters were 
taken from the study by Cubicciotti34 rather than from the 
more recent work by Tosi and Fumi,35 since the latter did not 
include the simple cubic cesium halides in their investigation. 
It is important to use radii and hardness parameters deter­
mined from compressibility data.

The results for this second empirical form are shown in 
Table I. In this case, there was no significant improvement 
obtained when the number of parameters varied was increased 
from 9 to 12 by allowing the proportionality constants C  to 
differ for the four different anions. The values for the three 
cation polarizabilities are a few percent higher than those 
obtained using the WC form, but the anion polarizabilities 
obtained are significantly lower. The results are dependent

upon the van der Waals’ constants since the latter were used 
to define the radii and hardness parameters. Cubicciotti, as 
well as Tosi and Fumi, were forced to use van der Waals’ 
constants which are astute estimates based upon very limited 
data. 36

An improved set of van der Waals’ constants might signif­
icantly lower the standard deviation. The fit is still quite good 
with <y = 0.48%. The standard deviation using the WC form 
and a common value of C  for the anions is approximately 50% 
larger. The form suggested by Pirenne and Kartheuser13

ac = a +  + cl-  + Aa+a_ (5)

fits eq 1 with a equal to 1.1%. Using the same number of 
variable parameters, their standard deviation is twice as large 
as that obtained using eq 3.

Two additional empirical forms have been investigated:

a -  =  a_°(l + Cro- n ) - 1  (6 )

and
= a_°(l — e-x(l + x  + • • • x n~ 1/(n  — 1)!)) (7)

with x = Cr$. Both functions vary as r 0n for small values of ro 
and approach a ~ °  for large values of ro, the first as an inverse 
power of ro and the second exponentially. The results for both 
eq 6 and 7 are shown in Table I for n  = 2,3, and 4. In each case 
the standard deviation is essentially the same as that for the 
WC form, so that fit alone cannot be used to determine the 
function most likely to give the true values of the free-ion 
polarizabilities. The model of a conducting, compressible, 
spherical shell predicts a dependence of the polarizability on 
r03. Electrons confined to a spherical box would exhibit a de­
pendence on r04. Hence, the results for n  =  3 and 4 should give 
the more reliable polarizabilities. Fortunately, the four sets 
of polarizabilities given by eq 6  and 7 are quite similar. Listed 
in Table II as the best empirical estimate of each free ion po­
larizability is the average of the results for these four cases. 
The anion polarizabilities obtained from eq 3 agree well with 
these estimates, and so lend additional support.

The general trend obtained on increasing the value of n  in 
eq 6  and 7 is a decrease of the anion polarizabilities. The cation 
polarizabilities are n e a r ly  in d e p e n d e n t  of the model for anion 
polarizability. The two sets of results obtained for n  = 2 give 
anion polarizabilities that are significantly higher than the 
values chosen as the best values, polarizabilities similar to 
those obtained using the WC form.

Boswarva37 has used the static polarizabilities of 13 of the 
alkaline earth chalcogenides having the sodium chloride 
structure to define polarizabilities for the alkaline earth and 
chalcogenide ions. He assumed Pauling’s value for the po­
larizability of the magnesium ion and assumed both cation and 
anion polarizabilities to be independent of the counterion. 
Using his data, his results have been reproduced. The polar­
izabilities obtained for the calcium, strontium, and barium 
ions are approximately double the polarizabilities of Pauling, 
and the standard deviation was found to be 0.14 A3. The large 
enhancement of the cation polarizabilities is not required by 
the data, however. When the four cation polarizabilities were 
presumed to be those of Pauling and a single value of C was 
used in the WC form, an essentially identical fit was obtained, 
(r = 0.15 A3, even though five rather than seven variables were 
used to fit the data.

Correlations again required that the polarizabilities of two 
of the cations be fixed. The polarizabilities of the magnesium 
and calcium ions were taken to be 0.0784 and 0.522 A3, re­
spectively. These polarizabilities are the CHF polarizabilities

The Journal o f Physical Chemistry, Vol. 80, No. 19, 1976



Empirical Free-lon Polarizabilities 2081

TABLE I: Polarizability Parameters for the Alkali Halides

Eq no. n
Structure
parameter

Free-ion polarizabilities, A3 C°

a, %K+ Rb+ Cs+ F" Cl” Br~ I“ F ci- Br“ I-

2 1.123 0.85 1.4C 2.40 1.59 4.48 5.90 8 .8 8 2.37 2.91 2.92 3.81 0.24
3 0.927 0.91 1.5C 2.50 1.33 3.84 5.17 7.46 0.0334 0.48
6 2 1.118 0.83 1.37 2.36 1.96 5.00 6.43 9.75 4.90 4.85 4.60 5.98 0.24
6 3 1.189 0.85 1.41 2.41 1.45 4.11 5.44 8.16 5.16 7.22 7.50 10.61 0.23
6 4 1.260 0.87 1.43 2.45 1.28 3.78 5.06 7.54 7.32 13.57 15.17 23.46 0 .2 2
7 2 0.947 0.82 1.36 2.35 1.84 4.53 5.80 8.79 0.807 0.843 0.869 0.763 0.24
7 3 0.966 0.84 1.39 2.39 1.47 4.03 5.30 7.95 1.55 1.44 1.44 1.28 0.23
7 4 0.945 0.85 1.41 2.41 1.34- 3.82 5.07 7.58 2.24 2.00 1.97 1.76 '0.23

a The values for C  correspond to rg in angstroms. •

TABLE II: Free-lon Polarizabilities of the Alkali and Halide Ions (Ä3)

Li+ Na+ K+ Rb+ Cs+ F- ci- Br- I-

Empirical (0.0285) 0 6  (0.158) “ 0.85 ± 0.02 1.41 ± 0.02 2.42 ± 0.03 1.38 é 0.1 3.94 ± 0.2 5.22 ± 0.2 7.81 ± 0.3
Coupled Hartree- 0.0281 0.140 0.789 1.40 3.76

Fockc
Scaled CHF 0.158 0.867 1.58 4.13
Thomas-Fermid 0.55 1.03 1.76 2.27
Scaled TF 0.179 0.845 1.39 2.43
Quadratic Stark 0.029 0.181 0.840 1.42 2.44 1.05 3.69 4.81 7.16

effect̂
Solution based f 0.03 0.188 0.887 1.48 2.54 0.95 3.46 4.82 7.22

a Assumed values. b Reference 31. c Reference 33. d Reference 39. e Reference 2. < Reference 5.

scaled by the ratio of the experimental to the CHF polariz­
ability of the corresponding noble gas. The crystal polariz­
abilities were fit using the WC form and using eq 6 and 7 with 
n =  3,4. Relative deviations were minimized with a common 
value of C for the four anions. There was not much decrease 
in a when the values of C were allowed to vary separately for 
each of the anions, and the C’s did not vary monotonely with 
atomic number. As may be seen from Table III, consistent 
results were obtained for the strontium and barium ions. The 
polarizabilities for these ions listed in Table IV are the average 
of the values obtained using eq 6  and 7.

The anions are metastable in the free state. Thus, the ex­
pressions for anion polarizability can only be expected to treat 
the variation of the polarizability of an anion as it is stabilized 
within a crystal. The “free-ion” polarizabilities are not to be 
taken seriously as such, and do not agree well with each 
other.

Variation of Cation Polarizabilities
The above results are not greatly sensitive to the values 

assumed for the lithium and magnesium ions since each makes 
only a small contribution to the crystal polarizabilities. The 
values chosen for the sodium and calcium ions, on the other 
hand, do affect the results materially. If, as has been com­
monly held, cation polarizabilities are enhanced in the crystal, 
larger values should be used for these ions. More appro­
priately, a theory such as Ruffa’s should be used which spe­
cifically allows for this enhancement in terms of the Madelung 
potential of the individual crystals.

The polarizability of the sodium ion obtained from photo­
electric data by Michael38 is 0.301 A3. When this value is as­
sumed, the result is to produce a fluoride ion polarizability 
that is essentially constant in each of the alkali fluorides. Since 
the nonadditivity of the crystal polarizabilities does require 
some variation in individual ion polarizabilities, a variation

that must arise primarily from the softer anions, Michael’s 
value would appear to be an.upper limit for the polarizability 
of the sodium ion in the alkali halides. A value of 0.311 A3 is 
obtained when each alkali and halide ion is assumed to have 
a polarizability independent of its counterion. Variation of the 
sodium ion polarizability in steps of 0.05 A3 from 0 .1 0  to 0.30 
A3 was investigated using both eq 6 and 7 with n =  3, 4. The 
results were similar in each of the four cases. The higher values 
for the sodium ion polarizability lead to correspondingly 
higher values for the heavier cations and lower values for each 
of the anions. The results for eq 7 with n  =  3 are shown in 
Table V. When the sodium ion polarizability was released, it 
assumed a value of 0.273 A3 and a became 0 .2 0  A3. This is to 
be compared to the standard deviation of 0.23 A3 obtained 
when the sodium ion polarizability was fixed at 0.158 A3. 
When the WC form was used, a polarizability ar.d standard 
deviation of 0.265 A3 and 0.24% were obtained.

However, this is not a reliable indication of enhanced cation 
polarizability. Using a common value of C in eq 6 with n =  3, 
the standard deviation of 1.0% was reduced to 0.48% when the 
polarizability of the sodium ion was released from 0.158 A3 and 
allowed to vary. However, the unreasonably low sodium ion 
polarizability of 0.056 A3 was obtained. An unreasonably low 
value was also obtained for the polarizability of the calcium 
ion when that polarizability was released in the fitting of the 
polarizabilities of the alkaline earth chalcogenides.

The variation of cation polarizability predicted by Ruffa 
is that given by

«+%*+ = (1 -  (2ttA ed / r0h ) ( m a + °/ N )1/2)2 (8 )

in which A  is the Madelung constant, e  is the electronic 
charge, d  is a scaling parameter introduced by this author, h 
is Plank’s constant, m  is the mass of the electron, and N  is the 
number of electrons in the ion. Ruffa’s result was obtained by 
assuming that cationic ground state levels are raised by the
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TABLE III: Polarizability Parameters for the Alkaline Earth Chalcogenides

" F re e - io n ”  p o la r iz a b il it ie s .  A 3

Eq no. n Sr2+ Ba2+ O2" s2- Se2" Te2“ C ü, %

2 0.82 1.79 6.5 10 .8 12.4 14.6 5.98 1.8

6 3 0.83 1.71 7.2 11.9 13.4 15.5 30.0 2.0

6 4 0.82 1.80 4.9 8 .2 9.4 1 1 .1 37.4 2.0

7 3 0 .8 6 1.69 11.4 19.0 2 1 .1 23.9 0.636 2.3
i 4 0.83 1.69 7.5 12.4 13.9 15.9 1.156 2.0

TABLE IV: Polarizabilities of the Alkaline Earth Cations (À3)

Mg2+ Ca2+ Sr2+ Ba2+

Empirical (0.0784)aò (0.522) 0.84± 0.02 1.73 ± 0.05
Coupled Hartree-Fock6 0.0697 0.475
Thomas-Fermi1 0.27 0.56 1 .1 1 1.70
Scaled TF 0.088 0.46 0.87 1.82
Quadratic Stark effect6 0.094 0.47 0.65 1.56
Solution based1 0 .0 10 0.55 1 .0 1 1.85

6 Assumed, scaled CHF values. 6 Reference 33. ' Reference 39. d Reference 2 . e Reference 5.

TABLE V: Variation of Polarizabilities with the Sodium Ion Polarizability“

Free-ion polarizabilities, Â3

Na+ K+ Rb+ Cs+ F" Cl- Br- I- <T, %

0 .1 0 0.70 1 .2 1 2.17 2.17 4.65 5.89 8.62 0.24
0.15 0.82 1.36 2.36 1.54 4.11 5.37 8.03 0.23
0 .20 0.93 1.50 2.52 1.19 3.71 4.97 7.57 0 .2 2
0.25 1.03 1.62 2 .6 6 0.99 3.42 4.67 7.20 0 .2 1
0.30 1 .1 0 1.70 2.74 0.8 8 3.24 4.49 6.96 0.26
0.2736 1.07 1.67 2.71 0.92 3.31 4.56 7.06 0 .20

' Equation 7, n

-CCOII Sodium ion polarizability for minimum a.

Madelung energy while the excited state levels are left ap­
proximately unchanged. To the extent that the perturbation 
of the cations is electrostatic in origin, the ground state energy 
levels of a cation in a crystal are raised by an amount equal to 
the Madelung energy. The wave functions for the excited state 
levels are more delocalized. Thus their energy levels are raised 
to a lesser extent by the electrostatic potential of the crystal. 
In addition, short-range and exchange potentials become more 
significant for the excited state levels, and both act to diminish 
the effect of the Madelung potential. The scaling parameter 
d , which has been introduced for empirical evaluation, is re­
duced from unity by localization of the excited state wave 
functions.

In order to provide room for an alternate fitting of the ex­
perimental data, a single value of C was used for the anions. 
Any of the suggested forms for the description of anion po­
larizability should serve adequately for investigation of the 
enhancement of cation polarizability. The lithium ion polar­
izability may be assumed constant because of its very small 
contribution to the crystal polarizabilities.

The results for eq 6 with n =  3 were as follows: With the 
value of d set equal to zero for the lithium ion and equal to 0 .5  

for the remaining four cations, a standard deviation of 1.28% 
was obtained. When d  was released, but required to remain 
the same for the four cations, it converged to zero with a =
1.00%. The parameters obtained were identical with those 
obtained when cation polarizabilities were assumed constant. 
Convergence was slow, and, when the d ’s were released to vary 
separately, the program was terminated before all of the d ’s 
became negligibly small. In another run, which excluded the

cesium salts to avoid the complication of differing crystal 
structures, the WC form was used and convergence was con­
tinued until the calculated enhancements of polarizability for 
the sodium, potassium, and rubidium ions had each become 
negligible.

Ruffa’s equation should have described adequately any 
Coulombic enhancement of the cation polarizabilities. Thus, 
the failure to find evidence for significant enhancement is 
evidence against such enhancement in the alkali halides. The 
enhancement obtained by assuming constant anion polariz­
abilities is apparently an artifact of an overly simple model.

Discussion

If the polarizability of the sodium ion in the sodium halides 
is, in fact, not significantly perturbed from the free-ion po­
larizability, then the free-ion polarizabilities of the three 
heavier alkali cations should be well approximated by the 
empirical polarizabilities obtained in this s~udy. Scaling of the 
CHF polarizability of the potassium ion yields a value of 0.867 
A3 which is in excellent agreement with the empirical value 
of 0.85 ±  0.02 A3. CHF polarizabilities for the rubidium and 
cesium ions were not found, so recourse was made to the 
Thomas-Fermi polarizabilities of Vinogradov, Pustovalov, 
and Shevelko.39 As may be seen from Table II, their value for 
the sodium ion differs from the scaled CHF polarizability by 
a factor of 3. Scaling reduces the disagreement to 13%. Scaling 
of their polarizability for the potassium ion gives 0.845 À3 

which differs by only 2.5% from the scaled CHF polarizability. 
This convergence shows that significant improvement of the
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TABLE VI: Fajans’ Ratios

<?'(-/0 ) Q'(0/+) Q ”

Ne 3.50 2.50 1.40
Ar 2.41 1.93 1.25
Kr 2 .1 0 1.76 1.19
Xe 1.93 1.67 1.15

Q"'(0 /+)

1.29
1 .1 0

1.05

TABLE VII: Relative Decreases (%) in Anion 
Polarizability on Crystal Formation

F - ci- Br- I-

Li+ 36 27 23 25
Na+ 26 2 1 . 18 2 1
K+ 17 16 14 16
Rb+ 15 14 12 14
Cs+ 13 12 10 1 2

theoretical alkali metal ion polarizabilities is obtained by the 
scaling procedure. Since the accuracy of the statistical model 
increases with atomic number, the scaled TF polarizabilities 
for the rubidium and cesium ions should be quite accurate. 
As may be seen from Table II, t h e  e m p ir ic a l  a n d  s c a le d  t h e ­
o r e t ic a l  p o la r iz a b i l i t i e s  a g r e e  to  w ith in  th e  u n c e r t a in t ie s  
c i t e d  f o r  th e  e m p ir ic a l  p o la r iz a b i l i t i e s .

Similar data are presented for the alkaline earth cations in 
Table IV. The scaled TF polarizabilities are about 4% higher 
than the empirical values, a difference which is probably not 
significant. The experimental noble gas polarizabilities used 
to scale the theoretical polarizabilities of the ionic species are 
those listed in the extensive tabulation of Teachout and 
Pack.40

Fajans’ inequalities provide an additional test to which the 
empirical polarizabilities must be subjected. The inequalities 
relate the polarizability ratios Q ' and quotients of these ratios, 
Q "  and Q'". Q'(—,0 ), for example, denotes the ratio of the 
polarizability of a halide ion to that of the corresponding noble 
gas. Q ''(-,0 ,+) denotes the ratio Q'(—,0 )/Q'(0 ,+) in which the 
polarizabilities are those of isoelectronic ions. 0) denotes
the ratio of Q '(-,0 ) for one period to that for the next period. 
These ratios for the halide ions, the noble gases, and the alkali 
metal ions are given in Table VI. Fajans’ inequalities require 
a monotone decrease in each of the three types of ratios with 
atomic number. Smoothly systematic behavior is observed. 
The empirical polarizabilities that have been obtained prove 
to be an internally consistent set.

Fajans’ inequalities are not quite obeyed when the table is 
extended to include the alkaline earth cations. Smoothly 
systematic behavior is restored when the strontium ion po­
larizability is increased by 1 1 % to 0.93 A3, and the cesium and 
barium ion polarizabilities are taken to be 2.45 and 1.70 A3, 
respectively. The latter two polarizabilities are at the limits 
of the uncertainty of their empirical definition.

Another test for consistency is provided by the relative 
decreases of anion polarizability on crystal formation and 
these are shown in Table VII The general periodic trend re­
flects a lessening perturbation as the electrostatic forces de­
crease. Reduction of the polarizability of the iodide ion by 4% 
leads to a monotone periodic trend.

The decreases listed in Table VII are those for formation 
of crystals having NaCl structure. The molar polarizabilities 
for the three unstable fccub cesium halides were estimated to 
be 5.91 ±  0 .0 2 , 7.09 ± 0 .0 2 , and 9.28 ±  0.03 A3. The polariz­
ability of simple cubic CsF was estimated to be 3.61 ±  0 .0 1  A3. 
These were obtained by first calculating the change for a phase

transition at constant nearest-neighbor distance by including 
or excluding the structure parameter as required. There is a 
2% increase in anion polarizability attending the shift to the 
NaCl structure. However, there is a compensating decrease 
in polarizability arising from the decrease in the nearest- 
neighbor distance associated with the transition. The near­
est-neighbor distances for the unstable phases were estimated 
to be 3.111, 3.464, 3.614, and 3.855 A from the variations of rg 
predicted by Pauling.41 The exponents for the inverse power 
law needed for the calculation were taken from the tabulation 
by Dekker.42 The polarizability changes obtained were added 
to yield a net polarizability change on transition to the NaCl 
structure of 0.01 ± 0.01, 0.03 ±  0.02, 0.04 ±  0.02, and 0.11 ±  
0.03 or, to within the uncertainty of the changes, 1% of the 
anion polarizability.

The empirical polarizabilities are compared to those of 
Pauling and Fajans in Tables II and IV. The greatest differ­
ences are those for the 10-electron systems. Both give fluoride 
ion polarizabilities that are much lower and sodium ion po­
larizabilities that are significantly higher than the scaled CHF 
polarizability. Fajans43 has recently defended his polariz­
ability of 0.95 A3 for the fluoride ion. It is shown in the fol­
lowing paper that the solution polarizabilities, upon which his 
free-ion polarizabilities are based, actually require a polariz­
ability for the fluoride ion greater than 1.4 A3.

Pauling’s theory of the quadratic Stark effect2 also supports 
a larger polarizability for the fluoride ion if the scaled CHF 
polarizability is used for the sodium ion. It is first to be noted 
that when Pauling’s eq 24 is simplified to a  =  A ( Z  — S )~ 4, the 
polarizability of a halide ion may be related to the polariz­
abilities of the isoelectronic noble gas and alkali metal ion 
by

a _  =  a 0(2  —  (aro/o'+)1/4) ~ 4 (9)

This equation reproduces Pauling’s polarizabilities for the 
three heavier halide ions from his noble gas and alkali metal 
ion polarizabilities to 1% or better. Using the empirical alkali 
metal ion polarizabilities and their uncertainties and the noble 
gas polarizabilities recommended by Teachout and Pack,40 

the polarizabilities of the chloride, bromide, and iodide ions 
were calculated to be, respectively 6-12, 6-10, and 5-8% lower 
than the empirical polarizabilities. When the scaled CHF 
polarizability is used for the sodium ion, the polarizability 
calculated for the fluoride ion is 1.30 A3, 6% less than the 
empirical polarizability. The halide ion polarizabilities pre­
dicted by the theory of the quadratic Stark effect are all lower 
than the empirical polarizabilities by a similar relative 
amount.

There are two CHF polarizabilities in the literature for the 
fluoride ion, Cohen’s32 1.56 A3 and Lahiri and Mukherji’s33

1.40 A3. Litt44 has recently obtained a polarizability of 1.28 
A3 using a technique that approximates the CHF calculation. 
This supports the lower CHF polarizability which is in ex­
cellent agreement with the empirical polarizability.

The scaling of the CHF and TF polarizabilities for the 
cations was empirically justified, so the scaling correction 
cannot be extended to the halide ions without further justi­
fication. Lahiri and Mukherji’s oto(F ~ ) is in agreement with 
the empirical value without scaling. Their polarizability for 
the chloride ion is 5% lower than the empirical polarizability 
whereas the scaled CHF polarizability is 5% higher than the 
empirical polarizability. No CHF or TF polarizabilities were 
found for the bromide and iodide ions, so it was not possible 
to make a systematic comparison between the empirical and 
theoretical anion polarizabilities.
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The evidence of the recent x-ray diffraction studies and the 
theoretical work of Aikala and Mansikka28 adequately dem­
onstrate that alkali metal cations are not greatly perturbed 
in the alkali halides. This overturn of the historically held 
position placed the conclusions of most earlier studies of 
crystal polarizabilities in a contradictory position. Plausible 
empirical forms that allow for the nonadditivity of individual 
ion polarizabilities have been found to provide results in 
agreement with the recent evidence. The agreement between 
the empirical and scaled theoretical cation polarizabilities 
indicates that the alkali metal cation polarizabilities have been 
defined to within a few percent of their true values. The po­
larizabilities of the alkaline earth metal ions and those of the 
halide ions are less well defined. They are defined more pre­
cisely in the following paper on solution polarizabilities.

A c k n o w le d g m e n t . This work is part of a project being 
supported by the Research Corporation.
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A repartitioning of Fajans’ molar solution polarizabilities allows the polarizability changes on cation hydra­
tion to be described by a model which attributes the changes solely to solvent perturbation. A single adjust­
able parameter correlates the changes for the alkali cations and the four heavier alkaline earth cations to 
within 0 .0 1  A3. The polarizability changes on halide ion hydration arise primarily from a polarizability de­
crease attending anion compression by the solvent. A polarizability enhancement arising from hydrogen 
bond formation is about twice as important as the polarizability decrement arising from compression of the 
solvent. These two perturbations are quite important for the fluoride ion and are nearly negligible for the io­
dide on. The structure around the iodide ion in solution appears to differ from that of the other three halide 
ions. The free-ion polarizabilities indicated for the fluoride, chloride, bromide, and iodide ions are, respec­
tively, 1.48 ± 0.08, 4.11 ± 0.06, 5.43 ±  0.08, and 7.83 ± 0.08 A3.

Introduction

Fajans and his co-workers have reported their studies of 
the refractivities of aqueous electrolyte solutions in a long 
series of publications.2̂  One of the results of that study has 
been a set of polarizabilities for individual ions in solution. The 
partitioning of the molar polarizabilities into cation and anion

contributions was accomplished by taking the solution po­
larizability of the sodium ion to be 0.080 A3 at the wavelength 
of the sodium D line. A set of free-ion polarizabilities was 
generated by assuming that the free-ion polarizabilities of the 
three heavier alkali-metal cations and tlnose of the three 
heavier halide ions are well approximated by the solution 
polarizabilities. An iterative procedure was then used to obtain
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the partitioning of the solution polarizabilities that gave the 
free-ion polarizabilities with the smoothest periodic variation. 
The solution polarizabilities of the ions of higher charge 
density differ from the free-ion polarizabilities because of the 
perturbation of the ions by the solvent and because of the 
perturbation of the solvent molecules.

A set of free-ion polarizabilities based upon a study of the 
refractivities of ionic crystals was presented in the foregoing 
paper, a paper which will subsequently be denoted I. One of 
the results of that empirical study was a polarizability for the 
free fluoride ion which is in essential agreement with the 
coupled Hartree-Fock polarizability of 1.40 A3.5 The polar-'" 
izability of the free fluoride ion obtained by Fajans6 is lower 
than the CHF polarizability by more than 40%. In this com­
munication, two simple models will be presented to account 
for the polarizability changes attending hydration. These 
models will be seen to justify a new partitioning of the solution 
polarizabilities, a partitioning whichleads to a polarizability 
for the free fluoride ion which is consistent with the CHF 
polarizability.

Cation Solution Polarizabilities

The static solution polarizabilities of Fajans4 for the alkali 
metal, alkaline earth me.tal, and aluminum ions are listed in 
column 1  of Table I. The dispersion of the polarizabilities from 
their values at the frequency of the sodium D line was not 
given for the magnesium and calcium ions. The dispersion for 
the magnesium ion was taken fo be the average of the dis­
persions for the sodium and aluminum ions. The dispersion 
for the calcium ion was then taken to be the average of those 
for the magnesium and strontium ions. Since the dispersions 
corrections are only 0.02-0.03 A3, their rather crude estimate 
is adequate.

Free-ion polarizabilities are listed in column 2. The lithium 
ion polarizability is the accurate ab initio value of Weinhold.7 

Those with indicated uncertainties were obtained in I via an 
empirical study of the polarizabilities of ions in crystals. The 
remaining polarizabilities are the CHF polarizabilities scaled 
by the ratio of the experimental to the CHF polarizability of 
the corresponding noble gas. This scaling procedure was 
shown in I to have an empirical justification for the alkali 
metal cations. While the approximation may be expected to 
have less validity as applied to the more highly charged ions, 
the absolute errors involved are unlikely to be large enough 
to affect materially the results of this study.

The differences between the solution polarizabilities and 
the free-ion polarizabilities are given in column 3. Fajans2 

interpreted the negative values of the polarizability changes 
on hydration in terms of a principle which is electrostatic in 
orgin: Polarizability is reduced in the field of positive charge 
and enhanced in the field of negative charge. In particular, he 
attributed the polarizability decreases to a decrease in the 
polarizability of the water in the region near the solvated 
cations. Of note, therefore, are the positive values obtained 
for the three heavier alkali metal cations.

These positive values might be attributed to errors in the 
free-ion polarizabilities. However, the empirical polarizabil­
ities were seen in I to agree with Pauling’s polarizabilities and 
with the scaled ab initio polarizabilities. A repartitioning of 
the polarizabilities which renders each of the polarizability 
changes on hydration negative at least merits consideration. 
Shown in the final column of Table I are polarizability changes 
which are related to those of the previous column by

A « h  =  ( a s —  « g )  —  0 .1 9 Z  (1 )

TABLE I: Polarizability Changes on Cation Hydration
(A3)

«  S “ g « s -  « g Ac*h

Li+ -0 .1 1 2 0.0285 -0 .1 4 -0 .3 3
Na+ 0.086 0.158 -0 .0 7 -0 .2 6
K+ 0.887 0.85 ±  0.02 0.04 -0 .1 5
Rb+ 1.487 1.41 ±  0.02 0.08 -0 .1 1
Cs+ 2.564 2.42 ±  0.03 0.14 -0 .0 5
M g 2+ -0 .6 8 6 0.078 -0 .7 6 -1 .1 4
Ca2+ 0.264 0.522 -0 .2 6 -0 .6 4
S r2+ 0.76 0.84 ±  0.02 -0 .0 8 -0 .4 6
Ba2+ 1.73 1.73 ±  0.05 0.00 -0 .3 8
Al3+ -1 .0 4 0.045 -1 .0 8 -1 .6 5

in which Z  is the charge of the ion. The suggested reparti- 
tioning’knplies that all of the cations significantly reduce the 
polarizability of the hydrating water molecules. Fajans as­
sumes the polarizability decrement for the barium ion to be 
negligible. The repartitioning yields a polarizability change 
on hydration of the barium ion that is larger than that for any 
of the alkali metal ions. Clearly, rather different perspectives 
are involved with respect to the degree to which cations per-' 
turb the solvent.

Two models will be presented for the polarizability changes 
attending cation hydration, a continuum model and one that 
treats the first hydration sphere discreetly. The equation

-A a  = n a H.2o ( l  -  e ~ CF) (2 )

will be used in both models. The number of water molecules 
in the first hydration sphere is denoted n, C  is an adjustable 
parameter, and F  is the electrostatic force acting between the 
cation and one of the water molecules in the first hydration 
sphere. The equation presumes that the cation polarizability 
changes are negligible and that the relative decrease of the 
polarizability of a water molecule is proportional to F . A 
similar model was used in I to describe the polarizability 
changes experienced by the halide ions in the alkali halides. 
The continuum and molecular models differ in the expressions 
used for the force compressing the water molecules against the 
cations.

The continuum model is a rather crude one based upon the 
Born model for the enthalpy of ionic hydration. Ignoring the 
negligible numerical difference between energy and enthalpy, 
the total force acting between the cation and the solvent was 
taken to be the rate of change of the enthalpy of hydration 
with respect to an effective radius of the cation, the radius 
which reproduces the enthalpies of hydration.

nF,. =
Z - e '2 

2r 2
(3)

The Born radius is denoted r c and e is the static dielectric 
constant of water. The numerical coefficient A  is 1.158 if the 
force is in millidyne and r c is in angstroms. A was obtained 
from the dielectric constant of water at 25 °C and its tem­
perature coefficient given by Latimer.8 The values of rc listed 
in Table II were obtained using the tabulation of enthalpies 
of hydration given by Friedman and Krishnan. 9

The use of eq 2 requires both the number of water molecules 
in the primary hydration sheath and the polarizability of the 
water molecule. The hydration number has been taken to be 
six in each case and the polarizability of the water molecule 
was taken to be 1.15 A3, that calculated from the molar re­
fraction of liquid water.4 The model is rather insensitive to 
these two parameters, however, since the right-hand side of
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TABLE II: Polarizability Changes on Cation Hydration for the Continuum Model

rx. A nF. mdyn nctH.oCF, A3 — A«c, Â* — (Aac — A«h), A3

Li+ 1.25 0.742 0.38 0.37 0.04
Na + 1.57 0.469 0.24 0.24 0 .0 2

K + 1.94 0.309 0.16 0.16 0 .0 1

Rb+ 2.06 0.273 0.14 0.14 0.03
Cs+ 9  9 9 0.235 0 .1 2 0 .1 2 0.07
Mg2+ 1.40 2.37 1.23 1 .1 2 - 0 .0 2

Ca-’+ 1.67 1.65 0.85 0.80 0.16
Sr2+ 1.84 1.37 0.71 0.67 0 .2 1

Ba2+ 2.02 1.13 0.58 0.56 0.18
Al,+ 1.32 6 .0 2 3.12 2.51 0 .8 6

eq 2 is rather well approximated by -n c t H 2o C F . As may be 
seen by comparing columns 3 and 4 of Table II, the disagree­
ment becomes significant only for the more highly charged 
ions of smaller size.

The value chosen for C, 0.45 mdyn “1, reproduces the values 
of Aah fairly well for the four, lighter alkali metal ions and 
reproduces that of the magnesium ion fortuitously well. There 
are significant differences for the cesium ion and the three 
heavier alkaline earth cations. A variation more rapid than an 
inverse square is required for a better fit of the data.

The polarizability changes can be described more ade­
quately if a molecular model is used, one that takes into ac­
count the molecular structure of the first hydration sphere. 
The force acting between the cation and a water molecule in 
the first hydration sphere is taken to be the sum of ion-dipole, 
ion-quadrupole, and ion-induced dipole terms. For simplicity, 
point dipole and point quadrupoles have been assumed, and 
they are presumed to be located at the center of the oxygen 
atom. The solvent external to the first hydration sphere is 
treated as a continuum. The expression for the total force 
acting between the cation and a water molecule is

r, A Z '1 2 Z en  cos 8i 3ZeG 2Z 2e2a
F  = ------ + ----- --- ------ + ------ -  + ----- r— (4)

n r c2 r 3 2  r4 rn
with10

G =  P xx (3 cos- dx -  1 ) + PvV(3 cos2 8y -  1)
+ P 2,(3 cos2 fh — 1 ) (5)

The principal quadrupole moments, P xx, Pvv, and P 22 are 
given by Glaeser and Coulson11 as —6.554, —5.157, and —5.496 
in units of 1 0 ' 2B esu. These refer to the oxygen atom as the 
center of the coordinate system with the Z axis as the sym­
metry axis and the X Z  plane perpendicular to the plane of the 
water molecule. The angles 8X, 0V, and 02 are the angles the 
axes make with respect to the vector directed from the ion to 
the oxygen atom. The dipole moment for water was taken to 
be that for the free water molecule. 1.85 D. 12 There are dif­
fering conventions in the literature with respect to the defi­
nition of dipole moment. The convention used here, n =  Zq.rij. 
implies that the dipole moment is antiparallel to symmetry 
axis. The water molecules are assumed to be oriented with the 
symmetry axis directed toward the solvated cation.

The ion-oxygen distances, the four contributions to the 
force acting between the ion and the oxygen atom, the calcu­
lated values of the po.arizability changes, A«m. and the dif­
ferences from A«h are given in Table III. The distances for the 
lithium, sodium, and potassium ions are taken from the study 
of Kristenmacher, Popkie, and Clementi. 13 The KPC study 
is a Hartree-Fock and Monte Carlo study of small clusters of 
water surrounding a central ion. For the sodium ion cluster 
with six water molecules, the sodium-oxygen distance is only

0 .0 1  A less than the sum of the Pauling radius for the sodium 
ion and the van der Waals’ radius of oxygen, 1.40 A. The po­
tassium-oxygen distance is greater than the sum of the radii 
by 0.06 A. The rubidium- and cesium-oxygen distances were 
assumed to be 0.09 and 0 .1 0  A larger than the sum of the radii. 
The uncertainties in the ion-oxygen distances for the rubid­
ium and cesium ions are unlikely to introduce serious error 
since uncertainties as large as 0.05 A for the rubidium ion and 
0 .1 0  A for the cesium ion only introduce uncertainties of ap­
proximately 0.01 A3 in Aam. Pauling crystal radii were used 
for the multivalent ions.

The value of rc. the effective radius of the first hydration 
sphere, might be approximated by the sum of the ion-oxygen 
distance and the diameter of abater molecule, 2.80 A.14 The 
smaller value of r + 1.9 A has been used. The KPC study of 
the F(H20)-27' cluster at 298 K indicates that the average 
distance for the next 1 2  oxygen atoms outside the first hy­
dration sphere of six is about r + 2 .0  A. If rc is based upon the 
six water molecules closest to the primary hydration sphere, 
its value would be r + 1 .8  A. Fortunately, the continuum 
contribution is less than 10% in each case, and the polariz­
ability changes are quite insensitive to the value of rc. The 
numerical values that have been suggested for the parameters 
of eq 4 lead to the expression

„ 0.193Z2 , 1.777Z 0.518Z 5.30Z2
F +  =  , T , or- + -----7----------- 7—  + ------—  (6 )(r + 1.9)- r 3 r4 r °

for the force in millidyne and r in angstroms.
In only three cases is the difference between Aam and A«h 

significant. The assumed proportionality between polariz­
ability decreases of the water molecules and F+  can only be 
an approximation and the model clearly fails for the aluminum 
ion.

In addition to the breakdown of the proportionality, the 
expression for F  + may also be expected to be inadequate for 
the aluminum ion. For example, the induced dipole moment 
implied by the aluminum-oxygen distance of 1.90 A and the 
water polarizability of 1.15 A3 is 4.6 D, two and one-half times 
as large as the permanent dipole moment. One would expect 
the hyperpolarizability of water to become significant before 
the induced dipole moment became so large. In fact, it is rather 
surprising that the simple model which is used reproduces the 
polarizability change for the magnesium ion so well. The 
calculated value for the dipole moment of water induced by 
the magnesium ion is 2.6 D, 40% larger than the permanent 
dipole moment.

The KPC study indicates a coordination number of four for 
the lithium ion. Table III gives A«m for coordination numbers 
of both four and six. Assumption of six-coordinate lithium ions 
leads to an overestimate of A«h by 16% whereas good agree­
ment is obtained for four-coordinate lithium ions. In view of
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TABLE III: Polarizability Changes on Cation Hydration for the Molecular Model

r, A Fc Fid -Fiq Fiid nF, mdyn ~Aam — (A«m — Aah), A3

Li+ 1.94 0.0196 0.2437 0.0366 0.1929 0.4196 0.336° 0.006
2.08 0 .0 12 2 0.1975 0.0277 0.1361 0.3181 0.386 0.06

Na+ 2.35 0.0107 0.1369 0.0170 0.0739 0.2045 0.251 - 0 .0 1
K+ 2.79 0.0088 0.0818 0.0085 0.0314 0.1135 0.140 - 0 .0 1
Rb+ 2.96 0.0082 0.0685 0.0067 0.0233 0.0933 0.116 0.006
Cs+ 3.16 0.0075 0.0563 0.0052 0.0168 0.0754 0.094 0.05
Mg2+ 2.05 0.0495 0.4125 0.0587 0.5856 0.9889 1.131 - 0 .0 1
Ca2+ 2.39 0.0419 0.2603 0.0318 0.2719 0.5423 1.645 0.005

■ Sr2+ 2.53 0.0393 0.2195 0.0253 0.2045 0.4380 1.526 0.07
Ba2+ 2.75 0.0357 0.1709 0.0181 0.1348 0.3233 1.392 0.01

* Al3t 
° n =

1.90

4; all others,

0.1203 
n = 6 .

0.7772 0.1192 1.926 2.704 2.64 0.99

the excellent agreement for the sodium, potassium, and ru­
bidium ions, significant additional evidence has been given 
for the smaller coordination number.

The values of Aam for the cesium and strontium ions are in 
significant disagreement with Acq,- Evidence will be given later 
in the paper that these disagreements reflect errors in the 
free-ion polarizabilities rather than shortcomings of the 
present model.

The best fit for the ions other than the aluminum, stronti­
um, and cesium was obtained with C  equal to 0.181 mdyn- 1 

and with the solution polarizabilities decreased by 0.19Z. The 
standard deviation of Aam from Acq, for these seven ions is not 
greatly enhanced with polarizability shifts of 0.18Z and 0.20Z, 
and with the values of C, respectively, set at 0.180 and 0.175 
mdyn-1. However, it begins to climb rapidly for greater dif­
ferences from 0.19Z, and this suggests an uncertainty in the 
partitioning of the molar solution polarizabilities of about
0 .0 2Z A3.

Anion Solution Polarizabilities

The repartitioning of the molar solution polarizabilities 
' justified in the previous section requires an increase of 0.19 

A3 in the solution polarizability of each of the halide ions. The 
revised solution polarizabilities are compared in Table IV with 
the free-ion polarizabilities obtained in I. Tie corresponding 
polarizability changes on hydration are all s ig n i f i c a n t ly  
n eg a tiv e . Fajans assumes these changes to be zero for the three 
heavier halide ions and his partitioning then requires a posi­
tive A«h for the fluoride ion.

As with the cations, the repartitioning implies qualitative 
differences with respect to polarizability changes on hydra­
tion. The forces acting upon anions in solution are smaller 
than those in crystals, but they are of the same order. Thus, 
smaller bur significant decreases of anion polarizability on 
hydration may be expected. The results of the previous section 
indicate that a significant decrease in the polarizability of the 
water molecules in the first hydration sphere may also be ex­
pected.

One of the expressions used in I to describe the variation 
of halide ion polarizabilities was

a  =  a ge ~ CF-  (7)

and it will be used again here. As in the treatment of A«h for 
the cations, continuum and molecular models will be used for 
the force acting between the ion and the solvent.

The two parameters required for the continuum model are 
C  and r c. The values of r c were obtained from the enthalpies 
of hydration, and eq 3 was used to calculate the total force 
compressing each anion. One value of C was used for the flu-

TABLE IV: Halide Ion Polarizabilities (Â3)

Free Solution

F" 1.38 ±0.1° 1.48 6 1 .2 0
Cl“ 3.95 ± 0.2 4.11 3.65
Br“ 5.22 ± 0.2 5.43 4.96
1“ 7.81 ± 0.3 7.83 7.30

0 From I. 6 Revised values based oh eq 7.

oride ion, another value was used for the chloride ion, and a 
third value was used for the two heavier halide ions. These 
values were obtained from the variation of the halide ion po­
larizabilities in the alkali halides, so none of the parameters 
is adjustable.

The application of eq 7 to the alkali halides was reinvesti­
gated to define the values used for C. Cubicciotti’s1' data were 
used in I to define a single value for C, 0.334 mdyn“ 1. When 
all of the alkali metal ion polarizabilities, excepting that of the 
cesium ion, were fixed using the values of a g listed in Table 
I, C increased to 0.388 mdyn“ 1. The polarizability for the ce­
sium ion was left as a variable parameter because of the dis­
agreement between A«h and Aam noted in the previous sec­
tion.

Cubicciotti’s data were used in I because he had included 
the alkali halides with the cesium chloride structure in his 
study, whereas the more recent study of Fumi and Tosi1B 
omits the alkali halides with this structure. It was discovered, 
however, that there was essentially no change in the param­
eters whether or not the polarizabilities of CsCl, CsBr, and Csl 
were included in the least-squares fit to the crystal polariz­
abilities. Fumi and Tosi’s data yielded a value of 0.445 mdyn“ 1 

for C  and also fit the crystal polarizabilities with a standard 
deviation of 0.81% vs. the standard deviation of 0.94% ob­
tained using Cubicciotti’s data. Thus, the more recent work 
of Fumi and Tosi is considered to give the more reliable values 
for C .

When the value of C  for the fluoride ion was allowed to vary 
separately, a was reduced to 0.76%. The corresponding value 
obtained for the cesium ion polarizability was 2.43 A3. Because 
the value of for sodium iodide listed by Wilson and Curtis17 

was one of the more uncertain, and because the polarizability 
of sodium iodide was found to be consistently the polariz­
ability least well fit, that polarizability was omitted to give a 
standard deviation of 0.56%. There was a slight further re­
duction of a  to 0.55% when C(C1“) was allowed to vary sepa­
rately. The parameter allowing for the values of C  to change 
with crystal structure was found to remain in the neighbor­
hood of unity in several of the preliminary fittings of the po-
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larizability data, and no provision for a change of C with 
crystal structure was made in the final fitting, a fitting for 
which polarizability of the cesium ion was also fixed at 2.43 
A3. The further decrease in a obtained when the values of C 
for each of the four anions were allowed to vary separately was 
insignificant.

The value of C  for the fluoride ion, the value for the chloride 
ion, and common value for the two heavier halide ions were, 
respectively, 0.477, 0.442, and 0.421 mdyn-1. The corre­
sponding values obtained for the polarizabilities of the four 
halide ions are listed ir. Table IV, and are felt to be more re­
liable estimates of the true free-ion polarizabilities than those 
obtained in I.

Since the value obtained for'C increased significantly when 
the polarizabilities of the potassium and rubidium ions were 
fixed at their free-ion values, the effect of a 0 .0 2  A3 uncertainty 
in these values upon the values for C  was determined,. That 
this uncertainty is a reasonable estimate of the uncertainty 
for these ions was shown in the previous section. The corre­
sponding uncertainty in the C values was found to be 4%.

The relative' polarizability decreases calculated for the 
halide ions using the continuum model are shown in Table V. 
Also listed dre' the polarizability decreases for the water ob­
tained using eq 2 with n  equal to six. The simplicity of the 
model and the absence of any variable parameters argue 
strongly that the polarizability of a free halide ion is signifi­
cantly greater than the polarizability of the halide ion in so­
lution.

In order to treat the first hydration sphere discreetly, its 
structure must be defined. Two models have been proposed. 
The orientation of the water molecules which maximizes the 
ion-dipole, ion-induced dipole, and ion-quadrupole inter­
actions is the inverse cf the orientation assumed for cations. 
This orientation was assumed by Halliwell and Nyburg18 in 
their description of enthalpies of ion hydration. The anion lies 
in the planes of each of the hydrating water rholecules and the 
hydrogen atoms are equidistant from the anion.

The alternate model of Bernal and Fowler19 assumes that 
hydrogen bonding interactions with the anion are maximized. 
Only one hydrogen atom lies between the oxygen atom and 
the anion, and the anion-hydrogen-oxygen angle is 180°. The 
angle between the symmetry axis of the water molecule and 
the radial axis passing from the anion through the oxygen 
atom is half of the water angle, 52.2°.

The KPC results demonstrate that the latter model is cor­
rect for the fluoride ion and provide very strong evidence that 
it is correct for the chloride ion. Hertz and Raedle20 provide 
additional evidence for this less symmetrical model. Their 
NMR study of potassium fluoride solutions indicates that the 
dipole axis of water is oriented about 50° with respect to the 
radial axis.

The structure of the solvent around the bromide and iodide 
ions is not known. The weaker hydrogen bonds may not be 
sufficiently strong to stabilize the linear configuration. In 
addition, the coordination number of the bromide and iodide 
ions may exceed six.13 In the absence of definitive information, 
there seems no better course than to assume the same model 
for each of the four halide ions. The hydration number has 
been taken to be six and the effect of hydrogen bonding upon 
the polarizability, beyond stabilizing the assumed structure, 
has been ignored. The value of r c has again been taken to be 
r + 1.9 A. With these parameters, eq 4 becomes

0.193 1,089 0.975 5.30
(r + 1.9) 2 + r3 r 4 +  r 5

(8 )

TABLE V: Polarizability Changes on Anion Hydration for 
the Continuum Model

Tc, A nF , mdyn vpO'-<3<11 —Aa(H2 0 ), A3

F- 1.47 0.534 22.5 0 .1 1

ci- 2.05 0.275 11.4 0.06
Br~ 2.14 0.253 1 0 .1 0.05
I" 2.60 0.171 6.9 0.04

The value of the fluoride ion-oxygen distance was taken 
from the KPC study of F(H20)27~ at 298 K. This value was 
observed to be midway between the ion-oxygen distances for 
the symmetrical clusters F(H20)6_ and F(H20 )7_ at 0 K. 
Accordingly, the value of r for the chloride ion was'taken to 
be the average of the ion-oxygen distances at 0 K for the six- 
and seven-coordinate species, 3.42 and 3.46 A, respectively.

The values of r for the bromide and iodide ions were esti­
mated by assuming the repulsive interaction between the 
anions and the hydrogen atom to be described by the Born 
exponential form. This leads to the relation

F _ e  (r -r -)/ P =  S  (9)

in which r_ is the radius for the halide ion and the radius for 
the hydrogen atom and the oxygen-hydrogen distance are 
absorbed in the constant S . The value of che hardness pa­
rameter p, 0.3394 A, was taken from the paper by Fumi and 
Tosi. 16 When S was determined using the ion-oxygen distance 
for the chloride ion, the distances calculated for the bromide 
and iodide ions were, respectively, 3.62 and 3.89 A. The value 
obtained for the fluoride ion distance was 2.78 A in good 
agreement with the 2.75 A of the KPC study.

Table VI lists the components of F_, the total force on the 
anion presuming a coordination number of six, the relative 
polarizability changes of the halide ions on hydration, and the 
corresponding polarizability decrements of the solvent. The 
anion polarizability changes average less than 20% higher than 
the changes obtained using the continuum model. As may 
have been expected, this is much better agreement than the 
agreement between the continuum and molecular models for 
the cations for which the adjustable parameters C differ by 
more than a factor of 2 .

The forces calculated using the continuum model are, re­
spectively, 2 1 , 1 1 , and 2% lower than those calculated using 
the molecular model for the fluoride, chloride, and bromide 
ions. The periodic trend is broken by the case of the iodide ion 
for which the force is 18% lower than that calculated by the 
molecular model. The continuum model becomes exact in the 
limit of large rc. If it is assumed that the effective dielectric 
constant has become equal to the bulk dielectric constant for 
distances larger than rc for the bromide ion, the value of r c for 
the iodide ion should be larger than that for the bromide ion 
by the difference in the ionic radii. The difference in the Fumi 
and Tosi radii16 for these two ions leads to a value of r c for the 
iodide ion of 2.33 rather than 2.60 A, and to a force of 0.213 
mdyn, a force only 2% larger than that obtained using the 
molecular model. If the difference between the Pauling radii 
is used, the two models agree to three significant figures. The 
convention used by Pauling to fix the absolute values of the 
ion radii makes his set of radii more nearly additive than the 
set used by Fumi and Tosi. Since additivity has been assumed 
in the above calculations, it might be argued that the use of 
Pauling radii is more appropriate.

The agreement obtained in the calculation of the force using 
the alternate method for the estimation of rc is significant for 
two reasons. First, because of the known asymptotic behavior
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TABLE VI: Polarizability Changes on Anion Hydration for the Molecular Model

r, A F c Fid Fiq Füd nF, mdyn -Aam, % -Aa(H20),A 3

F- 2.75 0.0089 0.0524 0.0170 0.0337 0.672 27.4 0.14
ci- 3.44 0.0068 0.0268 0.0070 0 .0 1 1 0 0.310 12 .8 0.06
Br- 3.63 0.0063 0.0228 0.0056 0.0084 0.259 10.3 0.05
I- 3.89 0.0058 0.0185 0.0043 0.0060 0.208 0.04

of the continuum model, the uniform periodic trend of the 
numerical differences between the two calculations indicates 
that the molecular model is adequate without any need for an 
arbitrary scaling parameter. Secondly, there is the implication 
that the structure around the iodide ion in aqueous solution 
differs from that assumed in the molecular model, so the 
continuum model must be used for the estimation of the 
perturbation of the iodide ion polarizability.

The effect of hydrogen bonding upon the force acting be­
tween the halide ions and the first hydration sphere was ig­
nored in eq 8 . The perturbation of the polarizability is sig­
nificant, however, and cannot be ignored. This becomes evi­
dent through the calculation of idealized solution polariz­
abilities, polarizabilities that would obtain in the absence of 
solvent polarizability changes and polarizability changes 
arising from hydrogen bond formation.

The idealized solution polarizabilities, as‘, may be calculated 
using eq 7 and the free-ion polarizabilities determined from 
the crystal polarizabilities. The value obtained for the fluoride 
ion is 1.07 A3. Perhaps slightly more accurate is the value 
calculated from the polarizability of the fluoride ion in sodium 
fluoride. The force compressing the fluoride ion in sodium 
fluoride most nearly approximates the force calculated for the 
fluoride ion using eq 8 . The value so obtained is 1.06 A3. The 
forces calculated for the three heavier halide ions are all less 
than the forces these ions experience in the cesium halides, 
so the crystal polarizabilities of the halide ions in these salts 
were used to calculate the idealized solution polarizabilities. 
These polarizabilities, the differences from the solution po­
larizabilities of Table IV, and Aan, the polarizability changes 
arising from hydrogen bond formation, are listed in Table VII. 
The latter were calculated assuming the difference between 
a solution polarizability and the corresponding idealized so­
lution polarizability to be the sum of Aa(H20) and A«h-

Discussion
The polarizabilities that have been obtained for the free 

cations and anions may be checked for internal consistency 
through the use of Fajans’ ratios. Maintenance of a systematic 
variation of these ratios provides little guidance with respect 
to the fluoride ion, but it can provide significant guidance with 
respect to the relative values of the three heavier halide ions. 
Because the noble gas polarizabilities are well known, and 
because the ratios monotonely decrease with atomic number 
and have a lower bound of unity, maintenance of a systematic 
variation provides rather tight bounds upon the polarizabil­
ities of the cations. A set of polarizabilities and the corre­
sponding ratios are given in Table VIII. The noble gas polar­
izabilities are those of Teachout and Pack. 21

Two significant changes of cation polarizabilities are indi­
cated by the ratios, a change of the cesium ion polarizability 
to 2.48 A3 and a change of the strontium ior. polarizability to 
0.92 A3. Both of these values are only 0 .0 1  A3 higher than the 
values predicted by the polarizability changes on hydration. 
The ratios also indicate a decrease of 0 .0 1  A3 for the rubidium 
ion and an increase of 0 .0 1  A3 for the barium ion. With these

TABLE VII: Perturbations of Idealized Solution 
Polarizabilities (Â3)

F- .ci- Br“ I-

«s' 1.06 3.59 4.88 .- ; ' 7.28-
«S -  «s' 0.14 0.06 0.08 • 0 .0 2
Aa(H20) -0.14 -0.06 -0.05 -0:04
Aoth 0.28 0 .1 2 0.13-. ». 0.06

four changes in the estimates of the free-ion polarizabilities, 
the polarizability changes on hydration of the five alkali metal 
and the four alkaline earth metal ions are all reproduced to 
0 .0 1  A3. Since the free-ion polarizabilities have*all been in­
dependently obtained, the agreement has been achieved using 
only two adjustable parameters, the constant C(HsO) and the 
correction to Fajans’ partitioning of the molar solution po­
larizabilities. The simple model that has been proposed has 
proved more effective than was anticipated. The overall 
consistency that has been obtained suggests that the free 
cation polarizabilities of Table VIII aTe accurate to within 
about 1 %.

The cesium ion polarizability indicated by the ratios is 0.05 
A3 higher than the revised crystal value given in the previous 
section. The recent x-ray diffraction study of potassium 
bromide by Meisalo and Inkinen22 indicates that b o th  the 
potassium and bromide ions are compressed in the crystal 
relative to the free ions. Thus, the difference between the two 
cesium ion polarizabilities may be attributed to compression 
of the cesium ion in the cesium halides. The relative difference 
indicated by the ratios is much larger for the strontium ion. 
The difference probably has its primary source in the rela­
tively poor fit in I of the polarizabilities of the alkaline earth 
chalcogenide crystals.

A test for the consistency of the anion polarizabilities in 
addition to Fajans’ ratio test is obtained if the relative de­
creases on crystal and solution formation are required to de­
crease periodically. Table IX was constructed using the re­
vised free-ion polarizabilities of Table IV. The perturbations 
decrease monotonely with atomic number.

Fajans’ ratio test indicates a value of 7.90 A3 for the polar­
izability of the iodide ion. The difference between the pre­
dicted polarizability and the polarizability determined from 
the alkali iodides is 1%. This is the same as the uncertainty 
suggested for the cation polarizabilities used to define most 
of the ratios. The polarizability of 7.90 A3 for the iodide ion 
leads to a calculated decrease in iodide ion polarizability on 
formation of sodium iodide of 21.6%. This decrease breaks the 
periodic trend slightly, so it does not appear that the polar­
izability of the iodide ion can be larger than about 7.90 A3 

without the polarizabilities of the chloride and bromide ions 
being coordinately larger.

The differences between the free anion polarizabilities and 
the solution polarizabilities have been attributed to three 
perturbations: a decrease of anion polarizability arising from 
anion compression, a decrease in solvent polarizability arising 
from solvent compression, and a polarizability change at-
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TABLE VIII: Fajans’ Ratios

a - Q '( -/ 0 ) «0 QW+) a+ Q'(-t-/++) ÎY+ +

Ne 1.48 3.75 0.395 2.50 0.158 2.03 0.078
Ar 4.11 2.505 1.641 1.942 0.845 1.625 0.52
Kr 5.43 2.190 2.480 1.771 1.40 1.522 0.92
Xe 7.90 1.936 4.044 1.631 2.48 1.425 1.74

Q

Ne 1.499 1.239

Ar 1.290 1.195

Kr 1.236 1.164

Xe 1.198 1.144

TABLE IX: Anion Polarizability Decreases on Crystal 
and Solution Formation (%)

F” ci- B ' U

Li+ 40.1 30.1 ^6.5 25.0
- Na+ 31.1 24.0 21.5 2Q.9

K+* 22.5 18.9 17.4 15.8
Rb+ 2 0 .1 17.0 15.1 14.0
Cst" 19.3 15.3 14.2 12.5
Solution 18.9 1 1 .2 8.7 6.8

" The cesium halide crystal polarizabilities are all those for the 
naCl structure as determined in I.

tending hydrogen bond formation. Since delocalization of the 
halide ion electrons into the hydrogen bond may be expected 
to enhance polarizability, the values of A«h should be positive 
as they are seen to be. They should also decrease monotonely. 
In view of the fact that the fitting to the crystal polarizabilities 
was to within a standard deviation of about 0 .0 2  A3 and the 
fact that Fajans’ indicated the dispersions of the halide ion 
polarizabilities from their values for the sodium D  line to be 
provisional, the slight break in the trend for the bromide ion 
is not significant.

The most important of the three perturbations is that 
arising from the compression of the halide ion. Polarizability 
enhancement arising from hydrogen bond formation is about 
twice as important as the polarizability decrement of the 
solvent. Both of these perturbations are small for the iodide 
ion. The trends in the perturbations make it unlikely that the 
absolute value of the iodide ion polarizability deviates greatly 
from 7.83 A3. The adequacy of the continuum model for the 
iodide ion was supported in the previous section. That it 
predicts an idealized solution polarizability for this ion only 
0 .0 2  A3 different from the experimental solution polarizability 
is striking. One might liave expected nonelectrostatic factors 
to be more important. An uncertainty of 1% is assigned to the 
polarizability of the iodide ion.

Scaling of the coupled-Hartree-Fock and Thomas-Fermi 
polarizabilities of the alkali metal cations by the ratio of the 
experimental to the theoretical polarizabilities for the corre­
sponding noble gases was justified empirically in I. Similar 
scaling of the CHF polarizability of the chloride ion yields a 
predicted polarizability of 4.13 A3 in excellent agreement with 
the empirical polarizability of 4.11 A3. Scaling of the CHF 
polarizability of the fluoride ion yields a polarizability of 1.58 
A3, 0 .1 0  A3 higher than the empirical polarizability.

The data in the literature on the pressure variation of the 
molar polarizabilities of the alkali halides are sparse and much

Q 1"

1.496 1.287 1.247

1.144 1.096 1.068

1 .1 2 1 1.086 1.068

of it is rather inaccurate. However, the application of eq 7 to 
the available data suggests that the effective values of C  de­
crease as the force compressing the halide ion increases. Since 
average values were used in this study, the polarizabilities that 
have been obtained may be somewhat low. Perhaps the em­
pirical estimate for the fluoride ion, the ion for which the po­
larizability perturbation is the greatest, is low by about 0 .1  A3 

as suggested by the above scaling. The CHF polarizability for 
the fluoride ion of 1.40 A3 may be taken as a lower limit.23 

Error limits of 0.08 A3 are suggested for the empirical polar­
izability of the fluoride ion. Uncertainties of 0.06 and 0.08 are 
suggested, respectively, for the chloride and bromide ions. For 
all four halide ions, the empirical polarizabilities of the halide 
ions are considered more likely to be low than high.

The suggestion of Wilson and Curtis17 that the change of 
polarizability experienced by an atom or ion on compression 
be proportional to the compressive force implies eq 7, an 
equation which must be valid for small perturbations. The 
importance of second-order terms has net yet been ascer­
tained, but the linear approximation has been quite adequate 
to show how solution and crystal polarizabilities may be 
consistently related. The polarizabilities obtained for the al­
kali metal, alkaline earth metal, and halide ions are also con­
sistent with polarizabilities determined by ab inito calcula­
tions. Of special note is the resolution of the discrepancy be­
tween the CHF polarizability of the fluoride ion and the so­
lution-based polarizability of Fajans.

The calculation of enthalpy changes attending ion hydra­
tion is an old and difficult one, one which continues to receive 
attention, and one for which there is a voluminous litera- 
ture.9’1°4-'1.14.i8,i9 The calculation of the polarizability changes 
on ion hydration is a simpler problem because of the relative 
unimportance of the continuum term, and because the static 
approximation may be expected to be a good one for the first 
hydration sphere. An expression for the electrostatic contri­
bution to the enthalpy of hydration may he obtained by in­
tegration of eq 4. In that expression, the continuum term is 
one of the more important terms (24% in the case of the po­
tassium ion, 36% in the case of the chloride ion). The dynamic 
character of the solvent structure outside tine first hydration 
sphere and the slow convergence of the continuum term make 
the calculation of enthalpies of hydration much more difficult 
even within the framework of the simplified models used 
here.
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Comparison of the Fuoss 1975 conductance equation with previous equations shows that, is the only one 
which is based on a model which rigorously permits the use of macroscopic dielectric constant!) and viscosi­
ty t) in the theoretical calculation of relaxation field and electrophoresis. Earlier theories, based on the primi­
tive model, set D  and q at the surface of an ion (where the field is of the order of hundreds of megavolts per 
centimeter) equal to the macroscopic values. Practical use of th'e equation is then discussed (limitations re­
garding concentration range, problems of slow convergence, etc.). Finally, several misprints in the original 
paper are corrected.

The purposes of this communication are: (1) to present 
a critical comparison of the 1975 conductance equation1 -2 with 
earlier (now obsolete) equations; (2 ) to describe the practical 
application of the equation for analysis of data; and (3) to list 
several additional corrections to the 1975 paper.

Conductance as a function of concentration is given by the 
equation

A(c) = y[A0(l — AX/X) — AAe] (1)

where A(c) is equivalent conductance, A0 = A(0), AX is re­
laxation field, X  is external field, and AAe is the electropho­
retic term. The fraction y  is the ratio, to the stoichiometric 
centration c, of the concentration c y  of ions which are as­
sumed to contribute to net transport of charge. The physical 
interpretation of y  clearly depends on the model chosen to 
represent the system: for the classical Debye-Hiickel model, 
7  = 1 , independent of concentration; for the primitive model, 
( 1  — 7 ) is that fraction of solute present as contact pairs; for 
the Bjerrum model, (1 — 7 ) is that fraction of ions whose 
center-to-center distances lie in the range a <  r  <  fi/2 =  e2/  
2D k T ; for the Fuoss model3, (1 — 7 ) is that fraction of ions for 
which a < r  <  R, where R  is the diameter of the Gurney sphere 
around a given ion, outside of which the solvent by definition 
is described by its macroscopic dielectric constant D  and 
viscosity 7]. For the last model, we assume

1  — 7  = X Acy2/ 2 (2 )

(Note the introduction of a new symbol here; K x  means the 
association constant determined from conductance data; ( 1  

— 7 ) includes both contact pairs and solvent-separated pairs. 
In general, X A < K , where K  is the association constant de­
termined by spectroscopic methods which can only count 
contact pairs.)

For the primitive model (rigid charged spheres of diameter 
a in a continuum described by D  and q), the relaxation field 
is given by

AX = gradxiP '(a )  (3)

(where 1p '(r ) is the potential of the relaxation field) and the 
electrophoretic term by

AAe = [ A / q ( D T ) 1/2] ^  r 2p (r )  dr (4)

where p(r) is the average charge density of the ionic atmo­
sphere. Note that a appears explicitly in the definitions of 
both AX and AAe. Equation 3 is the classical equation first 
derived by Debye and Hiickel in 1923 and (4) is the 1928 On- 
sager equation; these equations have been used in all theo­
retical treatments of conductance prior to 1975. While they 
do correctly describe the behavior of the m o d e l, they cannot
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describe any real physical system at nonzero concentrations 
because they set D (a )  = D  and ?j(a) = rj. For r =  2.5 X 10- 8  cm, 
the field strength e/ r - is about 0.8 X 106 esu/cm; at the surface 
of an ion, the field strength is therefore of the order of hun­
dreds of megavolts per centimeter. At such field strengths, the 
dielectric constant certainly cannot equal the bulk value (if, 
indeed, the concept of dielectric constant has any meaning 
whatsoever at r = a !). The classical equations do predict the 
observed limiting slopes for A — c1/2 curves; this is simply 
because the a pa-rameter does not appear in the final expres­
sions for AX(0) and AA(0). In fact, the limiting slope can be 
calculated for point (a = 0 ) charges, the ultimate in simplicity 
for models. However description of real systems for c ^ 0  re­
quires the use of distance parameter in the mathematical 
development (“higher terms”), and as long as one uses the 
primitive model, the use of D ( a )  =  D  and 77(a) = 77 is manda­
tory. J '

Both AX and AA are the consequences of long-range v o l ­
u m e  forces acting on the reference ion, averaged over a ll the 
ions surrounding that ion; as such, no ion-specific parameters 
(such as “ion size") should appear in their description. The 
1975 model for the first time permits a calculation of AX and 
AA which meets this specification: AX is defined as the neg­
ative gradient of 1P '(r) at r =  R , and AA as proportional to a 
definite integral taken between limits r = R  and r = °°. 
(Equations 3 and 4 with a replaced by R .)  Recalling the defi­
nition of R , it is clear that the macroscopic values of D  and t) 
may be used in calculating AX ( R )  and AA(R). For the 1975 
model, AX and AA are the long-range electrostatic and hy­
drodynamic effects on the central ion averaged over all the 
u n p a ir e d  ions of the ionic atmosphere; the paired ions in the 
sphere R  <  r  <  <*> surrounding the central ion are seen as di­
poles by the latter and the forces they exert are neglected as 
1 /r4 forces in contrast to the 1 /r2 Coulomb forces due to the 
unpaired ions. What happens inside the spheres of diameter 
R  which contain paired ions is irrelevant to the computation 
of volume forces acting on unpaired ions; these events are, of 
course, determinative for the association process and their 
description must necessarily include system-specific param­
eters such as size, shape, and charge distribution of both ions 
and solvent molecules. Briefly summarized, the 1975 model 
separates the effects of long-range and short-range forces and 
thereby permits a rigorous theoretical treatment of the for­
mer.

Symbolically, the 1975 equation may be written

A = A(c; A0, K \ , R )  (5)

The explicit equation :s long and complicated; for practical 
use, the leading terms in c1/2 and c In c were kept explicit, and 
interpolating polynomials (which match the explicit functions 
within 0.01%) were constructed for the higher terms. Based 
on these, several computer programs have been written'1 which 
derive numerical values for the three parameters, given a set 
of (cj,  X j ) data, j  = 1 , 2 , . . .  , N .

The basic program starts with preliminary values of A0 

(from Walden’s rule or by freehand extrapolation of a A-c1/2 

plot), K x (estimated by the Ostwald-Arrhenius equation K x 
~ (1 — A/A0)/c(A/Ao) 2 using the data for the point at highest 
concentration), and R  (set equal to (3 for D  >  30 and to /?/2 for 
D  <  30). Then by successive approximations, the computer 
seeks those values of A0, K  x , and R  which minimize

T. =  !Z[A(calcd) -  A(obsd) ] 2)I/2 (6 )

where successive values of A(calcd) are obtained by adding 
algebraically increments

6 A = (<9A/dA0)<5A0 + (<5A/ d K )8 K  + (<9A/<9 R)&R (7)

to the preceding values. The standard deviation a is defined
as

a = £ / (A f  -  3)>/2

Geometrically described, the minimum in the four-space a = 
F { An, K \ , R )  is the target. For many sets cf data which have 
been analyzed, the program converges within three or four 
cycles to An ±  0.01%, K  x ±  2%, R  ±  2%. We shall consider next 
cases for which convergence does not occur within 1 0  cy­
cles.

Failure to converge may be the consequence of a poor choice 
of concentration range. Consider first the case of too narrow 
a concentration range. In principle, the conductance function 
can be written

A(obsd) = Ao — Sc1/2 + E c  In r + ajc + a o c 3/2 + . . . (8 )

where S and E  are given by theory. Define

Y(c) = A(obsd) + S c 1/2 — E c  In r (9)

It is clear that Ao is Y(0) and that it can be determined by 
extrapolation on a Y - c  plot. Now define

Z ( c )  =  Y ( c )  -  A0 (100

=  a ic + a 2c'iV1 +  . . . (1 0 ")

The quantity Z ( c )  is what is left of A(obsd) after one subtracts 
what is known; for systems whose conductance curves lie near 
the limiting tangent, Z ( c )  is of course very much smaller than 
the total observed conductance. Data of 0.01% precision in 
A(obsd) can easily be uncertain to several percent in Z (c ) . The 
above separation of A(obsd) into its components shows that 
K x  and R are derived by the computer from Z ( c ) ;  obviously, 
too narrow a concentration range cannot lead to reliable values 
of these two parameters. The data should therefore span at 
least a decade in concentration; c(max) > 10c(min). The 
lowest concentration should not be too high, else the distance 
from c(min) to c = 0 will be too great for reliable extrapolation 
to A0. On the other hand, if c(max) is too low, a good value of 
A0 may usually be obtained, but at low concentrations, the 
curve lies near the limiting tangent and since K x and R  are 
essentially determined by the difference between A(obsd) and 
the tangent, the values become uncertain. The highest con­
centration should not exceed

c(max) = 2 X 10_7D3 (11)

the concentration above which ion pairs become statistically 
undefinable.0 At higher concentrations, the effects of three-ion 
interactions must be included in A(c).

The program sometimes fails to converge when K x  is nu­
merically small (<0.5). The program starts with an initial 
estimate, and then calculates a sequence of <5X/s, in search 
of a final K x =  K x + b K n. If K x is small, it may happen that 
one of the i5X’s is negative and greater than the current K x 
value; then the computer delivers a negative number for K J + 1 

= K j + hKj, and the calculation is terminated by a “STOP IF 
(K  < 0)” command. For such cases, a scanning program is 
used: the computer seeks values of A0 and R  which minimize 
a for a sequence of values K x = 0.0, 0 .1 , . . . ,  1.0. Then a plot 
of a vs. K x is used to locate the minimizing value for K x and 
the corresponding values of An and R  are computed.

Another failure of the three-parameter program to converge 
may occur when the minimum in the four-space is shallow.6 

Since dX/dK  < 0 and dX/dR > 0 [i.e., have opposite effects on
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A(calcd)], successive increments (d \ / 8 K )o K  and (d.\/dR)bR  
can be nearly equal and of opposite sign; the program then 
“see-saws” in an interminable loop. In such cases, a scanning 
program  is again used: the computer seeks values of Ao and 
K a which minimize a for a sequence of R  values. The mini­
mizing value of R  is located on a a - (0 / R )  plot, and then the 
corresponding values of Ao and K x are calculated. It some­
times happens that the a -(0 / R )  plot has a very shallow mini­
mum, or within experimental error, it may be practically a 
horizontal line with no discernable minimum. This situation 
has been observed for systems with both high and low di­
electric constants. In the former case, the successive incre­
ments &R are numerically small, due to numerically com­
pensating positive and negative terms in 3A/3R, which depend 
on D , r¡, and the three parameters, and consequently by nu­
merical coincidence, some elements in the determinants nearly 
vanish, with the result that a wide band of paired values of K x 
and R  can be found, all of which give a “good” fit to the data. 
In these cases, R  is fixed at R  = 0 . because we have found R  
»  ft in many cases where the three-parameter equation did 
converge. For solvents of low dielectric constant, the change 
of A with concentration is primarily controlled by K x 
[(|dA/dK|) »  (| d \/dR  |)] and again a wide range of paired 
K  values gives a good fit to the data. In these cases, R  is 
set equal to ¡3/2, because we have found R  ~ ¡3/2 for D  < 25 in 
those cases where the three-parameter equation converged 
or the a - (0 / R ) curve showed a distinct minimum.

It must be emphasized that arbitrarily setting R  =  0  at high 
D  and R  = 0/2 at lower D  in those cases where the a A 0 / R )  
curve is nearly flat is n o t a change in the model, because these 
values are acceptable solutions of the three-parameter equa­
tion in the corresponding ranges of dielectric constant. The 
fact that other values also satisfy the equation is beside the 
point. The situation of a flat a~ {0/ R ) curve is merely the 
consequence of numerical coincidence at high D  and of rela­
tive insensitivity of A to R  at low D . Selecting R  =  0  or R  to 0/2 
is justified by the facts that values near these are found for 
systems for which the programs do converge, and that the 
values 0  at high D  and 0/2 at low D  lie in the range of R  values 
for which the respective a -0 / R  plots are flat. To set R  =  0  or 
0/2 in general, however, would in effect reduce the equation 
to a two-parameter equation based on a model in which paired 
cations were those which find nearest unpaired partners at 
distances 0  or 0/2. The three-parameter equation is based on 
a model in which paired ions satisfy the condition a <  r <  R , 
where R  is a parameter d e t e r m in e d  b y  th e  d a ta  (i.e., not ar­
bitrarily fixed a priori).

The physical interpretation of a flat a -0 / R  plot (assuming 
that it is not the trivial consequence of too narrow or too low 
a concentration range) is found in the mass action eq 2 , where 
the product y f  appears. If R  is made larger, more ions are

counted as pairs and therefore y decreases. However, more 
pairs means fewer unpaired ions; that is, a reduced ionic 
strength and therefore a numerically greater activity coeffi­
cient. The net result is that the product y f  is not very sensitive 
to R , provided that the appropriate value of K x is used to 
compute y .  A flat a-0/ R  plot simply means that a continuous 
band of paired K x - R  values, rather than a unique solution, 
is found for those systems for which the last two terms of (7) 
mutually cancel.

One further idiosyncrasy of the equation.must be men­
tioned. Occasionally we have found unrealistically small or 
large values for R . In all of these cases, a plot of a against 10/R) 
shows two minima, one at a patently absurd value and one 
near 0  or 0/2. In every case, the value of a at the former R  was 
much greater than the value at the latter and also much 
greater than the estimated experimental error. This.is merely 
a case of multiple roots, and one must rely on physical inter­
pretation to decide between them.

Corrections

Thanks to Dr. Alan D. Pethybridge (University of Reading) 
several more misprints in the equations of ref 1 have been 
located. Dr. Pethybridge wrote a computer program based on 
the (corrected2) explicit equations. The program produced 
results which obviously were incorrect. An intercomparison 
of his Fortran equations, the published equations, and my 
original work sheets revealed four more discrepancies between 
my final equations and the printed version. Dr. Pethybridge 
made the corresponding corrections to his program: the-cor- 
rected program now gives results which agree exactly with the 
results obtained using the program based on the interpolating 
polynominals which were constructed to match numerically 
the long and complicated explicit function A(c). For a typical 
set of data, the explicit program required 47.5 s to converge, 
compared to 8 s for the short program.

The additional corrections follow:
Page 535. Equation 3.28, line 2 , replace | by ) to give .. . + 

f3/3); line 5, delete minus sign in coefficient to give . . . — 
(q e ~ v '/ 2 ).

Page 536. Equation 3.45, insert /3 and change central sign 
to give . .. ( 1  + 2 f + 2 t 2/3 +  t 3/3) -  ( 1  + t + .
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Nickel-tungsten catalysts supported on 7 -alumina have been studied by ESCA. Various treatmentsjsuch as 
reduction and sulfiding were carried out on the catalyst as a function of time and temperature. Chemical 
species present on the catalyst surface were identified and measured semiquantifatively. For the oxidic 
nickel-tungsten-alumina catalyst, nickel sesquioxide and nickel alumínate were detected on the catalyst 
surface. Tungsten was found to form a stable interaction complex with the 7 -alumina support. When the cat­
alyst was reduced at 500 °C in hydrogen, tungsten remained in the + 6  oxidation state and was not reduced 
even after prolonged treatment. On the other hand, nickel was readily reduced to nickel metal. Sulfiding of 
the catalyst was carried out at different temperatures using different sulfiding mixtures. The sulfiding rate 
was found to increase with increasing temperature or hydrogen sulfide concentration. The oxidic catalyst 
was found to be very active in hydrodesulfurizing thiophene. When the catalyst was sulfided with a 9 vol % 
H,S/H2 mixture at 350 °C, nickel sulfide, nickel subsulfide, and tungsten disulfide were formed. Both carbon 
and oxygen signal intensities were reduced. Diffusion of nickel species to the surface and an increase in sur­
face conductivity were also observed. Tungsten +3 species which are believed to be the active sites were not 
detected. The above results are explained in terms of structural models.

I. Introduction

Nickel-tungsten-alumina catalysts are important because 
of their catalytic action in hydrodesulfurization, hydro­
cracking, and hydrogenation processes. 1 Commercial nickel- 
tungsten-alumina catalysts are mostly prepared by impreg­
nating nickel and tungsten onto 7 -Al20 :i surfaces in the form 
of oxides. The catalysts are calcined at around 550 °C and 
sulfided before use.

During preparation, when the catalyst is still in the oxide 
state, interaction may occur among the supported species, or 
between the supported species and the support. Later when 
reduction and sulfiding occur, various sulfides will form on 
the catalyst surface, and their identification is important. 
Knowledge of the sulfiding mechanism and the promoter 
function is also of vital importance in the understanding of 
the catalyst. However, few studies of these aspects of nickel- 
tungsten-alumina cataiysts have been reported.

Recently, there have been several attempts2-7 to study the 
related cobalt-molybdena-alumina catalysts using x-ray 
photoelectron spectroscopy (ESCA). Several characteristics 
of ESCA make it particularly suitable for studying catalytic 
surfaces: (1 ) ESCA is capable of observing chemical changes 
in the first few monolayers; (2) Binding energy values identify 
the elements present or. the surface; (3) Shifts in the binding 
energies are informative of the chemical environment of the 
atom; (4) ESCA has high surface sensitivity of detecting up 
to 10- 4  monolayer; and (5) The technique can be quantita­
tive.

The present work represents a study of nickel-tungsten- 
alumina catalysts using ESCA. Various treatments such as 
reduction and sulfiding were carried out as a function of time 
and temperature. Changes on the catalyst surface were 
monitored using ESCA. Different chemical species on the 
catalyst surface were identified and quantitated. The struc­
ture of the catalyst is discussed in light of our measure­
ments.

II. Experimental Section

The catalysts used in the present study were obtained from 
Harsaw Chemical Co. They were Ni 4303, Ni 0301, and W 
0801. All three catalysts had been prepared by impregnating 
nickel and/or tungsten onto a 7 -AI2O3 support. Their weight 
percentages were as follows:

Catalyst Wt % of Ni Wt % of W

Ni 4303 6 19
Ni 0301 11 0
W 0801 0 8

NiS was prepared inside the reaction chamber by passing 
H2S gas over a heated NiO pellet until reaction was complete. 
Ni2S2 was obtained by reducing the resultant NiS pellet in a 
hydrogen atmosphere. Ni20 2 was prepared by exposing an 
argon ion etched nickel foil to an oxygen atmosphere. Ni and 
W were cleaned by argon ion sputtering. Other compounds 
listed in Table I were used as received from ROC/RIC. They 
were all sampled in the pellet form in the same way as the 
catalysts.

H2S gas was obtained from Matheson. The H2S/H2 mixture 
(9.2 vol % H2S) was obtained from Linde. Hydrogen and he­
lium were obtained from Linde (ultrahigh purity grade).

In order to remove both oxygen and water from H2 and He, 
the carrier gas was passed successively through a 16 in. X 1 in. 
column of copper turnings heated to 550 °C; a 24 in. X 2 in. 
CaS04 column; and an 18 in. X 1.5 in. tube filled with Linde 
molecular sieves (50% 4A, 50% 5A) cooled to liquid nitrogen 
temperature. Thiophene was obtained from Eastman (99% 
pure) and was further purified by three freeze-thaw cycles 
under vacuum. The purified product was purged with clean 
helium for 12 h before use. Thiophene was introduced into the 
gas train by passing the carrier gas through a dispersion tube 
filled with thiophene. The dispersion tube was maintained at 
20 °C which at saturation gives 7% thiophene (60 mm partial 
pressure) by volume.
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Sample Al 2p 0  Is C Is S 2 p Ni 2p3/2+ satellites W 4f7/2

(1 ) w 284.2 30.7
(4) (62)

(2 ) W02 531.5 284.5 32.7
(5) (1 ) (15)

(3)-*W 0 3 531.0 284.8 35.0
(1 0 ) (3) (2 0)

(4). WS2 284.0 161.9 31.4
(2) (1 0 ) (14)

(5) Ni 284.0 853.1
■« (4) (24)

■(6 ) NiO 530.0 284.7 854.9 856.8 862.1
(8 ) (3) (1 0 )

(7) Ni20 3 531.8 284.8 857.1 863.0
(6 ) (4) (5)

(8 ) Ni3S2 285.0 162.1 854.1
(2 ) (7) (13)

(9) NiS 285.3 162.0 854.9
(3) (9) (ID

(1 0 ) NiW04 531.5 286.0 857.5 863.7 35.2
(14) (4) (3.3) (1 1 )

(1 1 ) A12(W04)3 74.1 531.8 285.1 35.4
(5) (35) (0.7) (12.5)

(12) NiAl2CC 73.8 531.9 285.0 857.2 863.3
(7) (18) (1.4) (2 )

(13) 7-Al20 3 74.1 532.0 284.8
(7) (34) (3)

° Relative intensities are in parentheses. Binding energies are relative to Au 4f7/2 peak taken as 83.8 eV.

somole

Figure 1. Diagram of reaction chamber and sample probe.

The sample probe and the reaction chamber are shown in 
Figure 1; both were made of stainless steel. The probe was 
specially designed for this work. The inner shaft of the probe 
was retractable and sealed at the end with a gold O-ring seal. 
This design enables transfer of the sample from the reaction 
chamber into the spectrometer without exposure to air. The 
probe when tightly retracted is able to hold a pressure dif­
ferential of 10~ 8 Torr of helium. The reaction chamber is the 
outside cylindrical tube shown in Figure 1. It has an inlet and 
an outlet for the carrier gas. A thermocouple is used to mea­
sure the temperature in a pile of powdered catalyst. The 
temperature of the catalyst pellet is assumed to be the same 
as the powder. With the probe fully inserted into the reaction 
chamber, the dead space is roughly 70 cm3. A tube furnace was 
used to bring the reaction chamber to the desired tempera­
ture.

Catalyst samples were first ground, sieved to 200 mesh, and 
pressed into pellets under a pressure of 15 000 psi. The size 
of the pellets was 15 X 6 X 0.5 mm. The weight of the pellets 
varied from 100 to 200 mg. The surface areas of the pellets, 
measured by the BET method, showed no change in surface 
area was introduced by the pelleting procedure. Other 
chemicals were pressed into pellets whenever possible.

As many as four pellets can be mounted onto the sample 
probe each time. The probe, with the samples attached, was

inserted into the reaction chamber to receive various treat­
ments. After the treatments, the probe tip was retracted and 
sealed. The whole probe was then unscrewed from the reaction 
chamber and was quickly inserted into the spectrometer. The 
probe was first opened in a prechamber and pumped downed 
to about 0.01 Torr before being introduced into the main 
chamber of the Spectrometer.

ESCA spectra were recorded with an AEIES 200 electron 
spectrometer using A1 K« radiation (1486.6 eV). The x-ray 
power supply was run at 12 kV and 25 mA. Pressure inside the 
sample chamber during the scans was ca. 5 X 10- 9  Torr. The 
spectrometer was operated in the computer controlled scan­
ning mode which permits several scans to be time averaged. 
Overlapping peaks were deconvoluted using a DuPont 310 
curve resolver. Digital data were also punched out in paper 
tapes and were processed in a Hewlett-Packard 2114A com­
puter to calculate peak areas.

The compounds listed in Table I were all run at least three 
times. Binding energy and relative intensity values were av­
eraged before they were reported. The reported binding en­
ergy values were all referenced to gold 4f7/2 line taken as 83.8 
eV.8 The gold reference was introduced onto the sample sur­
face by vacuum deposition. For catalyst samples, the A12p line 
from the alumina support was used as a secondary binding 
energy reference and was assigned a value of 74.1 eV, by ref­
erencing to gold.

Binding energies were measured with a precision of ±0.15 
eV. Relative intensities are reported with a precision of ±4%. 
Absolute intensity values used in making the sulfiding curves 
are reported with a precision of ± 8%.

Catalyst samples were scanned after they had received one 
or more of the following treatments: calcination, reduction, 
sulfidation, and reoxidation.

Calcination was performed on every catalyst sample to re­
move hydrocarbons from the catalyst surface. In order to 
obtain reproducible results, calcinations were all carried out
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in helium at 400 °C for 2 h. The gas purification system and 
the reaction chamber must be adequately flushed with helium 
to remove any trace of residual hydrogen. Helium was ad­
mitted into the reaction chamber at a rate of 80 cm3/min. At 
the end of 2 Ip the tube furnace was switched off. The helium 
flow rate was increased to 2 0 0  cm3/min and the probe was 
cooled from 400 to 100 °C in approximately 10 min. The 
sample was then f eadv to be loaded into the spectrometer or 
to receive another treatment.

Reduction was' carried out after the sample had been cal­
cined. The calcined sample was quickly brought up to the 
reduction temperature in a hydrogen stream of 80 cm3/min. 
After the desired reduction time was achieved the tube fur­
nace was switched off and opened. Hydrogen was immediately 
switched off and helium at a flow rate of 2 0 0  cm3/min was 
admitted to cool the sample to room temperature.

Sulfiding was also carried out after the sample had been 
calcined. The sulfiding mixture was admitted at a rate of 100 
cm3/min. At the end of sulfiding, the sample was flushed and 
cooled as in the case of reduction. The sample after being 
scanned was not reused. A new pellet was employed to obtain 
the next point in the sulfiding curve. This is because the sul­
fided catalyst is very active and picks up contaminants from 
the spectrometer.

Reoxidation was done by exposing the catalyst sample to 
air or oxygen for a given period of time.

III. Results and Discussion

Chemical species, which could possibly be found on the 
catalyst surface after calcination, reduction, or sulfidation, 
are listed in Table I together with their binding energies and 
relative intensities. Relative intensities are in parentheses 
under the corresponding binding energy values.

The binding energy values for the tungsten 4f7/2 peaks are 
in general 1 eV lower than those given by Biloen and Pott.9 

However, their values were obtained by referencing to the C 
Is line of the deposited carbon on the surface, taken as 285.0 
eV. Binding energy values thus obtained can be erroneous,10 

especially when the surface is active. Even with the 1 eV cor­
rection, the binding energy of the W 4f7/2 line for W 0 2 still 
differs by 0.7 eV. Reduction of both WO3 and W 0 2 has been 
carried out to various extents in the present study. The peak 
assignable to W 0 2 was found to fall at ca. 32.7 eV.

Binding energies of the Ni 2 p,3/2 signals are found to be 
slightly higher than those given by Kim and Davis.11 The 
slight discrepancy may be due to the different calibrations of 
the spectrometers or due to the use of a different reference 
material. Their values are referenced to the C Is line of 
graphite taken as 284.0 eV.

It can be seen from Table I that Ni/W/y-ABOs catalyst is 
ideal to be studied by ESCA. Large chemical shifts (3-4 eV) 
exist between the different forms of the catalyst, such as be­
tween the oxidic catalyst and the sulfided catalyst.

I n t e n s i t y  M e a s u r e m e n ts  w ith  E S C A . ESCA signal inten­
sity values obtained from single measurements have an un­
certainty in the range cf 8-20%. In addition, ESCA signal in­
tensities may be a function of the chemical environment of the 
measured atoms.12’ 13 Therefore, great care must be taken 
when drawing conclusions from ESCA intensity results. 
Changes in signal intensities of a few percent may not mean 
anything; on the other hand, a consistent trend in ESCA signal 
intensities of a few percent should not be neglected.

ESCA signal intensities are depth dependent also. An ESCA 
signal will be attenuated by (1 -  exp(-x/X)), where X is the 
mean free path of the photoelectron in angstroms and x  is the

Ni 2 p3/2 W 4f

Figure 2. Ni 2p3/2 and W 4f ESCA spectra of the catalyst Ni 4303 with 
different treatments: (A) calcination in He at 350 °C for 2 h; (B) reduction 
in H2 at 500 °C for 2 h; (C) reduction in H2 at 50C °C for 2 h, then ex­
posure to 0 2 at 20 °C for 0.5 h; (D) sulfiding with 7% thiophene/H2 
mixture at 450 °C for 11 h; (E) sulfiding with H2S at 450 °C for 1 h; (F) 
sulfiding with H2S at 450 °C for 1 h, then exposu'e to air at 20 °C for 
2 days.

sampling depth. The electron mean free path is a function of 
both the substance and the kinetic energy of the photoelec­
tron. The mean free path is ca. 20-50 A, which corresponds 
to 1 0 - 2 0  atomic layers.

Fortunately, in dealing with supported catalysts, only the 
first few atomic layers are of interest. If an electron mean free 
path of 30 A and an interatomic layer distance of 2  A are as­
sumed for the catalyst, a photoelectron signal coming from 
the sixth atomic layer will be attenuated by only 0.28. Most 
of the sulfiding experiments in the present study were carried 
out to the stage where the first few atomic layers are only 
partially sulfided. Therefore, no corrections are really nec­
essary to compensate for the layer structure of the catalysts. 
The precision of ESCA intensity measurements of the cata­
lysts are generally fairly good, usually better than ±4%.

P r e lim in a r y  S tu d ies . Preliminary studies were carried out 
with the Ni/W/Al20 3 catalyst (Ni 4303) ar.d the results are 
shown in Figure 2. The peaks at around 857 eV correspond to 
the Ni 2p3/2 electrons and their satellites. The peaks at around 
35 eV are the W 4f doublets.

Figure 2A corresponds to the catalyst as received. Calci­
nation in He at 350 °C for 2 h does not change the shape of 
these two spectra. The only difference is a decrease in C Is 
signal intensity and a general increase in the intensities of 
other signals. This shows that the catalyst has probably been 
calcined by the manufacturer and that some hydrocarbon may 
have been picked up in the pelleting process. The W 4f7/2 line
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at a 35.4 eV corresponds to that of aluminum tungstate. The 
Ni 2p3/2 line at 857.1 eV together with the large satellite peak 
at 863.0 eV, corresponds to either NÍ2O3 or nickel alumínate, 
but not NiO.

Figure 2 B corresponds to the catalyst that has been reduced 
at 500 °C for 2 h. Essentially there is no change in the W 4f 
electron spectrum. This agrees with the results of Biloen and 
Pott9 that tungsten species supported on y-Al20 3 are not re­
ducible at 500 °C. Both WO2 and W 0 3 are reduced to tungsten 
metal under the same conditions. A new peak appears in the 
Ni 2p3/2 electron spectra at 853.1 eV, corresponding to the 
nickel 2 p3/2 line of nickel metal.

Figure 2C corresponds to the same catalyst as Figure 2B 
except that it has been exposed to oxygen for 30 min. The W 
4f signal shows no significant change while the nickel metal 
peak disappears completely. The Ni 2p3/2 electron spectrum 
is now identical with that of Figure 2A.

Figure 2D corresponds to the catalyst calcined in He at 450 
°C for 2  h and then sulfided with a thiophene/H2 mixture. 
Two doublets are evident in the W 4f spectrum. The new 
doublet has its 4 Í7/2 line at 31.8 eV and corresponds to WS2. 
The spectrum shows that about 40% of the tungsten on the 
catalyst surface has been sulfided to give WSc. A new peak also 
appears in the Ni 2p3/2 spectrum. This new peak has a BE of
857.9 eV which corresponds to NÍ3S2. Only a small peak is left 
at the BE of 857.1 eV. After deconvolution of the peaks, the 
results show that about 80% of the nickel has been converted 
into Ni3S2.

Figure 2E corresponds to the catalyst that has been calcined 
in He at 400 °C for 2 h and then sulfided in H2S for 1  h. The 
W 4f spectrum shows that almost all of the tungsten on the 
catalyst surface has been converted into WS2. The Ni 2 p3/2 

electron spectrum shows a broad peak at about 854 eV. This 
broad peak can be deconvoluted into two peaks having BE 
values of 854.1 and 855.7 eV corresponding to Ni3S2 and NiS, 
respectively, in about a 40:60 ratio. The large satellite peak 
at 863.0 eV disappeared in both Figure 2D and 2E. This sat­
ellite has been attributed by Kim and Davis11 to the monopole 
charge transfer transition that accompanies the primary 
photoemission. The absence of this satellite peak implies that 
there are no longer any oxygen ligands attached to nickel. The 
rate of sulfiding is observed to be much faster with H2S than 
with a 7 vol % thiophene in H2 mixture.

Figure 2F corresponds to the catalyst in Figure 2E exposed 
to air for 2 days at room temperature. The WS2 signal shows 
no change while the nickel signal shows that nickel sulfides 
are mostly oxidized. The results are not surprising as WS2 is 
stable in air but NiS and Ni3S2 are not.

R e d u c t io n  Ks. T im e  a n d  T e m p e r a tu r e . The nickel/tung- 
sten/alumina catalyst (Ni 4303) was reduced in H2 at 450 °C. 
The percentage reduction for both nickel and tungsten is 
plotted as a function of time in Figure 3. The W 4f signal re­
mains unchanged after 6  h of reduction shov/ing that tungsten 
species on the catalyst surface are very stable. On the other 
hand, the nickel species are readily reduced to nickel metal. 
The spectra corresponding to the 2-h reduction have pre­
viously been shown in Figure 2B. Reduction of nickel levels 
off at about 75%, indicating that some 25% of the surface 
nickel will not be reduced even after prolonged hydrogen 
treatment.

The fact that tungsten is not reducible shows that sup­
ported tungsten catalysts and supported molybdenum cata­
lysts may be basically different in their desulfurization 
mechanisms. Supported molybdenum trioxide on 7 -AI2O 3 has 
been shown by Seshadri and Petrakis14 to be reduced to mo-

TIME (hr)
Figure 3. Percentage reduction of tungsten ( • )  and nickel (A) as a 
function of reduction time for catalyst Ni 4303. Reduction at 450 °C with 
H2 at a flow 80 cm3/min.
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Figure 4. Ni 2p3/2 ESCA spectra for the catalyst Ni 4303 and nickel 
oxide after reduction with H2 at different temperatures for 2 h.

lybdenum +5 and +4 species. The anion vacancies produced 
are believed to be the active sites in hydrodesulfurization, 
according to Lipsch and Schuit.15 However because of lack of 
reduction for tungsten oxide the anion vacancy theory will not 
explain the desulfurizing activity of this catalyst.

We have compared the reduction behavior of the Ni/W/ 
A120 3 (Ni 4303) catalyst and various Ni and W compounds 
that might be present on the surface. In order to provide a 
valid comparison, two pellets of different materials were 
mounted on opposite sides of the sample probe and reduced 
simultaneously. This ensures identical reduction conditions 
for both samples. First, a Ni/W/Al20 3 catalyst pellet and a 
NiO pellet were compared as shown in Figure 4. Two things 
are apparent. First, the peak shapes and binding energies of 
the unreduced samples are quite different, indicating NiO is 
not present on the catalyst surface. Second, the behavior on 
reduction is quite different. An important observation is that 
even at 500 °C, there is still a substantial percentage of the 
surface nickel on the catalyst which is not reduced. Both NiO 
and Ni20 3  were completely reduced to the metal in 2  h at this 
temperature. Thus there must be some species present other 
than an oxide.

Two possible species are NiW04 or NiAl20 4 formed from
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W 4f

-------- BE(eV)-------
Figure 5. W 4f ESCA spectra of (A) AI2(W04)3 and (B) catalyst Ni 4304 
after reduction with H2 at 550 °C for 6 h.

interaction of the oxide with the support. However, NiW04 

was found to be completely reduced to nickel metal when 
treated at 500 °C for 2 h eliminating it as a reaction product. 
NiAl2 0 4, on the other hand, was found to be fairly stable 
toward reduction. Treatment at 550 °C for 2 h in hydrogen 
caused only 50% reduction. This indicates that NiAl20 4 may 
actually be present on the catalyst surface. This finding agrees 
with the results of Lo Jacono et al. 16 who proposed that Ni2+ 
ions can occupy the tetrahedral sites in 7 -AI2O3, forming a 
“surface spinel”.

The portion of surface nickel species which is readily re­
duced and reoxidized at lower temperatures is believed to be 
Ni20 3  on the basis of binding energy measurements and the 
behavior of NiO shown in Figure 4. The exact percentage of 
the nickel that has interacted with the support is not directly 
obtainable from binding energy measurements, because Ni20,3 

and NiAl20 4 give identical nickel electron spectra. However, 
the metal reduction curve in Figure 3 implies about 75% 
Ni20 3.

Biloen and Pott9 proposed that tungsten has interacted 
with 7 -Al2C>3 forming A12(W04) 3 as a surface species. We 
carried out reduction studies on A12(W0 4)2 and the catalyst 
Ni 4303 at 550 °C for 6 h. The results are shown in Figure 5. 
It can be seen that most of the tungsten in A12(W0 4)3 has been 
reduced from tungstate to W(+4) and W(0), while only a small 
portion of the tungsten on the catalyst has been reduced.

Our reduction experiments indicate that the W(+6 ) species 
is more stable than aluminum tungstate toward reduction at 
high temperatures. A surface interaction complex is therefore 
proposed. This complex is probably formed during calcination 
as follows:

O O
0  0  \ , y

\  /  OH OH / \
w + I | —* O__ Ô  + 2 H£)

HO OH A1A A1A
A similar interaction complex has previously been proposed 
by Dufaux et al. 17 for Mo0 3/ 7 -A120 3 catalysts.

Ni 2 p3/2 w  4f

--------------  BE (eV) -------------
Figure 6. Ni 2p3/2 and W 4f ESCA spectra of the catalyst Ni 4303 after 
sulfiding at 310 °C with 9% H2S/H2 at different time intervals: (A) as 
received: (B) 1 min; (C) 12 min; (D) 95 min; (E) 240 min; (F) 600 min.

S u lfid in g  u n d e r  D i f f e r e n t  C o n d it io n s . Sulfiding of the 
Ni/W catalyst (Ni 4303) was carried out at different temper­
atures using different sulfiding mixtures. Catalysts Ni 0301 
and W 0801 were also sulfided for comparison purposes. It 
should be pointed out that the Ni concentration in catalyst 
Ni 0301 is somewhat higher than normal and the W concen­
tration in W 0801 somewhat lower than normal. We feel, 
however, that these represent valid comparisons with Ni 4303 
for ESCA measurements.

Figure 6  shows the changes in the W 4f and Ni 2 p3/2 spectra 
for catalyst Ni 4303 produced by sulfiding at 310 °C. A broad 
Ni 2 p3/2 peak appears upon sulfiding which can be deconvo- 
luted into two narrow peaks at 854.7 and 854.1 eV corre­
sponding to NiS and Ni2S2, respectively. The production of 
Ni3S2 is quite unexpected because the concentration of H2S 
in the sulfiding mixture is quite high. W 4f electron spectra 
are shown on the right column in Figure 6 . On sulfiding a new 
doublet is seen to emerge at 33.8 and 31.8 eV, corresponding 
to WS2.

Figure 7 shows sulfiding curves for the catalyst Ni 4303. The 
intensity of the ESCA S 2p signal is used to indicate the extent 
of sulfiding. One S 2 p doublet is observed in the S 2p spectra, 
which corresponds to S2~.

The two middle curves correspond to sulfiding with an 
H2S/H2 mixture (9.2 vol % H2S) at two different temperatures. 
They indicate that the higher the sulfiding temperature, the 
faster will be the rate of sulfiding. The top curve corresponds 
to sulfiding with pure H2S at 450 °C. Compared to the curve 
in the middle, it is seen that the higher the E2S concentration, 
the faster will be the rate of sulfiding. Sulfiding with pure H2S 
is 93% complete after 1  h. Sulfiding with 9.2 vol % H2S in H2 

is only 80% complete after a total of 4 h. Complete sulfidation 
with the 9.2 vol % H2S/H2 mixture takes at least 15 h.
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Figure 7. Sulfide signal intensity as a function of sulfiding time for the 
catalyst Ni 4303: (A) with H2S at 450 °C; ( • )  with 9% H2S/H2 mixture 
at 450 °C; (O) with 9% H2S/H2 mixture at 350 °C; (A) with 7% thio­
phene/!-^ mixture at 450 °C.

Sulfiding at 450 °C with a H2S/H2 mixture was faster than 
with a thiophene/H2 mixture at the same temperature as seen 
from the lower curve of Figure 7. Sulfiding with thiophene/H2 

was 50% complete after 25 h and then leveled off. It is believed 
that thiophene is first hydrogenated and decomposed into H2S 
and other hydrocarbons. It is the H2S produced that sulfides 
the catalyst surface, accounting for the slower rate of sulfiding 
using H2/thiophene.

Other observations were also made from the electron 
spectra. Sulfiding with the H2S mixture produced both NiS 
and Ni3S2, while sulfiding with thiophene produced only 
Ni3S2. This is indicative of the lower H2S concentration in the 
thiophene mixture during sulfiding. The intensity of the C Is 
signal stays constant at about 1 0 0  counts/s when sulfiding is 
done with the H2S mixture, but for thiophene the C Is signal 
increases steadily from 100 to 400 counts/s in the 25-h sul­
fiding period. This indicates that a carbon layer is building 
up on the catalyst surface. This may be one of the reasons that 
sulfiding stops at 50% completion.

S u lfid in g  w ith  an  H 2S / H ‘> M ix tu r e . Three catalysts were 
sulfided using an H2S/H2 mixture: Ni 4303, Ni 0301, and W 
0801. The supported nickel oxide catalyst (Ni 0301) was found 
to have the highest initial rate of sulfiding but leveled off after 
less than 1 h of sulfiding. The tungsten oxide catalyst (W 0801) 
showed similar behavior, showing only a slight increase in S 
2p intensity after 1  h of sulfiding. The curve for W 0801 was 
virtually identical with that of Massoth et al.24 who used a 
microbalance to obtain their curve. On the other hand, the 
Ni/W catalyst (Ni 4303) showed a low initial rate of sulfiding 
for ca. 30 min but maintained a fairly constant rate of H2S 
uptake even after 4 h.

Figure 8 shows a plot of the percentage of sulfidation vs. 
sulfiding time for the three catalysts. For the nickel species, 
the catalyst Ni 4303 is found to have a lower rate of conversion 
at the beginning but slowly catches up with the catalyst Ni 
0301. Both catalysts reach ca. 65% conversion after 4 h of 
sulfiding. Under the experimental conditions, both catalysts 
are found to produce NiS and Ni3S2.

The rate of conversion to WS2 for both catalysts is slow. 
After a total of 4 h sulfiding time, only 40% of the tungsten has 
been converted into WS2. However the slopes remain fairly 
steep at this point indicating that conversion is continuing. 
Aluminum tungstate was found to sulfide at a very rapid rate. 
It reaches a plateau at 80% conversion within the first 30 min. 
This observation supports the argument that tungsten in-

TIME (HR)
Figure 8. Percentage sulfidation as a function of sulfiding time. Sulfiding 
was carried out at 350 °C with 9.2% H2S/H2 mixture at a flow rate of 
100 cm3/mln. Solid points represent tungsten. Open points represent 
nickel. (■ ) Aluminum tungstate; ( • )  Ni 4303; (A) W 08C1- (O) N 4303- 
(A) Ni 0301.

TIME (HR)
Figure 9. Signal intensities of various ESCA peaks for the catalyst W 
0801 as a function of sulfiding time. Sulfiding was carried out at 350 
°C with a 9.2% H2S/H2 mixture at a flow rate of 100 cm3/min: (□ ) O 
1s (X10); (A) W 4f (X2); (O) Al 2p (X3); ( * )  W4+; (A) S2“ .

teracts with the support to give a surface interaction complex, 
but not A12(W0 4 )3.

ESCA signal intensities vs. sulfiding time were obtained for 
catalyst Ni 0301. Ni(S2~) and S2~ will be used to designate the 
sulfided nickel signal and the sulfide signals, respectively. The 
intensity ratio of S2- /Ni(S2~) stabilized at 0.75 after ca. 20 
min. Compared with 0.54 for Ni3S2 and 0.85 for NiS, this result 
indicates that the sulfiding product contains more NiS than 
Ni3S2. The total ESCA signal intensities for Al 2p, C Is, and 
Ni 2 p3/2 were essentially constant over the same time period. 
A 14% decrease in the intensity of the O Is was observed, 
probably due to the fact that some oxygen atoms are being 
replaced by sulfur atoms during sulfiding.

Aluminum tungstate was also sulfided. The purpose of this 
experiment was to establish the S2_ and W4+ intensities for 
comparison with catalysts. The W4+/S2~ intensity ratio was 
constant at 2.3 after 30 min of treatment with H2S/H2. This 
agrees fairly well with the intensity ratio of 2.5 observed for 
WS2. The 0  Is signal was found to decrease to about % of its 
original value. The Al 2p binding energy was shifted to 74.1 
eV indicating that A120 3 was formed.

Figure 9 corresponds to sulfiding the tungsten oxide cata-
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lyst, VV 0801. After 4 h of sulfiding, the decrease in 0  Is in­
tensity was about 6%. An important correlation was observed 
between the rate of increase in the S2- signal and the rate of 
increase in the W4+ signal. The behavior of the tungsten cat­
alyst would be expected to parallel that of aluminum tung­
state, i.e., the intensity of the W4+ signal should all the times 
be about 2.3 times that of the S2~ signal. However, it is seen 
in Figure 9 that the S2- signal increases quickly in the first 15 
min and then slows down. The W4+ signal, on the other hand, 
rises only slowly at the beginning, in the first hour of sulfiding, 
the W4+ signal intensity is actually smaller than the S2_ signal 
intensity. The W4+/S2- intensity ratio increases steadily. This 
ratio eventually reaches the value of 2.4 after 15 h of sulfiding, 
corresponding exactly to the value for WS2. This behavior 
implies that the sulfiding must go through some intermediate 
step before WS2 is finally formed.

Alumina is very resistant to sulfiding under the conditions 
of our experiment; extended sulfiding produced a S2~ signal 
only 5% that of the catalyst. Therefore, sulfiding of the alu­
mina cannot account for the above behavior. The only stable 
product of the sulfiding is WS2.

A reasonable explanation for this behavior is that an in­
termediate is involved. If one of the two terminal oxygens in 
the surface interaction complex is replaced by a sulfur, an 
intermediate complex (still W+6) results:

0  0

\  /  
W 

/  \
0  0 H,S

0  s  
\  /  

w  
/  \

0  0 + H,0

A. O A! .0
Although the W 4f binding energies of the complex and orig­
inal catalyst should differ, the difference will be small since 
the tungsten is still in the + 6  state. The new ESCA signal 
would be obscured under the broad envelope of the original 
W+s peaks.

The intermediate complex is more resistant to sulfiding 
than the original surface network, requiring another 15 h of 
treatment for complete sulfiding. This high stability is prob­
ably due to the two strong W-O-Al bonds linking the complex 
to the surface. The slowness in formation of WS2 may be re­
sponsible for the small size of the WS2 crystallites, on the 
average a factor of 1 0  smaller than unsupported nickel tung­
sten sulfide.2

F igure 10 corresponds to sulfiding of the catalyst Ni 4303. 
Nickel sulfides are formed fairly quickly and level off after 2
h. The plateau corresponds to about 70% of the nickel being 
converted into NiS or Ni.-jSo. The W4+ and S2- curves are 
similar to those in Figure 9 for the catalyst W 0801. The 
magnitude of the W4+ signal corresponds to about 40% of the 
total tungsten signal after 4 h of sulfiding. It can be conject­
ured that sulfiding will take 15-20 h to reach a plateau. In­
termediate complexes must be present during sulfiding. The 
activity toward hydrodesulfurization of this intermediate 
complex is not known out will be a topic of further study.

Figure 1 1  is an extension of Figure 10 to include more lines 
at longer times. Intensities of the W 4f and A1 2p signals re­
main essentially constant. The C Is signal decreases by 60% 
in the first 1.5 h; the O Is signal decreases steadily by about 
10% over the first 4 h. The intensity of the Ni 2ps/2 signal stays 
constant for the first 2 h, begins to increase for about 1  h and 
then levels off. The increase in intensity is ca. 50%. The same 
increase in intensity for the Ni 2 p3/2 signal was observed in 
another sulfiding experiment of the catalyst Ni 4303 at 450

Figure 10. Signal intensities of new ESCA peaks for the catalyst Ni 4303 
as a function of sulfiding time. Sulfiding was carried out at 350 °C with 
a 9.2% H2S/H2 mixture at a flow rate of 100 cm3/min: (▲) W4+; (O)
S2“ ; ;■) Ni(S2 -).

Figure 11. Signal intensities of various ESCA peaks for the catalyst Ni 
4303 as a function of sulfiding time. Sulfiding was carried out at 350 
°C with a 9.2% H2S/H2 mixture at a flow rate of '00  cm3/min: (A) Al 
2p; (O) O 1s (X7); (□ ) W 4f (X2); ( • )  Ni 2p3/2; (▲) C 1s.

°C. The only difference between the two was that the increase 
in Ni 2 p3/2 signal intensity occurs during the first hour of 
sulfiding at 450 °C.

Since no corresponding increase in the intensity of the 
sulfided nickel signal (Ni(S2-)) was observed in Figure 10, the 
increase in Ni signal intensity in Figure 1 1  must be in the 
unsulfided portion of nickel. This sudden increase in the in­
tensity of Ni occurs when the tungsten is about 50% converted 
into WS2. The increase in Ni intensity must arise from dif­
fusion of Ni2+ ions to the surface from the bulk.

The surface conductivity was also observed to increase 
during sulfiding. Oxidic Ni/W catalysts are electrical insula­
tors. Therefore when they are scanned in the spectrometer, 
the sample surface was always found to be charged positively 
due to the ejection of the photoelectrons from the surface. The 
amount of surface charging is inversely proportional to the 
surface conductivity and can be easily obtained from the 
ESCA spectra. Surface charging is usually on the order of 3-4 
eV for inuslators. A plot of the surface charging plus work
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Figure 12. Work function and surface charging on the catalyst Ni 4303 
as a function of sulfiding time. Sulfiding was carried out at 350 °C with 
a 9.2% H2S/H2 mixture at a flow rate of 100 cm3/min.

function vs. the sulfiding time is shown in Figure 12. The in­
crease in surface conductivity may be due to formation of WS2 

on the surface. WS2, with a work function of 0.15 eV, 1 can be 
considered a conductor. Figure 12 shows that at the time when 
the conversion of tungsten complex into WS2 reaches about 
50%, the concentration of WS2 crystallites is high enough to 
form a conductive network on the catalyst surface. The rela­
tion between the activity of a catalyst and its surface con­
ductivity (or the position of the Fermi level) is still not clear 
at the present time. 1

S tr u c tu r e  o f  th e  N i/ W / y -A l20 3 C a ta ly s t . A t  the present 
time, three models have been proposed for hydrodesulfuri- 
zation catalyst systems.

A monolayer model was discussed in detail by Schuit and 
Gates19 for both oxidic and sulfided cobalt-molybdena-alu- 
mina. It seems reasonable to assume parallelism between the 
cobalt-molybdena-alumina and the nickel-tungsten-alumina 
systems. In a monolayer model, molybdenum forms a mono- 
layer, chemically bonded to the surface of the alumina sup­
port. The charge of the Mo6+ monolayer is compensated by 
O2- ions situated in a capping layer on top of the mono- 
layer.

Incorporation of cobalt results in the locating of Co2+ ions 
in tetrahedral sites somewhere below the surface layer of the 
support with accompanying O2- ions forced to remain in the 
capping layer. The primary effect of the penetration of the 
promoter cations is the expulsion of tetrahedrally coordinated 
Al3+ ions from the bulk into the surface monolayer. The sta­
bility of the monolayer is thus increased because the Al3+ ions 
help to bond the monolayer to the alumina surface.

Sulfiding of the catalyst is assumed to be restricted to re­
moval or exchange of Oz_ ions located in the capping layer. 
Since S2_ is much larger than O2-, the maximum of S2~ ions 
in this layer is fixed at two instead of four per unit mesh.

Removal of S2~ ions in the capping layer, for instance, by 
hydrogen reduction results in the formation of Mo3+ ions 
which are supposed to be the active sites. Formation of the 
single Mo3+ sites is only possible in the presence of cobalt. 
Therefore the function of the promoter cations in the mono- 
layer model is to increase the reduction of molybdenum and 
to stabilize the molybdenum monolayer.

An intercalation model has been proposed by Voorhoeve 
and Stuiver,20-21 Voorhoeve,22 and Farragher and Cossee.23 

It was postulated that, although intercalation of Ni in the ideal 
crystal of WS2 is energetically unfavorable, it does occur at 
the crystal edges provided that the crystals are small. Voo- 
rhoeve’s arguments are based on ESR data and the assignment 
of a resonance at 3250 Oe to W3+. The resonance was observed 
in sulfur deficient WSL95 but not in stoichiometric WS2; it 
increased with surface area and with the amount of Ni. The 
intercalated Ni2+ ions are octahedrally surrounded by S2~ 
anions and their special promoter function is to increase the 
number of exposed W3+ ions which are believed to be the ac­
tive sites. Farragher and Cossee23 estimated that because of 
the smallness of the WS2 crystals in commerical catalysts, the 
intercalation could increase the Ni/W ratio from 0.3 to 1.0.

A synergetic model has been proposed by Hagenbach et al.24 

The function of promoters in this model is to explain in terms 
of electron transfer between adjacent sulfide phases. This 
model might be valid at high promoter content as pointed out 
by Farragher and Cossee in their discussion with Delmon.25

Recently DeBeer et al.26 postulated that a change of mo­
nolayer structure to the intercalation structure was possible 
during presulfiding. This would involve migration of the 
promoter cations to the catalyst surface and a change from 
tetrahedral to octahedral sites.

On the whole, the results of our reduction experiments on 
the oxidic catalyst are consistent with the monolayer model. 
Tungsten is found to be dispersed on the support surface as 
a monolayer of the interaction complex. The maximum sur­
face covered by the tungsten complex can be calculated as 89% 
using an oxide concentration of 9.1 X 1018 O2- ions/m2 for the 
(110) y-AECB surface.27 Hence the majority of the alumina 
surface is covered by the tungsten complex monolayer.

Nickel was found to be present on the catalyst surface as 
either Ni20 3 or NÍABO4 in a ratio of approximately 3 to 1 . 
Since the majorHy of the catalyst surface is covered by the 
tungsten monolayer, and the nickel to tungsten atomic ratio 
for the catalyst Ni 4303 is about unity, most cf the Ni20 3 

probably sits on top of the tungsten monolayer. The W 4f/Ni 
2p3/2 intensity ratio for NiW04 is 5.8. The same intensity ratio 
for the catalyst Ni 4303 is found to be 4.0. This substantial 
decrease in the W 4f/Ni 2p3/2 intensity ratio for the catalyst 
is consistent with Ni30 3 dispersed on top of the tungsten 
monolayer. The other portion of nickel, corresponding to 
nickel alumínate, is probably located below the tungsten 
monolayer. This is consistent with the monolayer model in 
that the promoter Ni2+ ions can penetrate into the surface 
layers of 7 -ABO3 and occupy the tetrahedral sites forming a 
“surface spinel”, NiAl20 4.

The results of our sulfidation experiments show that the 
tungsten monolayer is broken up during sulfiding to form WS2 

crystallites. When sulfidation of the catalyst Ni 4303 is com­
pleted (see Figure 2E), tungsten is found to be completely 
converted into WS2 and nickel is completely converted into 
NiS and Ni3S2. The satellite line at 836.0 eV BE which cor­
responds to Ni-0 bonding is no longer observed. So it can be 
concluded that monolayer structure no longer exists due to 
the absence of any bonding between y-Al20 3 and the sup­
ported species.

During sulfidation, a stable tungsten intermediate complex 
is formed which slowly converts into WS2. The slowness in 
formation of WS2 affects the size of WS2 crystallites. y-Al2C>3 

supported nickel-tungsten sulfide is reported2- to have an 
average crystallite size ten times smaller than the unsupported 
nickel-tungsten sulfide. A smaller crystallite size implies a
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larger surface area and possibly a larger number of active 
sites.

At the completion of sulfidation, the W 4f/Ni 2p3/2 intensity 
ratio has decreased to a value of 2 .8  showing that nickel sul­
fides are well-dispersed on the catalyst surface and possibly 
on the WS2 crystallite surface too. Diffusion of Ni2+ ions to 
the catalyst surface is also observed during sulfidation.

Although all of our observations are consistent with the 
intercalation model, the existence of an intercalation structure 
is not confirmed in the present study. Diffusion of Ni2+ ions 
to the surface of the catalyst is not conclusive evidence for the 
intercalation structure due to the high concentration of nickel 
originally present on the catalyst surface.

An ESCA signal which is attributable to W3+ could not be 
observed in our studies. However W3+ ions still could be 
present for the following reasons. There is only 0.7 eV differ­
ence in binding energies between W4+ species in WS2 and 
W(0) in tungsten metal. Any W3+ ions in WS2 will give a signal 
that overlaps significantly with the intense WS2 signal. Under 
these circumstances, a W3+ ion concentration of less than 5% 
could not be detected.

The ESCA signal corresponding to intercalated Ni2+ ions 
is also difficult to observe. This is partly because the inter­
calated Ni2+ ions can have a concentration lower than 1 % , 23 

and partly because the binding energies of Ni2+ ions and in­
tercalated Ni2+ ions in WS2 may be very similar.

Summary
The salient findings of this study are as follows:
(1) NiO, WO3, NiWC>4, and A12(W0 4 ) 3  species are shown 

to be absent on the catalyst surface.
(2) Nickel is present on the catalyst surface as Ni20 3  and 

NiAl20 4.
(3) Tungsten interacts with the 7 -AI2O3 support to form a 

monolayer of an interaction complex.
(4) Ni2C>3 species are dispersed on top of the tungsten mo­

nolayer.
(5) On reduction, Ni20 3  species are reduced to nickel metal, 

whereas tungsten species are not reducible.
(6 ) The rate of sulfiding is faster at higher temperatures.
(7) The rate of sulfiding is faster when a sulfiding mixture 

of higher concentration of H2S is used.
(8 ) Sulfiding with a 7 vol % of thiophene in gives Ni3S2 

and WS2.
(9) Sulfiding with a 9 vol % of H2S in H2 gives NiS, NisS2, 

and WS2.

(70) A tungsten surface complex intermediate was formed 
during sulfiding. The intermediate has both a terminal oxygen 
and a terminal sulfur.

(_1) Ni2+ ions are found to diffuse to the surface during 
sulfiding.

(12) Surface conductivity increases steadily during sulfid­
ing.

(13) ESCA signals corresponding to W3+ ions or other anion 
vacancies are not observed.
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The adsorption of pyridine on a complete monolayer molybdenum oxide-Al20 3  catalyst was studied. Both 
Lewis and Bronsted acid sites are present on a catalyst with a Mo valence of ~4.1. The orientation of ad­
sorbed pyridine was studied by means of its interaction with surface OD groups, which leads to the formation 
of only 2 -deuteriopyridine. The fraction of molybdenum ions active for hydrogenation reactions and that for 
pyridine adsorption is approximately equal to the Mo5+ content, i.e., ~0.2. It is concluded that ensembles 
of Mo ions of higher and lower valencies (possibly Mo5+ and Mo4+) are the sites active for the chemisorption 
of organic molecules and hydrogen and for hydrogenation reactions.

Introduction

The nature and strength of the acid sites of surface oxides 
have been the subject of various investigations by means of 
infrared spectroscopy. To this extent the spectra of adsorbed 
pyridine appeared to be better interpretable than those of 
ammonia. 1 ' 4

In a previous paper we mentioned the existence of Lewis 
and Bronsted acid sites on a reduced molybdena-^Iumina 
catalyst as indicated by pyridine adsorption.11 Kiviat and 
Petrakis6 also found such adsorption sites on a similar .catalyst 
but they could not verify whether the adsorption takes place 
on the alumina or on the molybdenum oxide. We shall discuss 
their conclusions in this paper. We report on the investigations 
of a catalyst, which consists of an alumina carrier almost 
completely covered with a monomolecular layer of molybde­
num oxide.7-8 The orientation of the adsorbed pyridine toward 
the surface was studied by observing its interaction with 
deuterium present on the surface. Measurements of the mean 
valence of Mo after reduction and of the maximum amount 
of pyridine adsorbed provided data for discussing the topog­
raphy of the surface after reduction and the nature of sites 
active for hydrogenation reactions.

Experimental Section
a. P r e p a r a t io n  o f  th e  C a ta ly s t . From a stream of water 

vapor saturated with Mo02(OH) 2 this compound was ad­
sorbed on 7 -ALO3 at 600 °C. In most cases Degussa alumina 
(75 m2 g_1) was used as a carrier. The catalyst, which con­
tained 1 0 .2 % M0O3 by weight, was reduced in a stream of 
purified hydrogen during 16-24 h at 450 °C .8

b. V a le n c e  M e a s u r e m e n ts . The average valence of molyb­
denum was determined by means of a method described by 
Bourret.9 This method is based on the determination of the 
amount of NaI04 necessary to oxidize the molybdenum to 
Mol VI). Oxygen was carefully excluded. The reduced samples 
were stirred in the oxidizing solution until the color due to 
reduced molybdenum ions had vanished. A blank run was 
always taken with pure alumina which took not more than a 
few percent of the periodate needed for the reduced Mo cat­
alysts. The accuracy of the method was checked by means of

pure bulk Mo02 tabletted with pure 7 -alumina. Mo valencies 
between 4.01 and 4.08 were found in the last case.

c. Q u a n tita tiv e  A d s o r p tio n  M e a s u r e m e n ts . The adsorption 
of pyridine was studied by using a quartz spring balance. The 
spring sensitivity was 1 mm/10 mg. A load of 0.5 g of catalyst 
was used.

d. I n fr a r e d  M e a s u r e m e n ts . The same equipment and 
procedures were used as described elsewhere.7 Because of the 
strong absorption due to the relatively high amount of reduced 
molybdenum oxide an attenuation comb in the reference 
beam together with electronic transmission scale expansion 
always had to be,used.

e. E S R  M ea su r e m e n ts . A Varian X-band spectrometer was 
used with a 100-kHz modulation unit. The measurements 
were carried out after reduction in situ.

f. M a ter ia ls . Reagent grade Merck pyridine was used after 
having been dried and outgassed by the freezing, pumping, 
and thawing technique. D2 was supplied by Baker (purity 
>99%), M0O3 by Schuchardt, and bulk Mo02 by K & K 
Laboratories Inc.

Results

1. D e te r m in a t io n  o f  th e  M e a n  V a le n c e  o f  M o  in  t h e  R e ­
d u ced  C a ta ly st. Reduction of the complete monolayer catalyst 
by means of purified hydrogen at 450 °C during 16 h or longer 
yields a mean Mo valence of 4.14 (standard deviation 0.13 after 
10 runs). Even reduction for some weeks does no: change this 
value. Catalysts containing less molybdenum than that cor­
responding to a complete molybdenum(VI) oxide monolayer, 
prepared by adsorption of polymolvbdate anions from solu­
tions of various acidities,8 however, are reduced less (Table 
I). They do not reach the mean valence of four under the 
chosen circumstances. This fact is in agreement with the re­
sults of Sondag10 and Massoth, 11 among others, as well as with 
the change of the Mo5+ content with increasing Mo percentage 
found by other authors. 12 Variation of the temperature of 
course has a great influence on the final degree of reduc­
tion.

2. T h e  I n fr a r e d  A b s o r p t io n  S p e c t r u m  o f  P y r id in e  on  
S t e a m -T r e a t e d  A lu m in a . The alumina was treated with 
steam at 600 °C (p = 500 Torr) for a few hours, i.e., under the
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TABLE I: Mo Valences of MoOx-A120 3 Catalysts with 
Different Percentages of Mo” after Reduction for 16 h at 
450 °C in Hydrogen ____________________________________

%  M0 0 3  "■ ■
Mean 

Mo valence % M0O3

Mean
Mo valence

2 .8 5.7 17.8 4.6
4.9 5.2 2 2 .0 4.4

11.7 4.6

a The carrier was Ketjenfine alumina (S g = 220 m2/g). A full 
monolayer corresponds to about 27% M0O3.

1700 1600 1500 MOO 13CO
-------»- cm"1

Figure 1. Spectra of pyridine adsorbed on Al20 3: (1) background without 
pumping off water; (2) after evacuation at 150 °C for 0.5 h; (3) same 
treatment at 250 °C; L =  Lewis bound pyridine.

same conditions as the alumina used for the preparation of the 
catalyst. This is necessary because of some ghange of the OH 
group spectrum after this treatment, which is indicative of a 
change of the surface structure.7

The spectrum of pyridine adsorbed at room temperature 
at p = 10 Torr and pumped off at 150 °C (Figure 1) is almost 
identical with the spectrum measured by Parry.3 The bands 
around 1450 and 1620 cm- 1  show Lewis acidity. Even the 
presence of some water vapor (p = 10 Torr, t =  400 °C, see 
background spectrum) before the adsorption of pyridine does 
not create protons able to form a Bronsted adsorbed 
species.

3. T h e  S p e c t r u m  a f t e r  A d s o r p t io n  o f  P y r id in e  o n  M o l y -  
A lu m in a  w ith  a M e a n  M o  V a le n c e  N e a r  F o u r . The absence 
of a 1630-cm“ 1 band before pyridine adsorption clearly shows 
that water has been carefully removed by evacuation at 450 
°C and 10“ 5 Torr (Figure 2, spectrum 1).

The main changes in the spectrum of samples with pyridine 
adsorbed at room temperature (compare Figures 1 and 2) are 
due to the presence of additional bands in Figure 2 above 1600 
cm- 1  and of a weak band at 1540 cm“1. These bands reflect 
the existence of a pyH+ species on the molybdenum(IV) 
oxide-ALO:i surface.3’4’6 Obviously, some water has been taken 
up by the disk during pyridine adsorption. The presence of 
more water yields more Bronsted acidity (Figure 3) as shown 
by the intensity of the 1540- and 1640-cm“ 1 bands. This is in 
agreement with the observations made in case of silica-alu­
mina. 3-4

4. T h e  I n te r a c t io n  o f  A d s o r b e d  P y r id in e  w ith  O D  G rou p s . 
H-D exchange was brought about by means of D2 at 450 °C 
until all OH hydrogens had vanished. The disk was then 
evacuated at the same temperature to obtain some resolution

background

440 °C 4 hrs

220 °C 3 hrs

100 °C 1-5 hrs

20 °C

Figure 2. Spectra of pyridine adsorbed on a “ dry”  molybdenum oxi- 
de(IV>AI20 3 catalyst; L =  Lewis bound pyridine, B =  Bronsted bound 
pyridine. (1) Background after evacuation at 450 °C for 8 h. The 
evacuation conditions after adsorption of pyridine are indicated.

Figure 3. Spectra of pyridine adsorbed on a water containing molyb­
denum oxide(IV)-AI20 3 catalyst.

of the OD groups spectrum and to remove water and deute­
rium from the system. The evacuation took place for a short 
time to avoid elimination of too many chemisorbed deuterium 
atoms (Figure 4B, spectrum 1 ).

After adsorption of pyridine at room temperature all bands 
found around 1500 cm“ 1 (see Figure 4A) may be ascribed to 
coordinately bound species. Neither pyD+ nor pyH+ can be 
detected: the 1540-cm“ 1 pyH+ band is substituted by the 
corresponding pyD+ band which coincides with the 1490-cm“1 
band13 (Figures 1  and 2). The adorption disturbs all OD 
groups. Upon evacuation and raising the temperature a slight 
restoration of the original OD groups spectrum is observed due 
to some desorption of pyridine (Figure 4B). At temperatures 
above 300 °C the OD groups tend to vanish and at the same 
time a band at 1435 cm“ 1 appears. The relative increase in 
intensity of this band stops when the OD groups are no longer 
detectable. This shows that a surface reaction has taken 
place.

5. E x p e r im e n ts  P e r ta in in g  to  th e  A d s o r p t io n  C a p a c i t y  o f  
A lu m in a  a n d  o f  M o ly b d e n u m (I V )  0 x i d e - A l 20 3. The quartz 
spring balance measurements at 350 °C reveal that on the
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Figure 4. (A and B) Spectra during the reaction of adsorbed pyridine 
with OD groups after evacuation for 0.5 h unless otherwise indicated. 
The numbers in Figure 4A correspond with those in Figure 4B: (4A) 
spectra of pyridine; (4B) spectra of OD groups.

reduced moly-alumina the maximum concentration of pyri­
dine (reached at p = 8 Torr) is about twice that on pure alu­
mina, i.e., 2.5 X 10- 3  and 1.3 X 10“ 3 mmol m~2, respectively. 
Nearly the same ratio was found in our laboratory at 300 °C 
when using the dynamic adsorption method. 14

Discussion

T h e  M o ly b d e n u m  V a len ce . As shown, the average valence 
of the Mo ions is 4.1 after reduction at 450 °C for 16 h. This 
value is hardly time dependent. Also, the presence of water 
(p = 15 Torrl during the reaction does not cause a„remarkable 
change in the valence state, 15 which is in contrast with what 
was found by Sondag10 and Massoth. 11 The fáct, reported in 
the literature, 11 that a lower coverage of thé alumina by mol- 
ybdenum(VI) oxide yields a higher mean valence is estab­
lished by our measurements (see Table I). This supports the 
conclusion that those parts of the alumina which strongly bind 
tftfemolybdenum(VI) ions stabilize the higher valences. 1 1 ' 12 

..Many authors have reported the detection by ESR of 
Mo(V). ions having reduced the catalyst with hydrogen.12-16 

Qualitative ESR measurements in our laboratory revealed the 
prçssure of Mo(V) ions even after reduction at 450 °C for 1 

week (providing a valence of four). Recently, Seshadri and 
Petrakis, 16 studying a catalyst with a Mo percentage compa­
rable with that of a complete monomolecular molybdenum-
(VI) oxide layer, found that after reduction at 450 °C for some 
hours, at least 10% of the Mo ions had a valence cf five, which 
is in accordance with the measurements performed by Masson 
and Nechtschein. 12 The inaccuracy in the determination of 
the valence (i.e., 4.1 ± 0.1) does not allow us to ascribe this fact 
to the stabilizing influence of the carrier. Also a dispropor­
tionation reaction may occur, viz.

2Mo(IV) Mo(III) + Mo(V)
T h e  A d s o r p t io n  o f  P y r id in e  on  A lu m in a . The absence of 

Brônsted acidity when pyridine is adsorbed (Figure 1 ) is in 
agreement with the conclusions of Parry,3 among others.

The maximum amount of pyridine to be adsorbed, i.e., 1 .3  

X  10“ 3 mmol m-2, corresponds to a surface occupation of the 
same order of magnitude found by Knózinger and Stolz on this 
oxide. 17

P y r id in e  A d s o r b e d  o n  R e d u c e d  M o ly -A lu m in a . The 
spectra observed are in accordance with those of Kiviat and 
Petrakis.6 Even after careful elimination of water the weak 
band at 1540 cm- 1  reveals the existance of some Brônsted 
acidity.

Previously7 we showed that reduction of a complete mol- 
ybdenum(VI) oxide monolayer on alumina involves a 
shrinkage of this layer so that the reduced molybdenum oxides 
covers the alumina only partly (for about 80%). Part of the 
pyridine may therefore be adsorbed on the bare alumina. The 
intensities and the positions of the OH absorption bands of 
the free alumina in molybdenum(IV) oxide-alumina are al­
most identical with those of pure alumina. This gives evidence 
that the adsorption capacity of the alumina as such will not 
differ much from that of the pure carrier, i.e., 1.3 X 10“3 mmol 
m- 2  of alumina. From this and the adsorption capacity of 
molybdenum(IV) oxide-alumina observed (twice as much as 
that of the carrier) the conclusion arises that pyridine is mostly 
adsorbed on the molybdenum oxide. The maximum pyri- 
dine-Mo ratio is about 0.20 mol atom“ 1, assuming 80% cov­
erage of the carrier by molybdenum(IV) oxide. Kiviat and 
Petrakis,6 working with the KBr technique, did not obtain 
spectroscopic evidence for the adsorption of pyridine on p u r e  
molybdenum oxide. As it is difficult to make unsupported 
molybdenum oxides with a reasonable surface area, it seems 
likely that their experimental technique was not sensitive 
enough.

The rather strong adsorption of pyridine on supported 
molybdenum(IV) oxide is sustained by the observation that 
the hydrogenation of xylene and of olefins on this oxide is 
poisoned by pyridine and other amines. 14' 19 The amine-Mo
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ratio necessary for complete suppression of these reactions 
is about 0 .2 0  mol atom-1, and thus equals the pyridine ad­
sorption capacity we found.

In contrast to the observations of pyridine adsorbed on a 
d ry  catalyst much Bronsted acidity was detected when water 
was present. The absence of this water effect when working 
with pure alumina shows that this proton acidity must be 
connected with the molybdenum. Upon increasing the tem­
perature of evacuation the Bronsted bound pyridine disap­
pears. We may therefore assume that this type of acidity 
cannot play a role in catalytic hydrogenation reactions at 
higher temperatures.

Above 400 °C even the spectrum of the “Lewis” -pyridine 
changes (Figure 2, spectrum 5). Possibly under'these cir­
cumstances some adsorbed pyridine is decomposed.

T h e  I n t e r a c t io n  o f  A d s o r b e d  P y r id in e  w ith  A d s o r b e d  
H y d r o g e n  o n  R e d u c e d  M o ly -A lu m in a . Similar to the litera­
ture* 1718 we found that the intensities of the bands due to CH 
(CD) vibrations of pyridines are very weak after adsorption, 
especially when evacuation has taken place at temperatures 
above 200 °C. Moreover, the interpretation of these bands is 
hindered as they show complicated shifts in comparison with 
the spectrum of unadsorbed pyridine.18 These facts indicate 
that the CH and CD stretching region is not very suitable in 
this case for H-D exchange studies. The 2000-1000-cm- 1  re­
gion, however, is as shown in Figure 4. On heating, pyridine 
reacts with the alumina OD groups: all OD groups vanish and 
at the same time a new band (1435 cm-1) appears. This band 
must be attributed to adsorbed 2 -deuteriopyridine: a shift of 
1 1  cm- 1  by Lewis adsorption (original cl9b vibration absorbs 
at 1424 cm- 1  20) is in agreement with the shift we measured 
of the corresponding i<19b band of nondeuterated pyridine (at 
1439 cm- 1 ) ,21 4-deuteriopyridine (at 1413 cm- 1 ) ,20 and pyri­
dine-dr,20’21 (at 1301 cm-1). These facts inspire us to assume 
that, whatever deuterated pyridine species is concerned the 
//19b band will always show a similar shift by Lewis chemi­
sorption.

The mere creation of 2 -deuteriopyridine indicates that the 
adsorbed molecules are orientated toward the surface in such 
a way that they interact with it only through their nitrogen 
atoms and through the hydrogen atoms at the ortho posi­
tions.

The questions arises whether the r e a c t in g  pyridine is ad­
sorbed on the alumina and/or on the molybdenum oxide. A 
separate experiment on p u r e  alumina also showed the gen­
eration of 2 -deuteriopyridine. On the other hand, we know 
that molybdenum(IV) oxide on alumina is able to chemisorb 
hydrogen above 300 °C, possibly in the form of hydroxyl 
groups. 22-23 Perhaps the 2755-cm-1 band, due to an extra OD 
group next to those of ALO3,1 reflects this chemisorption (see 
also Figure 4). Because hydrogenation takes place only on 
molybdenum oxide and not on alumina, the interaction of 
adsorbed pyridine with chemisorbed hydrogen has to occur 
on the former species too. Because of these facts we may 
suppose that during the h y d r o g e n a t io n  o f  p y r id in e  the first 
and relatively rapid addition of hydrogens will occur at the 
ortho positions. Further hydrogenation will proceed more 
slowly because the chemisorbed dihydropyridine must bend 
toward the surface in order to pick up adsorbed hydrogen 
atoms. 24 Such a proposal for the reaction mechanism, viz.

H

corresponds with the kinetics determined by Sonnemans, van 
den Berg, and Mars, 14 who found that between 300 and 375 
°C the reaction rate is proportional to PH21'5- These kinetics 
suggest different chemisorption sites for pyridine and hy­
drogen, as is in agreement with our findings which will be re­
ported in the future. 23

A  M o d e l  f o r  th e  S u r fa c e  o f  R e d u c e d  M o ly -A lu m in a . Our 
observations that the Al-OH groups of the reduced, originally 
complete, monolayer molybdenum(IV) oxide-ALOs catalyst 
are not disturbed indicate that a rather large area of the carrier 
is bare. This implies that the molybdenum oxide units may 
form monomolecular platelets.7

We may wonder what are the sites on these “islands” active 
for (de)hydrogenation reactions. From our results and those 
from the literature it is striking that about 10-20% of the Mo 
ions oehave differently.

First, pyridine adsorption preferentially takes place on the 
latter fraction. Secondly, the hydrogenation of pyridine occurs 
on the same part of the surface. Some investigators12’ 16 also 
found via ESR measurements that at least 10% of the Mo ions 
have a valence of five after reduction with hydrogen. The 
amount of Mo5+ ions parallels the Mo content up to maximum 
monolayer coverage, 12 similar to catalytic activities for hy­
drogenation.25 These facts induce us to state that Mo5+ ions 
are involved in the catalytic reactivity. These ions, being more 
or less bare (C 4v symmetry16’26’27), are exclusively able to react 
with gas-phase molecules and may be protected against fur­
ther reduction due to stabilization by the carrier or may be 
formed by disproportionation of Mo4+.

The relative amount of active sites, about 10-20%, points 
to the existence of ensembles of Mo with a higher valence (5 
or even 6 ) with surrounding molybdenum with a lower valence 
(4 or even 3). This combination will be able to chemisorb or­
ganic molecules and hydrogen on neighboring atoms and to 
facilitate hydrogenation.

Conclusion
(1) Reduction of a completely covered molybdenum(VI) 

oxide-Al2 0 3 monolayer catalyst yields Mo ions with a mean 
valence of nearly four. Reduction of a moly-alumina catalyst 
with a lower Mo content proceeds more difficultly.

(2) Both Lewis and Bronsted acid sites are present on a 
reduced catalyst; perhaps only the former plays a role in cat­
alytic reactions at higher temperatures.

(3) Adsorbed pyridine interacts via its ortho hydrogen with 
hydrogen chemisorbed on the molybdenum(IV) oxide-alu­
mina surface. Pyridine adsorbed on this catalyst has the same 
orientation as when it is adsorbed on pure ALO3. Most of the 
adsorbed pyridine is associated with the molybdenum part 
of the catalyst.

(4) Only 10-20% of the Mo ions are active for pyridine ad­
sorption and play a role in catalytic reactions. These ions are 
characterized by a valence of five and are surrounded by 
oxygens in a C 4v symmetry.

(5) The sites active for (de)hydrogenation reactions consist 
of ensembles of molybdenum oxide units. Pyridine adsorption, 
poisoning, and valence measurements indicate that in these 
ensembles the higher (five) valent ions adsorb the compound 
to be (de)hydrogenated. The lower (four) valent Mo ions play 
a role in the adsorption of hydrogen.
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The dehydrogenation of piperidine has been studied and found to have an order of —1.5 with respect to the 
hydrogen partial pressure. By combining these results with those obtained for pyridine hydrogenation on 
the same catalyst a complete rate equation for piperidine dehydrogenation together with the stoichiometric 
number of the rate-determining step of these reactions could be derived. This number appeared to be one. 
A mechanism for pyridine hydrogenation is presented on the basis of these results and those from adsorption 
studies using the infrared spectroscopic technique. The rate-determining step is found to be the formation 
of adsorbed trihydropyridine.

Introduction
Hydrogenation of aromatic nitrogen containing compounds 

is the first step for their denitrogenation on metal oxide or 
sulfide catalysts, such as CoO-MoOp-ALCL. 1 4  The kinetics 
of this hydrogenation has been studied with the aid of model 
compounds such as quinoline2 ar.d pyridine.3’4 5 Only little 
information is available regarding the mechanism of this hy­
drogenation, the active sites, and the rate-determining 
step.

The kinetics of the hydrogenation of pyridine has been 
studied by varying the temperature, the reaction time, the 
pyridine partial pressure, and the hydrogen pressure. The 
conversion as a function of the reaction time shows a first- 
order process.3’6 However, the rate constant is found to be 
inversely proportional to the initial pyridine partial pres­
sure.3 5  An explanation for these results, also observed for 
other nitrogen containing compounds,7 can be given by con­
sidering the rate equation5

4 Present address: AKZO Chemie Nederland B.V., Am-
sterdam-N, The Netherlands.

dP— py = Pu a =^  «lvpyx h2
fcjdpyP pyBj

1 T p̂yPpy T -tÒprocjf Jprod (1 )

where 0j is the degree of occupation, b , the adsorption constant 
of compound i, P, the partial pressure, and k u the rate con­
stant.

A Langmuir type of adsorption of the nitrogen bases has 
been assumed. The adsorption of hydrogen and nitrogen bases 
occur on different sites5 and experiments with the volumetric 
technique confirmed that the presence of nitrogen bases does 
not influence the rate of hydrogen chemisorption.8

Because the adsorption constants of the nitrogen bases 
appear to be almost equal and 6 n-Pn„ »  1  (Pn0 = total pres­
sure of the nitrogen base), this equation can be simplified

dP  P_d ^ y  = fei^pypH20 (2)
df P n0

The influence of hydrogen pressure has been studied by 
varying this pressure from 15 to 75 atm.5 The results obtained 
at 300 and 375 °C show the order with respect to hydrogen to 
be 1.5-1.6 (Figure 1). A discussion on details of the mechanism
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log p„ <105 N.m'2) H,

Figure 1. Effect of the hydrogen pressure on the pseudo rate constant 
of the pyridine hydrogenation at 300 and 375 °C (values from Table II 
In ref 5): (O) = Ar,* at 300 °C; (•) k-,' at 375 °C.

could not be given due to lack of data on the piperidine de­
hydrogenation.

The conversion of p ip e r id in e  has been studied at 300 and 
325 °C. It was shown7 that the (hydro)cracking of piperidine 
can be described by the following equation:

_dPpjp _  , P pipP ni

d t 2 P  ■UL 1 pipo

At these temperatures the conversion into pyridine is less than 
1 % of the total amount of products formed (Figure 1  in ref 7), 
so that no conclusions about the dehydrogenation reaction 
could be drawn.

In this paper, experiments on the piperidine conversion at 
higher temperatures will be reported. The mechanism of the 
pyridine hydrogenation on the reduced (CoO)-Mo0 3 -Al2 0 3  

catalyst is discussed on the basis of kinetic experiments on 
both the pyridine hydrogenation and the piperdine dehy­
drogenation and adsorption studies of pyridine and hydro­
gen.

Experimental Section

P r o c e d u r e s . The equipment used for the kinetic experi­
ments has been described elsewhere.4 More detailed infor­
mation is given in ref 5 for the pyridine hydrogenation and in 
ref 7 for the piperidine dehydrogenation. For the piperidine 
conversion at higher temperatures a reactor was used with an 
internal diameter of 4 mm. Measurements with a thermo­
couple showed that the temperature drop over the catalyst bed 
was always within 2 °C. The height of the catalyst bed was 
about 2.5 cm. Separate experiments showed that the influence 
of the metal wall of the reactor and of the internal and external 
diffusion on the conversion could be neglected. The stability

TABLE I: Conversion of Piperidine as a Function of 
Hydrogen Pressure"

Product composition, h mol % (P i /P pipo), 
Ph2, -----------------------------------------------------

105 N m- 2 c 5 pip py NPP Loss

40 3.7 59.6 6.5 5.8 18.6.
50 4.6 61.1 4.4 7.5 14.9*
60 6 .1 63.5 3.9 9.3 7.9 ■
70 6.4 65.6 2.7 9.9 5.5
80 7.2 64.4 2.5 1 1 .2 3.5
90 7.6 65.2 2.2 1 1 .8 1.4

" T  = 375 °C; Ppipo = 0.33 X 105 N m-2; 0.27 g of C0O-M0O3- 
AI2O3; t = 0.14 X 107 kg N s m- 2  mol-1. b Products observed are 
pentane and pentene (C5), ammonia (not well analyzed), pen- 
tylamine (very small amount), piperidine (pip), pyridine (py), and 
n-pentylpiperidine (NPP). The percentage loss is based on the 
balance of pentyl groups.

of the catalyst was good enough to ignore the decline in ac­
tivity.

The reaction time is defined as i = mP(f>t~ l in which m  is 
the mass of the catalyst (kg), P is the total pressure (N m-2), 
and is total moles fed to the reactor (mol s-1).

The product distributions have been determined by gas 
chromatographic analyses9 of samples taken from the gas 
stream or samples obtained after total condensation of the 
reaction products with the aid of liquid nitrogen.

M a te r ia ls . The catalyst was 4% CoO-1 2 % Mo0 3-yAl20 3  

(Ketjenfine, 235 m2 g-1) with particle diameter of 0.21-0.30 
mm. Before use, the catalyst was reduced with hydrogen at 
450 °C for at least 16 h.

Piperidine was distilled under a nitrogen atmosphere on 
molecular sieves and brought into the saturator immediately 
after distillation. The pyridine content of the piperidine was 
found to be very low.

Results

The conversion of piperidine has been studied at 350 and 
375 °C as a function of reaction time and hydrogen pressure. 
The influence of the hydrogen pressure on the piperidine 
conversion and the product distribution is shown in Table I. 
The decreasing amount of pyridine at higher hydrogen pres­
sures points to a negative ofder with respect to hydrogen. 
Determination of the order with respect to piperidine for this 
reaction was not possible because in our measurements the 
reaction time has not been varied sufficiently. However, from 
a discussion of adsorption constants of the relevant bases it 
can be concluded that this order is unity.5

At longer reaction times the pyridine-piperidine equilib­
rium was established. At 375 °C we observed a constant ratio 
of about 7 between the pyridine and the piperidine partial 
pressures at i > 0.3 X 10” kg N s m- 2  mol- 1  (_Ph2 = 60 X 105 
N m-2, P pip„ = 0.33 X 105 N m-2). Calculation of the equilib­
rium constant K  =  PpipPpy~ 1P u 2~i  from these values showed 
a somewhat higher value (3.2 X 10-2°) than the one calculated 
from the data of Goudriaan6 (1.6 X 10-2° N- 3  m6). This may 
point to the establishment of a pseudoequilibrium in our ex­
periment.6

Discussion

K in e t i c s  o f  P ip e r id in e  D e h y d r o g e n a t io n . As discussed in 
the Introduction the kinetics of pyridine hydrogenation can 
be described by eq 2 in which a =  1.5. The activation energy 
was found6 to be 6 6  kj mol-1.

In order to formulate the kinetics of the piperidine dehy-
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drogenation one has to take into account the facts that several 
reactions occur in the whole process and that the selectivity 
of the pyridine formation is rather low. From the results 
presented in Table I, the order with respect to hydrogen for 
the dehydrogenation of piperidine can be calculated by using 
the following reaction scheme:

pyridine

k pentylamine, /¡-pentyl-
piperidine ------- 1------ ► piperidine, ammonia,

pentane

products not analyzed

Here the complex cracking and hydrocracking reactions7 have 
been aggregated in reaction 2. Reaction 3 is assumed to be a 
parallel reaction.

On the bases of the kinetics found for piperidine cracking 
and because the adsorption coefficients of the nitrogen bases 
are nearly equal,5 we formulate the rate equation of piperidine 
conversion:

7. -̂ pip n  v
~ à T ~ k - i y ~ p * ìr  DIDO

+  k 2 ^ P n 2y +  k 3 ^ P H/  (4)

Integration of this yields

E p m l n ^ m  =  k - i P ± { 2x + k 2P H2>' + k 3P H ^
t P  pip

' = k - i *  +  k 2* + k 3* (5)

From the piperidine conversion and eq 5, the sum of the rate 
constants can be calculated; the ratios of the amounts of 
pyridine to cracking products (2 iDNPP + P c5) > and to the 
unanalyzed products formed give the individual rate constants 
k * .

The data obtained for k - y P u 2x (= &-i*) have been plotted 
in Figure 2 as a function of hydrogen pressures. An order of 
1.44 ±  0.26 (90% confidence region) with respect to hydrogen 
is found. Similar plots for k 2* and k 3* show an order of 0.8 
with respect to hydrogen for the (hydro)cracking of piperidine, 
which is in agreement with previous results,7 and a rather high 
negative order with respect to hydrogen for the formation of 
heavy products not analyzed.

Two points may have an effect on the interpretation of the 
kinetics. They are the following:

(a) The establishment of the pyridine-piperidine equilib­
rium. The piperidine conversion into pyridine is found to be 
about 25% from equilibrium if the equilibrium constant is 
calculated from the data reported by Goudriaan.6 Correction 
of the results for the reverse reaction (pyridine -»• piperidine) 
will increase the order with respect to hydrogen for the pi­
peridine dehydrogenation.

(b) Another reaction involving the formation of heavy 
products. The curved line for k s* in Figure 2 points to another 
reaction scheme, for instance, a consecutive reaction instead 
of a parallel reaction for the formation of products not ana­
lyzed. The negative order in hydrogen for k 3* as well as the 
results of the piperidine conversion at low hydrogen pressure7 

indicate the formation of heavy products from partly dehy­
drogenated piperidine. Incorporation of this possibility in the 
reaction scheme will result in a lower order in hydrogen for the 
piperidine dehydrogenation.

In conclusion, therefore, we may state that the order with

Figure 2. The three pseudo rate constants of the piperidine conversion 
reactions as a function of the hydrogen pressure (calculated from Table
I): (O) fc_T; (•) fc2*; (A) /c3*.

respect to hydrogen for the piperidine dehydrogenation will 
lie between — 1  and —2 . The rate equation for this reaction can 
be formulated as

P  ■
d̂ehydrogenation = k — I p ̂   ̂ P H2* 1°21 (6 )

■‘ pipe
T h e  S t o ic h io m e tr ic  N u m b e r . According to Manes, Hofer, 

and Weller10 and Horiuti11 the following relation applies:

k y / k - 1 = K l/y ' (7)

where K  is the equilibrium constant (= Ppipeq- 
■̂>pyreq_ 1-f)H2eq_3)> and 7 t the stoichiometric number of the 
rate-determining step of the reaction; i.e., the number of times 
the rate determining step of the reaction occurs, compared 
with the overall reaction. Values of y  can be derived from eq 
7 by means of: (a) the kinetic expression of the forward and 
the backward reactions;12 (b) the enthalpy of the reaction in 
comparison with the difference in energy of activation of the 
forward and the backward reactions; (c) the substitution of 
the values of ky, k - y ,  and K .

(a) At the equilibrium, the rate of dehydrogenation is equal 
to that of hydrogenation. Assuming the rate equations found 
also apply in the neighborhood of equilibrium, and combining 
eq 2 and 6 with a = 1.5 and Pn0 = Ppip0> we obtain:

k _ i ^ p H - a a 2 ) =  k l P ^ p H i.r (8)
FNo ^No

Combination of this result with eq 7 gives:

Ppipeq-PHq Ua~)PNu_ /_P piPea_ \  1/1 /g,
PpyreqPH2L5PN„ VPPyreqPH23/

From eq 9 we conclude that y  must have the value of unity. 
The kinetic equation of piperidine dehydrogenation, there­
fore, takes the form

T dehydrogenation = k - y  Ph2- 1 '5P No
(1 0 )

(b) Substitution of the exponential temperature functions 
of ky,  k - y , and A in eq 7 provides
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E i  -  £_] = \ H ° / y  (11)

E  i was found to be 6 6  kj mol-1. Previously7 it was reported 
that E - i  exceeds the value of 160 kj mol-1. From a few mea­
surements of the piperidine conversion as a function of tem­
perature, the value of E - 1 was estimated to be 230 kJ mol-1. 
AH °  has a reported6 value of —160 kJ mol-1. Substitution of 
these values in eq 1 1  also shows that y  has a value of unity.

Because the values of E  and E -\  are practically not in­
fluenced by the form of the kinetic expression for the relevant 
reactions, this method may be regarded not to depend on that 
described in section a.

(c) From the values of k i 5 and k - i ,  we calculated an equi­
librium constant with a value of 6  X IO-2 0  N- 3  mfi, assuming 
7  = 1 in eq 7. This is quite in agreement with the value of 2 X 
10-2° N-:1 m6 calculated from the data given by Goudriaan.6 

This also supports that 7  = 1.
For two reasons this result must be regarded as practically 

independent of the others. The calculated values of k i and fc-j 
remain in about the same order of magnitude when using rate 
equations different from (2) with a =  1.5 and (10), respec­
tively. Moreover, the value of K  differs largely from unity, so 
that from eq 7 7  can be calculated accurately. From these re­
sults it is obvious that the stoichiometric number of the 
rate-determining step of the pyridine hydrogenation into pi­
peridine is unity.

M e c h a n is m  o f  P y r id in e  H y d r o g e n a t io n . The following 
elementary steps may occur in pyridine hydrogenation:

pyridine (py) ^  pyads (a)

hydrogen (H2) =  H2ads (b)

H2ads ' Had5 "h Hads (c)

py HxadS + H2 =  py H(*+2)ads (0 «= x < 4) (d)

py Hyads + H2ads ^  py H(y+2)ads (0 «  y «  4) (e)

py H*ada + Hads — py H(2 + l)ads (0 < 2 < 5) (f)

pipads *=F piperidine (g)
The stoichiometric number of unity means that the rate- 
determining step occurs once with respect to the overall re­
action. For the reaction steps b and c the value of 7  amounts 
to 3. Hence, these steps cannot be rate determining under our 
reaction conditions.

Reaction steps a and g are not rate determining either. 
Deriving rate equations based on these suppositions and as­
suming a low coverage of the surface with hydrogen we get the 
rate equations rhydr = k P pyP No~ l and rhydr = k P ^ P ^ P ^ 3, 
respectively. These are, however, in contradiction with the 
experimental results. Steps d, e, and f of the reaction scheme 
given above remain as possible rate-determining steps. The 
order 1.5 with respect to hydrogen for the pyridine hydroge­
nation5 indicates one of the following steps to be rate deter­
mining:

PY Hads + H2 — py H3ads (h)

Figure 3. Scheme of the mechanism of pyridine hydrogenation.

py Hads + H2ads — py H3ada (i)

PY H2ads + Hads — py H3ad8 , (j)

This result, showing that after the rather slow formation 
of trihydropyridine a further hydrogenation taking place fast, 
may be surprising. However, it is understandable if the state 
of adsorption of the pyridine molecule is considered. In our 
laboratory Fransen showed by means of infrared spectroscopic 
measurements of adsorbed pyridine on a reduced molybde­
num oxide-Al20 3 catalyst that a fast exchange particularly 
between the surface OD groups and the ortho H of pyridine 
occurs. 13 This points to a more or less perpendicular position 
of the pyridine molecule on the catalyst surface. This fact 
suggests that two hydrogen atoms may be added rapidly to the 
adsorbed pyridine, whereafter the slow uptake of the third 
hydrogen atom takes place and as a consequence the hybrid­
ization of the nitrogen atom is changed. The partly hydroge­
nated molecule may now move the unhydrogenated bonds to 
the surface, which in its turn may be rapidly hydrogenated. 
This supports the conclusion that reaction j is rate deter­
mining. This process is depicted in Figure 3. In this figure the 
hydrogen atoms are supposed to originate from the hydroxyl 
groups of molybdenum. The observation of the existence of 
separate adsorption sites for hydrogen and pyridine supports 
this mechanism.

A c k n o w le d g m e n t . We express our gratitude to Mr. T. 
Fransen for his valuable discussions.
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Spectra of methiodides of pyridine and diazines in solution have been studied in the temperature range 50 to 
—50 °C. The observed blue shift of the charge transfer (CT) band with a decrease in temperature is explained 
as being due to an increase of solvation of the intimate ion pair. No such shift, however, is observed in the 
emission studies. The intensity of the CT absorption decreases with a decrease in temperature and this has 
been attributed to a modification of equilibria between several types of ion pairs and dissociated ions in the 
solution. A spectrophotometric method (noniterative) has been suggested for the determination of the ion- 
pair dissociation constant (K ^ )  and emax. Other thermodynamic quantities (AH °  and AS°) have also been 
determined from such studies.

Introduction
It has long been known that the charge-transfer (CT) bands 

of N-heteroaromatic methiodides are very sensitive to a 
change of solvent and temperature. 1 Kosower2 has introduced 
Z  values (which are transition energies in kilocalories per mole 
of l-ethyl-4-methoxycarbonylpyridinium iodide) to charac­
terize the solvating ability of the medium. The lack of corre­
lation of the Z  value with any macroscopic solvent parameter 
shows that the nature of the solvent-solute interaction is not 
simple. In recent years the effect of temperature and pressure 
on the CT band of such compounds in solution has been 
studied.3’4 These workers suggest a change of solvation with 
temperature and pressure change. In the present work the CT 
transition energies and dissociation constants of some N- 
heterocyclics in solution have been investigated as a function 
of temperature.

We have studied absorption and emission spectra of N -  
methylpyridinium iodide and the methiodides of three di­
azines (pyridazine, pyrimidine, and pyrazine) in various sol­
vents over a wide range of temperatures (50 to —50 °C). The 
dissociation constant and other thermodynamic properties 
(AH °  and AS°) of these complexes have also been determined 
from spectral studies.

Experimental Section
M a te r ia ls . Methyl iodide was prepared by the action of 

iodine and red phosphorus on methyl alcohol.5 Pyridine 
(BDH, LR grade) was refluxed with sodium hydroxide and 
distilled. Pyridazine, pyrimidine, and pyrazine (Fluka AG) 
were used without further purification. Methiodides were 
prepared by mixing the components in a well desiccated vessel 
in the dark. Temperature was controlled during mixing. After 
the reaction the excess reactants were removed by washing 
with ether (sodium dried). The components were then dried 
under vacuum. These were then recrystallized from dry eth­
anol. The process of recrystallization was continued until the 
crystals gave identical spectra before and after the recrystal­
lization process. As the compounds are highly hydroscopic, 
all the operations were carried out in a desiccated chamber.

* Present address: Department of Physical Chemistry, I.A.C.S., 
Calcutta 32, India

For the pyridine derivative A a n d  emax were determined in 
CHCI3 and compared with standard data.6 For the prepara­
tion of films, the substance and polystyrene were dissolved 
in dry CHCI3 and the solvent was then allowed to evaporate 
inside a desiccator.

Solvents were purified and dried by standard procedures7 

and distilled immediately before the experiment.
S p e c t r o p h o t o m e t r i c  M e a s u r e m e n ts . Spectrophotometric 

measurements for the determination of thermodynamic 
quantities were carried out in a Zeiss VSU2P spectropho­
tometer using stoppered cells ( 1  cm) placed in a thermostatted 
cell holder. To ensure that temperature equilibrium had been 
established, data were taken only when the optical density at 
a particular wavelength did not change with time.

Measurements of the absorption spectra of the transparent 
solid samples and that of solutions at various temperatures 
were done in a double-beam recording instrument made from 
a monochromator (the monochromator of VSU2P was uti­
lized), two RCA 1P28 photomultipliers, and a G1B1 poten- 
tiometric recorder.8 The cell compartment in the low tem­
perature experiments consisted of an unsilvered dewar vessel 
into which vapor of either nitrogen or oxygen was passed. The 
temperature was controlled to within ±1 °C by regulating the 
rate of flow of cold vapor. Experiments at high temperature 
were done in the usual thermostatted cell holder. For tem­
perature measurements a copper-constantan thermocouple 
was used; one junction of the thermocouple was inserted into 
the solution. A cold finger type of dewar was used for recording 
the absorption spectra of solids and polymer films.9 Emissions 
were studied in alcohol glass cooled to liquid N2 temperature. 
The excitation source used a 400-W Phillips Hg lamp, and the 
emitted light was analyzed by an SPM2 monochromator.9 To 
study the emission at various temperatures, liquid N2 was 
allowed to evaporate in the unsilvered dewar and the tem­
perature of the sample varied with changes in the height of the 
liquid nitrogen level.

D is s o c ia t io n  C o n s ta n t , (a) S p e c t r o p h o t o m e t r i c  M e th o d .  
Most of the earlier spectrophotometric methods for the de­
termination of the dissociation constant of electron donor- 
acceptor complexes involved approximate linear treatments 
(Benesi-Hildebrand, Scott, or Foster-Hammick-Wardley 
plots). Dissociation constants calculated by these methods are 
only approximate, especially for moderately strong complexes.
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To obtain accurate values of K d one has to adopt iterative 
procedures. 10 Recently accurate values of K d have been ob­
tained by direct computations using essentially curve fitting 
or arbitrary guess techniques.11 We, therefore, looked for a 
simplified procedure which has been outlined below.

There are three distinctly different species, viz. contact or 
intimate ion pairs (D+,A- ), solvent separated ion pairs 
(D+||A- ), and free ions (D+ and A- ). The following equilibria 
describe the state of a solute in a solution:

D,A — D+||A- K s = [D+||A-]/[D+,A-]
D+,A- = D+ + A - K d =  [D+][A-]/±2/[D+,A- ] (1)
D+||A- =  D+ +  A -  K  i =  K d/K s

For equilibria involving ions, the activity coefficients are taken 
into consideration. Activity coefficients of other neutral 
species are taken as unity.

First, let us consider that only one form of ion pair (inti­
mate) is present (i.e., K s = 0). The total concentration is

C o = [D+A-] + [D+] (2)

For the case in which only the intimate ion pair absorbs (i.e., 
at X̂ Ix) at the wavelength of measurement, if A is the molar 
absorbance for a 1 -cm path length of solution and « is the 
molar absorption coefficient of (D+,A- ), eq 2 can be written 
(using eq 1 ):

^  = I /±V ^ + V —  (3)V A  6 e
Thus, a plot of /±C 0/v /A v s . f ± V A  gives a straight line and 
we can calculate the values of K d and e from a single plot 
without recourse to any approximation. Figure 1 gives some 
representative plots.

If the solvent separated ion pair is also taken into consid­
eration, eq 3 is modified to

M 2 = i ± ^ /± VA + \ / -  (3a)
V  A e e

Comparing (3) and (3a) we conclude that we can determine 
from the/±C0/v /A vs. f ± x ,rA  plot the constants K  = K d/ (l + 
K &) and «/(l + K s) instead of K d and e, respectively.

Values of f ±  were calculated by employing the Debye- 
Hiickel equation using the distance parameter a = 5 A as used 
by Ewald and Scudder.4

(b) C o n d u c to m e tr ic  M e th o d . For the determination of the 
dissociation constant of the ion pair by conductometric 
method we adopted the procedure used by Fuoss and Kraus.12 

According to this method the equivalent conductance (A) of 
an intermediate electrolyte at a concentration C  is related to 
the dissociation constant K d and the equivalent conductance 
at infinite dilution (Ao) by the relation

(4)
A K dAo2 F ( x )  Ao

F(x) is a function of x  represented by the continued frac­
tion:

F(x) = 1 -  x(l -  x(l -  x(l -  .. .)-l/2)-l/2) - l/2

and .t = [(A + BAo)v'AC]/A0:V2 where A and B  are Onsager 
constants. The method is iterative. A preliminary value of F(x) 
was obtained using a value of Ao (obtained by extrapolating 
the experimental plot of A vs. VC). Values of f ±  were calcu­
lated by employing the Debye-Hiickel equation. The results

Figure 1. Representative plot of eq 3.

Figure 2. Charge transfer band of various complexes: (1) pyrazine 
methiodide in CH2CI2; (2) pyrimidine methiodide in CH2CI2; (3) pyrimidine 
methiodide in CH2CI2 (a), crystal (b), in polystyrene film (c).

Figure 3. CT absorption spectra of pyrazine methiodide in CH2CI2 at 
various temperature. Different temperature curves have been displaced 
for display purpose.

were then plotted as required by eq 4 and the value for Ao so 
obtained was employed to recalculate F(x). The whole oper­
ation was then repeated until the output value of A0 was 
within 2% of the input value. The results of the conductome­
tric study are given in Table IV.

Results
(A) E f f e c t  o f  T e m p e r a tu r e  o n  A b s o r p t io n  B a n d s , (a) 

S p e c t r a  o f  S o lu tio n . The CT absorption in solution (Figure 
2 ) appears as broad bands rendering the accurate determi­
nation of Amax (or imax) difficult and somewhat uncertain. (The
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TABLE I: Values of the Band Maxima (at 25 °C) and the Temperature Coefficients of Band Maxima of Various 
Methiodides in Different Solvents

Pyridine Pyridazine Pyrimidine Pyrazine
methiodide methiodide methiodide methiodide

z values,“ -298 K m̂as ? Ai>ma x/AT, -298 K m̂ax > Ai>max/AT, -298 K  m̂ax > Ai>max/A T, -298 K m̂ax ’ Acmax/AT,
Solvent kcal/mol cm- 1 cm_1/K cm- 1 cm~VK cm- 1 cm_1/K cm- 1 cm~7K

Crystal 23 250 2 22 720 2
Polystyrene 24 390 0

1,2-Dichloroeth- 62.5 26 320 1 2  ± 2 22 730 15 ± 2 23 920 14 ± 2 20 830 15 ± 2
ane

Chloroform 53.2 26 500 1 2  ± 2 22  880 16 ± 2 21 050 16 ± 2
Methylene 64.2 26 600 16 ± 2 22 990 16 ± 2 24 100 14 ± 2 21 050 16 ± 2

chloride
Acetone 65.7 27 170 16 ± 2 23 420 20 ± 2 22 2 2 0 18 ± 2

Dioxane 26Ì80 5 ± 1
Acetonitrile 71.3 27 400 30 ±3 25 000 20 ± 2 25 970 20 ± 2 23 920 28 ± 3
Dimethylform- 68.5 27 250 22 ± 3 25 000 20 ± 2 25 640 18 ± 2 23 640 25 ±  3

amide
1,2-Dichloroben- 25 970 5 ± 1

zene
Ethyl alcohol 79.6 27 700 28 ± 3
n-prOH 78.3 26 340 24 ± 2
i-prOH 76.3 26 200 24 ± 2
t-BuOH 71.3 25 320 22 ± 2
f-AmOH 25 640 23 ± 3 24 390 2 0  ± 2

“ Reference 2.

Figure 4. Effect of temperature on the energy of CT transition of different 
complexes: (1) pyridine methiodide; (2) pyridazine methiodide; (3) 
pyrazine methiodide; (4) pyrimidine methiodide.

CT absorption spectrum of these compounds will be discussed 
from a spectroscopic and theoretical point of view in a separate 
communication.) The temperature shift, however, is far 
greater than these uncertainties. Figure 3 shows a set of ab­
sorption curves at various temperatures in one particular 
solvent. Band maxima (i>max) at 298 K and temperature 
coefficients (di>max/dT cm_ 1/K) in various solvents are listed 
in Table I.

Band width and shape remain unaffected by temperature 
changes. In solution the shifts are reversible and continuous, 
¡'max increasing with decreasing temperature. A plot of ¿>max 
vs. T  is linear (within experimental error) as can be seen from 
Figure 4. The value of di>max/dT depends on the nature of the

Figure 5. The temperature shift as a function of Z  value of solvent: (I) 
pyridine methiodide; (II) pyridazine methiodide; (III) pyrazine methiodide: 
(a) CH2CICH2CI; (b) CHCI3; (c) CH2CI2; (d) acetone; (e) DVIF; (f) CH3CN; 
(p) f-AmOH; (q) f-BuOH; (r) /-PrOH; (s) EtOH.

solvent. Although no correlation is obtained with any mac­
roscopic solvent parameter, it appears that temperature 
coefficients show a correlation with Z  values (Figure 5). It is 
seen that the alcoholic solvents form a separate group. Among 
nonalcoholic solvents dimethylformamide (DMF) and ace­
tonitrile are not in line with other solvents, but this is not 
surprising in view of the strong complexing ability of these 
solvents. In fact, in DMF the compound decomposes when the 
temperature is raised above 60 °C.

(b) C ry sta ls  a n d  P o ly m e r  F ilm s. Absorption bands in rigid 
environments were studied up to 90 K and they show no sig­
nificant temperature sensitivity. A slight shift in band maxima
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TABLE II: Values of the Equilibrium Constant and Other Thermodynamic Quantities of Different Ion Pairs

Acetone Acetone and cyclohexane (10:1)

K  at 293 K
Ion pair X 103

i at 
293 K

AH °, 
kcal/mol

A S0,
eu/mol

K  at 293 K
X 103

( at 
293 K

AH ° ,  
kcal/mol

A S°, 
eu/mol

Pyridine methiodide 1.90 555 -0.37 ± 0.02 -13.68 ± 5.0 1.08 610 -0.78 ± 0.04 -16.19 ±  5.0
Pyridazine 1.42 550 -0.82 ± 0.04 -17.37 ±  5.0 1.13 750 -1.2 ±0.04 -19.00 ± 5.0

methiodide
Pyrimidine 0.803 660 -0.59 ± 0.05 -16.10 ± 5.0 0.65 760

methiodide
Pyrazine methiodide 0.96 • 860 -0.96 ± 0.06 -17.00 ±5.0 0.78 960 - 1 .6  ± 0 .1 -19.60 ±5.0

TABLE III: Values of the Equilibrium Constant, AH °, and AS° of an Ion Pair as ai Function of Solvent

Compd Solvent Z  value K 20 °c X 103 t at 20 °C AH°, kcal/mol AS°, eu/mol

Pyrazine
methiodide

MeOH
EtOH
n-prOH
¡'-prOH
f-BuOH

83.6
79.6
78.3
76.3
71.3

2.85
1.76
1.0 0

0.40
0

250
535
630
900
920

-1.32 ± 0.10 
-1.73 ± 0.10 
- 2 .8  ± 0 .20

-16.98 ± 4.0 
-21.16 ± 6.0  

-21.65 ± 6.0

TABLE IV: Dissociation Constant and Ao for Methyl 
Pyridinium Iodide in Acetone (Conductometric Study)

«

Figure 6. (a) CT luminescence spectrum of pyridine methiodide in al­
cohol glass (without the phosphoroscope): (a) 77 K; (b) melt; (c) inter­
mediate temperature, (b) Schematic energy levels of methiodides In 
various environments: (G) ground state; (Gs) solvated ground state; (Gpc) 
FC ground state; (e) excited state (CT); (ed FC excited state (solvated); 
(e2) equilibrium excited state (solvated).

(Figure 2) with temperature may be attributed either to the 
expandability of solids or to the population of higher vibra­
tional levels in the ground state of the complex at higher 
temperatures.

(c) The relative ordering of the solvents (in terms of 
di'max/dT) seems to be independent of the solutes; but com­
plications may often arise due to specific solute-solvent in­
teraction.

(B) E f f e c t  o f  T e m p e r a tu r e  o n  E m is s io n . The compounds 
were found to luminesce when cooled to liquid N2 tempera­
ture. There is a gap between the onset of emission and ab­
sorption. For methylpyridinium iodide the observed lumi­
nescence was interpreted as charge transfer fluorescence.3 We 
have studied the luminescence using a phosphoroscope and 
verified that the lifetime of the emission is less than 1 0 - 3  s. 
While the position of the emission band for the compound 
remained unchanged with change in temperature, the inten­
sity of the band gradually diminished as temperature was 
lowered (Figure 6a). (In the case of methiodides of the diazines 
more than one emission band was detected. The band posi­
tions were found to remain unchanged, but the relative in­
tensities of the bands changed as the temperature changed. 
This might be due to the existence of either more than one 
configuration in the complex or more than one excited level 
of different lifetime. Further work is in progress.)

Temp, K K d X 103 Ao, 12 1 cm2

293 1.75 215 ± 5

(C) T h e r m o d y n a m ic  Q u a n t it ie s  a n d  I n t e n s i t y . Dissocia­
tion constants (K ) and other thermodynamic quantities were 
determined in acetone and acetone-cyclohexane (1 0 :1 ) for all 
compounds. Because of the overlap of the CT band with other 
higher energy bands for other compounds, data in alcoholic 
solvents could be obtained only with pyrazine methiodide. K  
and e were determined in the temperature range 293-323 K. 
From these data AH °  and AS °  were determined. They are 
listed in the Tables II—IV. The dissociation constant was de­
termined at various wavelengths (near X£ax) and the same 
value was obtained showing that only the 1 : 1  complex was 
present in solution.

Intensity of the CT band increases with increasing tem­
perature. In CHCI3 and CFBCB when the solute is present 
completely as ion pairs ( K d = 0 ) there is a 2% decrease in in­
tensity for a ~10° decrease in temperature. In dissociating 
solvents, the increase of optical density at /\£JX with increase 
in temperature can be attributed to a change of association 
equilibria (A H °  is negative). However emax determined for 
these solvents from plots of eq 3 shows again a 2% increase 
with a ~ 1 0 ° increase in temperature.

Discussion
T e m p e r a tu r e  S h ifts . It appears from the results that the 

observed temperature shift is a characteristic of the liquid 
state and as such it should be related with the thermal motion 
of the molecules in the liquid state. The continuous shift 
(absence of any isobestic point) excludes the possibility of any 
specific interaction between solute and solvent. The study of 
absorption spectra in mixed solvents2 also supports this 
view.

To understand the cause and the nature of such thermo- 
chromism, we first consider the theory of solvent effects on 
spectra. Of the different species present in solution, only 
intimate ion pairs contribute to the CT band and the envi-
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ronmental effect is determined by the solvation characteristic 
of these species.

Ground states of methiodides have high dipole moments2 

and the dipolar interaction between the solute and the solvent 
is the main perturbative role on the ground state energy. 
Kosower2 has shown that the stabilization of the ground state 
and the simultaneous destabilization of the Franck-Condon 
(FC) excited state lead to the characteristic solvent sensitivity. 
The effect of pressure and/or temperature on the energies of 
the ground and the FC excited state of the ion pair might be 
attributed to the modification of solvent perturbation through 
either: (i) the change of Onsager cavity (a ) , or (ii) the change 
in reaction field of solvent molecules at the location of the 
solute m o le c u le  d u e  t o  change of solvation.

If (i) were the important factor, there would be a correlation 
of the shift with change of density. Thus the ratio of the 
temperature shift to pressure shift (R )  = {Av/ A T ) p /(Av/ A p ) r  
should have been equal to a//3, where a  is the thermal ex­
pansion coefficient and /3 the compressibility. The results of 
Ewald and Scudder4 show that R  =* 108 dyn/cm2/K in acetone. 
a//3 for the same solvent is —1 0 7, in the same units, 13 which is 
about a factor of 10 less than the experimental value. Thus the 
effect of temperature and pressure cannot be rationalized in 
terms of density change.

On the other hand, if solvation were the important factor, 
R  should have been roughly equal to A E / T A V  where AE and 
A V are changes in energy and volume, respectively, for com­
plete desolvation of the ion pair. The value of AE  might be 
taken as half of the difference of the Z  value of the solvent and 
that of a nonpolar solvent (such as benzene); for acetone, this 
is about 4 kcal/mol.6 Taking the value of AV ~ 16 cm3/mol, 
we calculate at 300 K, A E / T A V  *  108 dyn/cm2/K. Thus we 
conclude that solvation is the important factor. Indeed for one 
component liquids compressed to 5 kbars, Weigang and 
Robertson14 concluded that the coordination number in­
creases with pressure. The change of solvation was also as­
sumed by Mason15 and Ewald et al.4 to account for the change 
of Xmlx with temperature and pressure.

To consider the process of solvation in detail, we assume 
that there are different solvated species, DAS, (S = solvent 
molecule and i = 0 , 1 , 2 , . . .  up to a maximum limiting value), 
in equilibrium:

DAS.-. + S -D A S . (6)

Let C, be the concentration of the tth species, DAS;, for which 
the ground state energy is E,. Eo is the ground state energy of 
the desolvated complex [E0 >E\ >  E2> E?,> E4> . . .  >  ¿V i  
> Ei). From (5) we write for dilute solutions

Considering (4), (5), and (6 ), we write

V Â ,  1 «  ' V E «
(9)

This equation is identical with eq 3 with / ± = 1 ; the only dif­
ference is that 2W/2' appears in place of e. Now

E ("̂  _  {Q + K jC j + K 2(2 + ■ ■ ■
E '  ~  l +  Kr + K2 + . . .

E C i(

E Q

and this can be interpreted as-ffje number averaged extinction 
coefficient according to this model.

Thus we may equivalently speak of an average solvated 
species at a.-.particuldr-temperature. The average solvation 
number is given by

E  iC i E  iK i
i i

n ~ Y c ~ ~ ,
( l  + E /C

The average ground state energy (E )  according to this model 
is

E (E i -  E0)A,
E  — E 0 =  —------------ -------  (10a)

( I + ? K0

(1 0 )

)

and from (1 0 ), we obtain

dn _  1 

dT ~ R T ~ 2

'E* (Ei -  E0)Ki +  E  (i ~ j)(Ei -  Ej)KiKj

( 1 +  ? * ‘ ) ‘

and from (1 0 a)

d E  _  _J _  
d T ~  RT2

E  (Ei -  E0)2Kt +  £  (Ei -  Ej)*KiKj

( i + E K .) !

(1 1 )

(1 2 )

Ci =  h C i- 1 = (kikz ■ ■ ■ ki)Co = K iC 0

The total concentration of the ion pair is

E C ,  = ( l  + £ K , )  C0 = C o E ' (6)

d E  _ 1
X  (Ei -  E 0 ) 2A , <Z ( E i - E 0)Kj 2-

d T R T 2

1  + E K i
1 + E  K i

(1 2 a)
and the total concentration of the solute in the absence of any 
common ion is

c  = E  Ci +  CD +  =  e  Ci + \ / K d E Ci (7 )
i i i

The molar absorbance for a 1-cm path length of solution at 
a particular wave number is

A ;  =  Eii'Ci = (€0 ' + E /W ')C o  = CoE0'' (8 )
where t / ’s are the molar absorption coefficients of the species 
at the wave number v.

From the expression for d n / d T  we conclude that d n / d T  is 
negative. Thus, average solvation increases as the temperature 
is lowered, which, in effect, stabilizes the ground state to a 
greater extent, causing the blue shift. This conclusion also 
follows from the fact that d E / d T  is positive, as seen from (1 2 ). 
At sufficiently low temperature, however, it is expected that 
the value of n  reaches a saturation limit and no such blue shift 
with further lowering of temperature is expected. Moreover, 
the magnitude of the shift should be small at very high tem­
peratures.
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From (12a) we may write

R T  2
d£ 
d T

£  (£/ -  E 0) £  (£, -  £ 0)A,

£  E lE ] ( K l + K j )  ["£  (£, -  AolA, ] 2
__ ________________ J______________

( l  +  £ K , )  1 +  £  A,

= constant X (£ — E q) — (£ — E q)2

=  f ( E  -  E q )

£  £,£,(£< + A; )
i j ____________

1  + £  K i
l

The magnitude of the shift is thus dependent on (E  -  E q), 
which is characteristic of the solvent. Hence, change of solvent 
polarity should parallel the change caused by thermal per­
turbation but complications might occur due to specific so­
lute-solvent interaction. No functional relation between £  and 
T  can be obtained at the present state of development, how­
ever.

From the above discussion it follows that the temperature 
shift depends on the strength of the solute-solvent interaction. 
The more ionic the ground state is, the more will be the extent 
of stabilization and the greater the extent of the shift. An in­
teresting conclusion from this model is a red shift with de­
crease in temperature of the CT band of the molecular com­
plexes with nonpolar ground states (benzene-iodine and other 
related complexes); because the relevant interaction in such 
a case is the dispersion interaction which destabilizes the 
ground state. However, the magnitude of Such a shift would 
be relatively small, because the strength of interaction is 
small.

E f f e c t  o f  T e m p e r a tu r e  o n  E m is s io n . The configuration of 
the solvent molecules around a solute molecule does not 
change during the excitation process in accordance with the 
Franck-Condon principle. However, the Franck-Condon (FC) 
state is not the stable equilibrium state for the excited solute 
molecule, since the dipole moment of the excited state is in 
a different direction from that in the ground state. The 
equilibrium excited configuration is realized by reorientation 
of the solvent molecules. When an excited molecule returns 
to the ground state by radiative transition, the two electronic 
states of the solute involved in the process are the equilibrium 
excited state and the FC ground state. In considering the effect 
of solvation on these states we conclude that i>f «  <>a (Figure 
6 b). In this case also, the change of temperature will modify 
solvation and a blue shift is expected with an increase in 
temperature. However as the extent of the shift depends on 
the solute-solvent interaction in the excited state, and as the 
magnitude of the dipole moment in the excited state is ex­
pected to be much smaller compared to that in the ground 
state, the extent of the shift of the band maxima of the emis­
sion band should be small.

T h e r m o d y n a m ic  Q u a n t it ie s  a n d  I n t e n s i t y . The dissocia­
tion constant as determined from (3a) is given by

constant for these types of complexes cannot distinguish be­
tween two forms of ion pairs (e.g., intimate and solvent sepa­
rated). This is also true of conductance studies. Hence, spec- 
trophotometric and conductometric studies should give the 
same dissociation constant. We have verified this for pyridine 
methiodide at room temperature (Table IV). From Table III 
we find that dissociation increases as Z  increases, this is in 
accord with the general behavior that the solvent with greater 
polarity favors free ions. 16

The values of A H 0 (Table II) show that ion-pair dissociation 
is exothermic. It will be noted that cyclohexane, when added 
to acetone, further decreases the value of A H ° .  It is probable 
that cyclohexane molecules replace some of the acetone 
molecules in the cybotaetic region of the ion pair, increasing 
its energy, while separated ions, being much more solvated, 
are only slightly affected by such a change.

The negative value of AS c for dissociation indicates a de­
solvation during ion association, an observation also noted by 
other workers.4 The extent of desolvation increases as we add 
a nonpolar solvent (Table II).

In the diazine series, the magnitudes of A H 0 and A S °  are 
less for the 1,3-diazine derivative, indicating that in this 
complex the ion pair is relatively less desolvated than in the 
other two compounds. Thus it appears that the ion of the 1,3 
derivative is relatively less solvated than those of the other two 
isomers. This may be due to the difference in the distribution 
of 7r-electron densities in these ions. No correlation could be 
observed with the molecular properties of the ions.

By fixing the complex while varying the solvents we obtain 
an interesting result. It appears from the Table III that as the 
solvent polarity (Z  value) decreases, the ion pair dissociation 
becomes more exothermic and there is more and more desol- 
vation. Now we have seen that the spectrophotometric method 
cannot distinguish between intimate and solvent-separated 
ion pairs. Hence, the larger the amount of solvent-separated 
ion pairs at equilibrium, the smaller will be the apparent ex­
tent of desolvation on total ion pair formation. The extent of 
solvent-separated ion pairs decreases in the order ethanol,
1 -propanol, and 2 -propanol as is evident from the e data (see 
discussion below). Thus, on going from ethyl to propyl alco­
hols, the magnitude of AS0 apparently increases.

Intensity
The widely differing values of the experimentally deter­

mined c in different solvents (Tables II—IV) at a particular 
temperature are suggested to be due to the presence of sol- 
vent-separated ion pairs.10 This is evident from eq 3a, because 
what we determine is £app = t/(l + As) and the true value of 
£ can be obtained only when one has an idea of K s. Solvent 
polarity coupled with specific solute-solvent interaction may 
lead to higher values of As, thus lowering the value of capp. In 
the alcohol series (where specific interaction is constant) the 
value of As seems to decrease with decrease in dielectric 
constant of the solvent. By a similar argument we account for 
the observed variation of £app with temperature (in a particular 
solvent) through change of the K s due to a change of the sol­
vent dielectric constant with temperature. The most con­
vincing example is the change of £ with temperature in non­
dissociating solvents (A d  =  C), e.g., C H C I3  and C H 2C12. The 
increase of t values on addition of cyclohexane to an acetone 
solution supports this idea.

v  E d  _  [D+HA-]
1 +  A , [D+,A- ][D+ !iA~]

Thus, spectrophotometric determination of the dissociation
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The extinction coefficients of the M and S bands of solutions of alkali metals in diamines were measured by 
two independent methods and found to be 42 500 and 2100 M- 1  cm-1, respectively. The electrical conductiv­
ity of the species associated with the bands, namely, the metal anion and the solvated electron, was measured 
as a function of temperature and concentration where the latter was determined by the bands’ absorbances. 
The results were extrapolated to infinite dilution by Shedlovsky’s method and the values of A0’s, Walden 
products, and dissociation constants of the ion pairs were found. The results were confirmed by measuring 
the conductivity together with the paramagnetic species concentration. The results of this work and the data 
of others show conclusively that the main conduction mechanism is through Stokes’ law, however, a small 
effect of other factors is observed.

Introduction
Solutions of alkali metals in ammonia, amines, and ethers1-7 

have been of considerable experimental and theoretical in­
terest for more than a century. 1-2 Their electrical, optical, and 
magnetic properties have been studied extensively2 and many 
theories have been advanced to explain them.3

Due to thermodynamic instability, all solutions decompose, 
and sooner or later only the metal cation and an unknown 
product anion (or ion pair) will remain (in the case of ammonia 
the anion is of course the amide ion NH2” ). This instability, 
which is never overcome completely, adds to the difficulty of 
establishing reliable relationships between concentration and 
other properties such as absorbance and electrical conduc­
tivity. This inherent instability has resulted in many in­
consistencies in the literature.

We have exploited this instability in order to conveniently 
measure the relationships between concentrations, absorb­
ances, conductivities, and magnetic properties. In the first 
stage we have established the extinction coefficients of the M 
and the S bands by two different methods described below. 
In the second stage the decay of the solutions was followed by 
measuring simultaneously the absorbance and conductivity. 
In this way a relationship between concentrations and con­
ductances was obtained without the necessity of preparing a 
new solution for each measurement. Each new solution 
preparation gave many concentration-conductivity data, 
where previously only one such datum was obtained. Proper 
corrections were introduced for the presence of the decay 
products. Finally the decay of the paramagnetic species was

followed in the ESR cavity together with conductivity decay, 
thus confirming relationships between the conducting and 
paramagnetic species.

According to Golden, Guttman, and Tuttle,3® the following 
species are assumed to exist (in amounts depending on the 
total concentration of metal dissolved, and on the equilibrium 
constants) in dilute solutions: (1) A metal cation (M+). (2) A 
metal anion (M~) which absorb in the visible or the near-ir, 
depending on the metal. Its absorption band is designated the 
M band.40 The similarity between the M-band properties and 
the CTTS spectra of halide ions8-9 was shown by Golden, 
Guttman, and Tuttle,3® and later confirmed by others41*-7-10-12 

by various methods. (3) The solvated electron (e~) which 
absorbs at 1400 nm regardless of the metal dissolved S band.40

(4) The ion pairs of the cation and the negative species, 
namely, M+-M_ and M+-e_. Both ion pairs are assumed to 
have the same extinction coefficients as their parent anions. 
The monomer13 (M) and dimer (Mo) suggested by Arnold and 
Patterson30 are assumed not to be present in any significant 
concentrations in the solvents we used, namely, ethylenedi- 
amine (EDA) and 1,2-propylenediamine (PDA).

These species are interrelated by the following equilib­
ria:

M + -M - — M+ + M - (1)

M+ • e-  5=  M+ + e~ (2)

M-  =  M+ + 2e_ (3)

The equilibrium constants depend mainly on the temperature,

The Journal of Physical Chemistry, Voi. 80. No. 19, 1976



the metal dissolved, and the solvent. Thus, for example, in 
ammonia the S band dominates, while in propylenediamine 
the M band dominates.415

Experimental Section
As was shown-by Hurley, Tuttle, and Golden40 it is of ut­

most importance tp work with quartz vessels with solutions 
of metals other thaii sodium. A careful cleaning procedure of 
the vessels described earlier11 was used throughout to mini­
mize the decomposition rates.

Metals used were Koch light 99.95% purity, and were dis­
tilled several times before using. Amines from Fluka AG were 
dried over sodium (reflux for few hours) and distilled twice 
from the blue solution to a sodium containing reservoir, from 
which the final distillation to the reaction vessel took place. 
Details about the vessels can be found elsewhere.14

Optical densities were measured in Cary-14 spectropho­
tometer; the optical cells were kept in a quartz dewar with flat 
windows, through which cold nitrogen was passed in order to 
keep it at a constant desired temperature. 14’15 The tempera­
ture was measured by a chromel-alumel thermocouple the 
voltage of which controlled, through a feed-back device, the 
rate of cold nitrogen flow. The temperature could be thus kept 
to within ± 1  °C. Different optical paths were used for differ­
ent concentrations, the results of the optical densities reported 
were reduced however to 1  cm path length in all cases.

Two bright platinum 1 X 3 X 5  mm electrodes with sepa­
ration of 5 mm were sealed in the optical cell in the joint 
conductivity-absorbance experiments. The ESR measure­
ments were done in the usual quartz capillaries in Varian 4502 
x-band spectrometer. Again platinum electrodes were sealed 
as near as possible to the capillary. In the earlier experiments14 

it was found that the solution started to decompose from the 
sealed bottom of the capillary; sealing the capillary with a 
hydrogen torch (instead the usual propane torch) stopped this 
phenomenon.

Conductivity measurements were done by a Universal 
Bridge B221 by Wayne-Kerr, working at an alternating cur­
rent of 1592 Hz to avoid any polarization and electrolysis ef­
fects. The cell constant was measured with standard solutions 
of analytical KC1, and compared to the same solutions in a 
standard cell whose constant is known.

The solvent used for the conductivity measurements was 
distilled a few times until its conductivity was below 0.05 txQ "1 
and remained constant.

Extinction Coefficients Measurements
These measurements were described earlier,16 and we shall 

give here only an outline.
Immediately after the preparation, when the decomposition 

is negligible, one obtains from electroneutrality [M+] = [M_] 
+ [e~] and from conservation of matter C = [M+] + [M~] + 
[M+-e_] + 2[M+-M~j where C is the total metal concentration. 
Combining these equations, and assuming that the ion pair 
has the same extinction coefficient as the parent anion, one 
obtains

2118
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where OD and e are the optical density and extinction coeffi­
cients, respectively, and the indexes v and ir refer to the visible 
M band and to the ir S band, respectively. The total metal 
concentration is measured in two ways: (a) immediately after 
the optical measurements are finished, the solution is trans­
ferred to a side arm, the solvent is distilled out, and the side

arm is disconnected from the main vessel. The residue in the 
side arm is then dissolved in 0.1 N HC1 and the amount of 
metal estimated by atomic absorption. Four such side arms 
connected to each vessel enabled us to conduct several ex­
periments in each vessel, (b) After the optical data were taken, 
the solution was frozen and pumped in order to eliminate any 
hydrogen formed. After thawing, ammonium bromide was 
introduced from a side arm through a break seal, the hydrogen 
evolved was pumped by a Toppler pump, and its pressure 
measured under constant volume. The solvent was frozen 
during this pumping in order to avoid transferring'fts vapors. 
The differences between the two methods did rfbt amount to 
more than 5%.

Method a gives the total concentration of metal, while 
method b gives only the amount of the metal which has not 
yet decomposed. An agreement between the two methods 
indicates therefore that the solution is still fresh and that there 
are very little decomposition products.

A second method to find the extinction coefficients is to 
regenerate the “blue” solution electrolytieally from a deteri­
orated one. 17

If the decomposition rate is small, the rate of establishing 
equilibrium and mixing is fast, as was shown earlier415’73 one 
obtains

1000/ __ 2 dODv 1  dODir 
F V  ~  ev df + eir dt (5)

where I  is the current in amperes, F , the Faraday, and V , the 
volume of solution in milliliters. Measuring the rate of increase 
of absorbances vs. the current creating them can give us the 
desired extinction coefficients. In eq 5 the derivatives are those 
at the beginning of the current transfer, since later on dete­
rioration of the created species is appreciable.

In Na/PDA solutions there is no S band, and the M band 
best fits a Gaussian curve. In dilute («10~ 4 M) K/EDA solu­
tions the M band is negligible, and the S band fits a Lorentzian 
curve. The parameters of the curves were used to separate the 
spectra wherever appreciable overlap between the bands oc­
curred. After the separation, the coefficients of eq 4 and 5 were 
determined by multiple regression. 18 This method gives the 
two coefficients directly without recourse to any further 
simplifying assumptions.

Whenever only one band is predominant, we can ignore one 
term in eq 4 and 5, and a simple linear relationship should hold 
between the metal concentration and absorbance or between 
the current and the rate of increase of absorbance. This is 
shown in Figures 1 and 2 for the case of M band in Na/ 
PDA.

Within experimental error, all measured solutions give the 
same values for ev and £;r by both methods, namely ev = 42 500 
±  1500 M“ 1 cm^ 1 and £jr = 2100 ±  1000 M_ 1 cm-1.

Although the calculations by the multiple regression 
method are more accurate and reliable, it is illustrative to plot 
the data on the plane. Few variations of eq 4 and 5 are possible, 
e.g.

ODjr/ODv = (C70Dv)eir — 2cir/£v (6 )

where the slope gives eir, and the intercept is twice the ratio 
between the extinction coefficients. An example of such plot 
is shown in Figure 3. The figure shows very clearly the small­
ness of qr compared to e v .

The numbers cited are for maximum absorbance, namely, 
670, 660, 870, and 860 nm for the M bands of Na/PDA, Na/ 
EDA, K/PDA, and K/EDA solutions, respectively, and 1280 
nm for the S band of K/EDA, all at room temperature. 11 No

S. Nehari and K. Bar-Eli

The Journal o f Physical Chemistry, Vol. 80, No. 19, 1976



Alkali Metal Amine Solution Properties 2119

Figure 1. Optical density of M band of sodium PDA solution vs. con­
centration.

Figure 2. Rate of increase of M band vs. current in decayed sodium-PDA 
solution.

temperature dependence of the extinction coefficients was 
detected.

The value of ev should be compared with that of DeBacker 
and Dye16 who obtained 82 500 M- 1  cm- 1  and with that of 
Windwer and Sundheim20 who obtained 23 500 M- 1  cm- 1  for 
concentrated (0.016 M) K/EDA solutions where the S band 
is negligible. Since the latter authors worked in pyrex vessels, 
their result is probably the extinction of Na-  rather than that 
of K- . The comparison is still valid, however, because no 
difference was found between the different anions.

The latter result is in good agreement with ours if we note 
that it was computed directly from ODv/C, while in our case,

Figure 3. Plot of eq 6 for potassium-EDA solutions.

by neglecting the second term in eq 4, one would have obtained 
0Dv/C = ev/2. The value obtained for e;r seems low for the 
extinction coefficient of a solvated electron, 21’22 and is in 
discrepancy with the ratio tvAir ~ 4-3 obtained by Dye, De- 
Backer, Eyre, and Dorfman21 and Huppert and Bar-Eli.4b

The discrepancy between the present results and those 
reported in ref 4b can be reconciled by assuming two kinds of 
solvated electron both of which absorb in the ir. One species 
is photoejected from the anion and has a lifetime of a few 
milliseconds, with high extinction coefficient, while the other 
exists permanently in equilibrium 3 with the anion, and has 
a small extinction coefficient. The existence of the first species 
is revealed only in pulse experiments.

Gaathon and Ottolenghi23 point out that the ir band of 
Li/PDA solutions is blue shifted by 80 nm relative to the ir 
band formed by photolysis of Na/PDA solutions; this may 
indicate that the electron may be trapped in a different way 
when it is photoejected and when it is in a dark equilibrated 
solution. Thus this observation supports our conclusion, 
namely, that our measurement has given the extinction 
coefficient of the dark equilibrated electron, rather than the 
one of the photolyzed or radiolyzed electron.

Another possibility accounting for the low value of fir is to 
assume that the ion pair M+-e-  has a different extinction 
coefficient than that of the solvated electron. If the dissocia­
tion constant of the ion pair is small and the kinetics of its 
formation is slow (in the time scale of the flash experiments), 
then it is possible that the photolysis and radiolysis experi­
ments measure the extinction of the solvated electron, while 
steady state experiments measure the extinction of the ion 
pair.

In very dilute solutions, when the relative concentration of 
the solvated electron increases and that of the ion pair de­
creases, one would expect deviations from the Beer-Lambert 
law. These deviations were not observed. We believe therefore 
that the former explanation is more plausible. The relation­
ships between the observed values (C, ODv, and OD;r) will 
become nonlinear with seven (four extinctions and three 
equilibrium constants) unknown parameters. The difficulties 
in deriving these parameters are obvious, and it seems that
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our “simplified” assumption is more appropriate under the 
circumstances.

The value of the equilibrium constant for reaction 3, 
namely, K 3 , can be computed from the absorbances of fresh 
solutions, the ion pairing constants found below and the 
known extinction coefficients. The values of pK3 thus ob­
tained are > 1 0  (this value was computed from the lower limit 
of absorbance measurement in our system), 7.5, 6.4, and 4.9, 
for Na/PDA, Na/EDA, K/PDA, and K/EDA solutions, re­
spectively, at room temperature.

Conductivity Measurements
The conductivity of metal-amine solutions is assumed to 

obey Kolrausch’s law of independent mobilities.35 The con­
ductivity of the solutions is, therefore, the sum total of the 
conductivities of its components, namely, the metal anion, the 
solvated electron, and the decay products, each with an 
equivalent amount of the positive metal cation.

Let us first assume that there is only one band (e.g.,'Na/ 
PDA or dilute K/EDA solutions), then by Kolrausch’s law

Figure 4. Equivalent conductivity vs. concentration of decay products 
of sodium-EDA solution: (A) this work; (O) ref 26.

1000/ct = CpAp + CXAX (7)

where is the measured total specific conductivity, A is the 
equivalent conductivity, C, the concentration, and the sub­
scripts p and x refer to the decay product and the species as­
sociated with the absorption band (either visible or ir), re­
spectively.

Cx is known at any moment during the decay process from 
the measured absorbance and the extinction coefficient, Cx 
= ODx/(x; the total concentration, C0 = Cx + Cp, which is 
constant during the decay, is found from the initial absorb­
ance, C0 = OD0x/tx when no appreciable deterioration has 
occurred. A metal assay, after the experiment is over, can serve 
as a check for this value, as described above; The concentra­
tion of the decay products, Cp, is obtained by substraction Cp 
= Co -  Cx.

The equivalent conductance of the decay products, Ap, is 
measured separately. Typical data of Ap vs. concentration is 
shown in Figure 4 together with the results of Dewald and 
Dye26 in order to show the agreement between the two sets of 
data. From such data. Ap is taken once Cp is known. The de­
sired value of Ax is now calculated from eq 8 at any point 
during the decay process:

Ax = [IOOOkt -  iODox/e, -  ODx/ex)Ap]ex/ODx (8 )

Different initial absorbances were used (with different 
optical paths) in order to cover as wide a range of concentra­
tions as possible.

When two bands appear, e.g., K/EDA solutions in medium 
concentrations one firsc calculates /qr from OD;r, eir, and A¡r, 
from the data of dilute solutions and then from k v  =  k t  — k p  

— Kjr, fv, and ODv, Av is derived.
It is obvious that the results of the equivalent conductances 

depend on the previously obtained extinction coefficients.
Typical results for Na/PDA solutions are shown in Figure 

5 in which the equivalent conductance is plotted vs. the square 
root of concentration. It is seen that the behavior is typical of 
weak electrolytes in a low dielectric constant medium: the 
degree of dissociation increases with dilution which causes an 
extra increase of conductivity above the square-root law of 
strong electrolytes.

Various methods of extrapolation to zero concentration are 
used in the literature27 in order to find the equivalent con­
ductance at infinite dilution and the dissociation constant of

100 r

uz<
uDO
Z

Figure 5. Equivalent conductivity vs. square root of concentration 
M band of sodium-PDA solution.

of

the anion-cation pair. Using Shedlovsky’s method, one uses 
the equation

1 _  1 S ( z ) f 2C \

A S(z) A0 + K A o 2
( 9 )

where z = [(«A0 + /?)/A03/2] v T a , a  and { i are known from 
Onsager’s equation,28 S ( z )  = [(z/2) + vT 4- z2/2]2, /  is the 
activity coefficient calculated by Debye-Huckel’s formula, 
A0, the equivalent conductance at infinite dilution, and K ,  the 
dissociation constant of the anion-cation pair.

A crude estimate of Ao is obtained from a A- V C  plot, from 
which z, S(z), and /  are calculated. Values of 1/A0 and 1/KA02 
are computed from the intercept and slope respectively of eq 
9. The procedure is repeated with the new A0 until the dif­
ference between two subsequent A0 is smaller than 0.1 kohl- 
rausch units. The results of A0 are accurate within 5-20% 
depending on the number of points taken and their scatter. 
In the calculation of the activity coefficient, /, by the Debye- 
Hiickel method a distance of 6  A was used as the nearest ap­
proach between the ions of the ion pair. 26'29 Distances of 5.53a 
and 4.5 A (see below) were also tried with essentially the same 
results, since the concentrations are fairly low.

Other variants of eq 9 and other methods of extrapolation,
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TABLE I

Metal Solvent Temp, C° U,P Ao, kohlrausch Aoi? 10 5K ,  M Ref

Li n h 3 -71 0.005 558.7 2.8 128 31e
Li MeNH, -78.3 0.009 12 228.3 2 .1 5.79 4a
Na n h 3 -34 0.002 54 10 2 2 2.60 723 - 31a

V -  Na n h 3 -33.9 0.002 56 1127 2.8 8 341',- 31b
X,* Na n h 3 -45 0.002 99 927 2.77 248" 31b

Na n h 3 -65 0.004 32 645 2.79 188 31b
Na MeNH? -50 0.005 2 79 0.41 31d
Na MeNH2 -60 0.006 38 66 0.42 31d
Na MeNHs -70 0.007 6 54 0.41 31d
Na EDA 23-25 0.015 4 27 0.42 26
Na EDA 22  V „ 0.015 8 67.1 1.06 4.9 a
Na EDA 18 • 0.016 9 62.8 1.06 12.9 a
Na EDA 14 0.018 1 64.5 1.17 2.57 a
Na EDA 9 0 .0 2 1 2 55.4 1 .1 2 10 .8 a
Na EDA 5 0.023 6 57.14 1.35 2.52 a
Na PDA 22 0.015 47 0.705 7.32 a
Na PDA 18 0.018 6 47 0.87 7.15 a
Na PDA 12 0.026 39.4 1.02 5.87 a
Na PDA 3 0.044 27.5 1 .2 1 2 .1 2 a
Na PDA -5 0.062 28.4 1.76 2.53 a
Na PDA - 1 0 0.076 17.3 1.32 4.3 a
Na PDA - 2 2 0.148 15.2 2.25 2.06 a
Na PDA -41 0.7 7.1 4.96 0.41 a
K- EDA 23-25 0.015 4 139 2.14 15.4 26
K;. EDA 22 0.015 8 115.3 1.84 19.9 a

K
(M band) 

EDA 9 0 .0 2 1 69.0 1.45 2 2 .2 a

K
(M band) 

EDA 5 0.023 6 60.3 1.42 15.9 a

•K
(M band) 

EDA 22 0.015 8 32.3 0.52 10 .6 a

K
(S band) 

EDA 13 0.018 8 36.7 0.69 10.4 a

K
(S band) 

EDA 9 0 .0 2 1 2 33.4- 0.7 8.29 a

Rb
(S band) 

EDA 23-25 0.015 4 117 1.80 16.9 26
Cs n h 3 -33.9 0.002 56 1142 2.92 487 31c
Cs n h 3 -45 0.002 99 954 2.85 330 31c
Cs n h 3 -65 0.004 32 672 2.90 219 31c
Cs MeNH? -50 0.005.21 249 1.30 14.4 31d
Cs MeNH, -60 0.006 31 209 1.30 14.3 3 Id
Cs MeNH? -70 0.007 63 167 1.30 13.8 31d
Cs EDA 23-25 0.015 4 204 3.14 14.4 26

a This work.

C A f 2 S (Z ) X IO3

Figure 6. Typical Shedlovsky's plots of eq 9: Na/EDA and K/EDA (S 
band) 22 °C; Na/PDA 3 °C.

e.g., Kraus-Fuoss,27b'c ’30 were tried with essentially the same 
results.

In Figure 6 , typical plots of eq (9) are shown. Table I sum­
marizes the results of our experiments together with previous 
results.26’31 From the results of Table I, a semilog plot of K i 
vs. reciprocal temperature of Na/PDA solutions is drawn in 
Figure 7. The slope of this curve, according to Fuoss33 and 
Denison-Ramsey34 theory of ion pairing is equal to e 2/akD  
where e is the electron charge, a is the distance of nearest 
approach between the cation and the anion of the ion pair, and 
k is Boltzmann's constant. A value of 4.68 ±  1 A (70% confi­
dence limit) for the distance between the ions is obtained, in 
agreement with our previous assumption. This value is quite 
reasonable in view of the fact that the size of the anion itself 
is approximately 3 A.:ia 11

Larger values of ion-pairing dissociation constants, but 
similar values (5 A) for closest approach, were obtained by 
Dewald and Roberts31 b-c for Na and Cs solutions in ammonia. 
In these cases the main negative species is the solvated elec-
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Figure 7. Logarithm of ion-pair dissociation constant (Shedlovsky) vs. 
reciprocal temperature of sodium -PDA solution.

iron, while in the case of Na/PDA the main negative species 
is the metal anion. Both species are, however, roughly of the 
same size. Table I shews also the Walden product Aojj. Vis­
cosity data used were obtained partly in this laboratory14 and 
partly from the literature.26’3 1’32

Most of the results of Walden’s products may be averaged 
as follows: 2.84 for ammonia solutions, 1.53 for the M band in 
EDA and PDA solutions, 0.64 for the S band in EDA.

The values obtained by Dewald and Dye26 for K/EDA so­
lutions compare very well with ours if we notice that in their 
measurements they d.d not differentiate between the anion 
and the solvated electron, thus one should compare the sum 
of the Walden products of both the M band and the S band 
(1.53 + 0.64 = 2.17) to their value of 2.14. The dissociation 
constant is the average of our values for the two species.

The results for methylamine solutions depend upon the 
metal: 2.1, 0.41, and 1.3 for Li, Na, and Cs solutions, respec­
tively.

Here, again, the different results may be due to the con­
ductivity being the sum of the M and the S bands which are 
present in different amounts in solutions of the different 
metals.

Within each region the changes in the Walden product are 
much smaller than the changes in equivalent conductivity or 
the viscosity separately. One can safely conclude therefore 
that at least part of the conductivity is governed by Stokes’ 
law mechanism.

The radius thus obtained for the solvated electron in EDA 
is 2.54 A. Twice this radius matches quite well the distance of 
closest approach used earlier. A much smaller radius is for­
mally obtained however for in diamines, and for the sol­
vated electron in ammonia, or in other words the conductance 
is too high to be determined only by Stokes’ law. Other pos­
sible mechanisms such as tunnelling and successive exchanges 
of electrons between ions may be operative.

Figure 8. Log-log plot of ktj v s . concentration. (Circled points) Literature 
data: Na/DGL (diglyme) ref 7; Cs/MA, Na/MA ref 31 d; Cs/NH3 ref 31c; 
Na/NH3 ref 31b; LI/NH3 ref 31e; Na/EDA, K/EDA, Rb/EDA, Cs/EDA 
ref 26. (Regular points) This laboratory; K/EDA, K/PDA, K/MA; K/EA; 
Na/PDA; Na/EDA.

K  /¿Mho cm 1

Figure 9. Solvated electron concentration (from ESR signal) vs. con­
ductivity of potasslum-EDA solution: (V) measured; (O) computed by
eq 12.

A different way to look at the data is a log-log plot of kti v s . 

concentration. This kind of plot has two advantages: (a) only 
raw data are used without recurrence to any kind of extrapo­
lation; (b) changes in the mobilities which are caused by 
changes in viscosity are taken care of. Such a plot is shown in 
Figure 8 together with literature data in order to give a more 
complete picture.

We have also assumed that the extinction coefficients of M 
and S bands in methylamine and ethylamine are similar to
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those of EDA and PDA. If this assumption is incorrect and the 
coefficients are higher, the line of these amines will move to 
the left and will coincide with the EDA-PDA line.

In spite of the differences, the similarity of conductance 
behavior among the various solvents, metals, and methods of 
measurements is striking.

In all cases straight lines were obtained with slope of 0.8, 
although the lines are positioned differently. The order of the 
lines is such that ammonia solutions conduct better than EDA 
and PDA and these better than me'.hylarnine and ethylamine. 
In ammonia all metals conduct the same way, but in EDA the 
Cs conducts sligh'ly better than other alkali metals. This 
linearity shows beyond doubt that the conductivity is gov­
erned mainly but not solely by Stokes’ law. Since the slope is 
smaller than one it means formally that the average radius of 
the conducting species increases slightly with concentration, 
in fact as C1/5. Alternatively another mechanism, apart from 
Stokes, may Contribute to conduction; slight changes in di­
electric constant, electrophoretic effect, may all contribute 
to this phenomena.

ESR-Conductivity Measurements
Further confirmation of the above results was obtained by 

measuring the conductivity and paramagnetic resonance si­
multaneously. This could be done only in solutions which 
contain an appreciable amount of S band. In sodium solutions 
the concentration of paramagnetic species was estimated, by 
comparing to standard pitch, to be 1-2 X 10~ 6 M. The specific 
conductances should therefore be 0 .1  cm- 1  which is in 
order of magnitude of that of the pure solvent, and thus no 
correlation is found between the ESR signal and conduc­
tance.

In potassium-EDA solutions the amount of solvated elec­
tron is large and linear correlation between the ESR signal and 
conductivity is obtained (Figure 9).

This linear correlation is obtained as follows: given the total 
specific conductance:

1 0 0 0 /er = Xm+[M+] + Am-[M~] + Xe-[e_] + Xp-[p_] (1 0 )
and using equilibrium 3 and conservation of matter and 
charge, one obtains

IOOOkt = (Am+ T Xp)C
Cfe2]

+ (Am- ~ Xm+ -  2XP) i  + (Xe -  Xp)[e] (11)
K  3 + |e2J

or in terms of A’s:

CFe2l
IOOOkt = APC + (Am- -  2AP) —— , . + (Ae -  Ap)[e]

K 3 +  [e z\

(1 2 )

It was noted before that by the symbol Ax we mean the 
equivalent conductance of the species x as a whole, namely, 
the positive and the negative ion together, and C, the total 
metal concentration.

The deviations of eq 12 from linearity, at the range of con­
centrations concerned, will be small, and will be masked by 
the scatter of the points. Taking C  =  4.7 X 10- 3  M and Am- 
= 30, Ae = 11, and Ap = 3 kohlrausch (the measured values of 
the conductivities at this concentration) one obtains the cal­

culated points of eq 1 2  which do not deviate from linearity 
except at the lowest solvated electron concentrations, as ex­
pected. Also the line obtained is fairly close to the measured 
one, thus confirming our assumptions and the values of con­
ductivity found earlier. The reverse procedure, namely, 
finding the A’s from the measured points, is obviously unre­
liable.

References and Notes
(1) W. Weyl, Ann. Phys., 197, 601 (1863).
(2) (a) "Metal-Ammonia Solutions: Proceedings of an International Conference 

on the Nature of Metal-Ammonia Solutions” , Colloque Weyl II, J. J. La- 
gowski and M. J. Sienko, Ed., Butterworths, London, 1969; (b) "Electrons 
in Fluids: The Nature of Metal-Ammonia Solutions” , Colloque Weyl III, J. 
Jortner and N. R. Kestner, Ed., Springer-Verlag, West Berlin, 1973; (c) R.
F. Gould, Ed., Adv. Chem. Ser., No. 50 (1965); (d) “ Metal-Ammonia So­
lutions", W. L. Jolly, Ed., Dowden, Hutchinson, and Ross 1972.

(3) (a) S. Golden, C. Guttman, and T. R. Tuttle, Jr., J. Chem. Phys., 44, 3791 
(1966); (b) E. Becker, R. H. Lindquist, and B. J. Alder, ibid, 25, 97 (1956); 
(c) J. Jortner, ibid., 27, 823 (1957); (d) E. Arnold and A. Patterson, Jr., ibid., 
41, 3089 (1964); (e) J. L. Dye, M. G. DeBacker, and L. M. Dorfman, ibid., 
52, 6251 (T970); (f) J. L. Dye, Pure Appi. Chem., 1 (1970).

(4) (a) D. S. Berns, E. C. Evers, and P. W. Franck, Jr., J. Am. Chem. Soc., 82, 
310 (1960); (b) D. Huppert and K. Bar-Eli, J. Chem. Phys., 74, 3285 (1970); 
(c) I. Hurley, T. R. Tuttle, Jr., and S. Golden, ref 2a, p 449.

(5) S. H. Glarum and J. H. Marshall, J. Chem. Phys., 52, 5555 ¡1970).
(6) E. Saito, ref 2a, p 485.
(7) (a) J. G. Kloosterboer, Ph.D. Thesis, University of Amsterdam, 1970; (b) 

J. G. Kloosterboer, L. S. Giling, R. P. H. Rettschnick, and J. D. W. Van 
Voorst, Chem. Phys. Lett., 8, 462 (1971).

(8) T. R. Griffiths and M. C. R. Symons, Trans. Faraday See., 56, 1125 
(1960).

(9) G. Stein and A. Treinin, Trans. Faraday Soc., 56, 1393 (1950).
(10) M. T. Lok, F. J. Tehan, and J. L. Dye, J. Phys. Chem., 76, 2975 (1972).
(11) K. Bar-Eli and G. Gabor, J. Phys. Chem., 77, 323 (1973).
(12) S. Matalon, S. Golden, and M. Ottolenghi, J. Phys. Cnem.. 73, 3098 

(1969).
(13) (a) K. Bar-Eli and T. R. Tuttle, Jr., J. Chem. Phys., 40, 2538 (1964); (b) K. 

D. Vos and J. L. Dye, ibid., 38, 2033 (1963); (c) R. Catterall, M. C. R. Sy­
mons, and J. W. Tippling, J. Chem. Soc. A. 1234 (1967).

(14) S. Nehari, Ph.D. Thesis, Tel-Aviv University, 1973.
(15) M. Ottolenghi, K. Bar-Eli, and H. Linschitz, J. Chem. Phys., 43, 206 

(1965).
(16) S. Nehari and K. Bar-Eli, ref 2b, p 97.
(17) (a) R. K. Quinn and J. J. Lagowski, J. Phys. Chem., 73, 2326 (1969); (b) ibid.. 

72, 1374 (1968).
(18) C. A. Bennet and N. L. Franklin, "Statistical Analysis ir Chemistry and 

Engineering” , Wiley, New York, N.Y., 1967, p 250.
(19) M. G. DeBacker and J. L. Dye, J. Phys. Chem., 75, 3092 (1971).
(20) S. Windwer and B. R. Sundheim, J. Phys. Chem., 66, 1254 (1962).
(21) J. L. Dye, M. G. DeBacker, J. A. Eyre, and L. M. Dorfman, J. Phys. Chem., 

76,839(1972).
(22) L. M. Dorfman, F. Y. Jou, and R. Wageman, Ber. Bunsenges. Phys. Chem., 

75,681(1971).
(23) A. Gaathon and M. Ottolenghi, Isr. J. Chem., 8, 165 (1970).
(24) L. Onsagerand R. M. Fuoss, J. Phys. Chem., 36, 2689 ('932).
(25) H. S. Harned and B. B. Owen, "The Physical Chemistry of Electrolytic So­

lutions", 3d ed., Relnhold, New York, N.Y., 1958, p 200 ff, eq 6.2.3.
(26) R. R. Dewald and J. L. Dye, J. Phys. Chem., 68, 128 (1964).
(27) (a) T. Shediovsky, J. Franklin Inst., 225, 738 (1938); (b) C. A. Kraus and 

R. M. Fuoss, J. Am. Chem. Soc., 55, 476 (1933); (c) ib:d„ 55, 1019 
(1933).

(28) L. Onsager. Phys. Z„ 28, 271 (1927).
(29) J. L. Dye, R. F. Sankuer, and G. E. Smith, J. Am. Chem. Soc., 82, 4797 

(1960).
(30) (a) R. M. Fuoss, J. Am. Chem. Soc., 57, 488 (1935); (b) H. M. Dagget, Jr., 

ibid., 73, 4977 (1951); (c) R. M. Fuoss and T. Shediovsky, ibid., 71, 1496 
(1949).

(31) (a) E. C. Evers and P. W. Frank, J. Chem. Phys., 30, 61 (1959); (b) R. R. 
Dewald and J. H. Roberts, J. Phys. Chem., 72, 4224 (1968); (c) R. R. De­
wald, ibid., 73, 2615 (1969); (d) R. R. Dewald and R. W. B-owall, ibid., 74, 
129 (1970); (e) E. C. Evers and F. R. Longo, ibid., 70, 426 (1966).

(32) “ International Critical Tables", Vol. 7, p 211.
(33) R. M. Fuoss, J. Am. Chem. Soc., 80, 5059 (1958).
(34) J. T. Denison and J. B. Ramsey, J. Am. Chem. Soc., 77, 2615 (1955).
(35) Deviations from Kolrausch’s law can be calculated according to Onsager 

and Fuoss.24 25 The deviations, assuming complete dissociation, are smaller 
than 10%. Since the dissociation is not complete, the actual deviations 
are much smaller and the experimental accuracy involved does not warrant 
any other assumptions but that of independent mobilities.

The Journal of Physical Chemistry, Voi. SO, No. 19, 1976



2124 B.-O. Persson, T. Drakenberg, and B. Lindman

A m phiphile A ggregation  N um ber and C on form ation  from  C a r b o n -1 3  

N u clear M agn etic  R e so n a n c e  C h e m ica l Shifts

Bert-Ove Persson, Torbjdrn Drakenberg,* and Bjorn Lindman

Department of Physical Chemistry 2, Chemical Center, P.O.B. 740, S-220 07 Lund 7, Sweden (Received March 15 1976)

The dependence of the 13C NMR chemical shifts from the n-nonylammonium bromide carbons on the am­
phiphile concentration have been used to estimate the aggregation number in the NAB micelles, resulting 
in 37 i  5 monomers/micelle. Furthermore, the observed downfield shift on micelle formation has been inter­
preted as caused by an increased proportion of the trans conformation of the alkyl chains in the micelles 
compared to the monomers. ,!'

It could be expected that 13C NMR with its high resolu- 
tion-and large chemical shift range should be well suited for 
the study of the association of amphiphilic compounds, for 
example, ionic surface-active agents. Indeeef it has been 
demonstrated in recent years that on micelle formation there 
are considerable changes in both shielding and relaxation and 
that it is possible to characterize the effects for a large number 
of carbons in an alkyl chain. 1-5 In the present communication 
we wish to demonstrate that two types of significant infor­
mation on the amphiphile association process may be obtained 
from 13C chemical shift investigations. First, it is possible by 
detailed studies of the concentration dependence of the 
chemical shift to deduce quantitative information on the 
amphiphile aggregation number and, secondly, the shift 
change on passage from the intermicellar solution to a micelle 
gives qualitative information on any accompanying comfor- 
mational change of the alkyl chain.

Assuming an idealized situation where the amphiphile may 
occur either as a moncmer or in a single type of micelle with 
an aggregation number n  the chemical shift can be written

Here C m and Ct denote the concentration of micellized am­
phiphile and the total amphiphile concentration, respectively. 
f> o b sd  is the observed chemical shift and <5m the shift of micel­
lized amphiphile, both taken relative to the chemical shift of 
the monomer. The monomer shift is obtained by extrapolation 
to zero amphiphile concentration. The concentrations of 
monomer and micelle in the equilibrium

«X  ^  X„ with A = [X„]/[X]"

may be expressed as

and

[X] = Ct ôbsd

r-[Xn] = C t^ d

The expression for K  may then be rewritten as

In (C,<5obsd) = n  In [C,(om -  5obsd)] + In K  + In n
- ( n - l ) l n 5 m (1 )

Consequently, a plot of In (Ct5obsd) vs. In [Ct(5m -  <50bsd)] yields 
the aggregation number and the equilibrium constant if the 
simple model holds. may be estimated from plots of <5obsd

vs. the inverse amphiphile concentration. 1 Analogous proce­
dures have been used previously for !H and 19F chemical
shifts.6’7

To illustrate these principles we present variable concen­
tration 13C chemical shift data for aquecus solutions of a 
cationic surfactant, n-nonylammonium bromide (NAB). 
Chemical shifts of the three methylenes in the center of the 
alkyl chain are presented in Figure 1 . The critical micelle 
concentration obtained from the plots of Figure 1  (cf. ref 1) 
is 0 .1 1  mol kg' 1 and thus in close agreement with results ob­
tained by other methods.8’9 A previously found8 change in the 
NAB micellar structure at high concentrations is verified by 
the 13C NMR chemical shifts. In plots usir.g eq 1 in order to 
obtain the aggregation number, the results for the highest 
concentrations were not included. As can be inferred from 
Figure 2 the chemical shift data follow closely the behavior 
predicted by the model used. Up to quite high concentrations 
our results can thus be explained by aggregation of NAB into 
a single type of micelle, which, according to least-squares 
treatments, has an aggregation number of 37 ±  5. Although 
direct comparisons are not possible this result is found to be 
in good agreement with studies by other methods. 10

The information on the association process may be derived 
without knowledge of the cause of the shift changes but such 
a knowledge is of interest since it may shed light on the micelle 
structure. Regarding the origin of the chemical shift changes 
on micelle formation we can visualize two principal mecha­
nisms. We may either have “medium effects”, i.e., direct ef­
fects of the environment, or we may have “conformation ef­
fects”, i.e., the chemical shift may change as a result of a 
change in conformation of the alkyl chain. Several different 
observations seem to rule out a sizeable contribution from 
medium effects to the values of the methylene and methyl 
groups. Thus the shift changes are quite different on micelle 
formation and on transfer to an organic solvent (Table I). Also, 
the variation of 5m along the alkyl chain does not correspond 
at all to the variation in environment. 11 Furthermore, it has 
been observed that, while, for example, 13C shifts of carbonyl 
groups may vary strongly with the solvent, solvent effects are 
small for alkyl groups. 12 Good direct support for the pre­
dominance of conformational effects is found in a study by 
Batchelor et al. 13

Since a downfield shift can be related to an increasing im­
portance of the trans conformation13'14 it can be inferred from 
Table I that micelle formation is accompanied by a partial 
changeover from gauche to trans conformations in the alkyl 
chains. It is significant that the effects are largest in the middle
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TABLE I: l3C Chemical Shifts for n-Octanoic Acid in Various Solvents and for Sodium n-Octanoate and 
n-Nonylammonium Bromide in Aqueous Solution Together with the Shift Changes (<5m) on Micelle Formation“

l-CHo 2-CHo 3-CH2 4-CH2 5-CHa 6 -CH2 7-CH2 8 -CH2 -CH:,

Ç7H15COOH in cyclohexane 34.9 25.7 30.2 30.1 32.8 23.7 14.7
C7H15COOH in dioxane 34.5 26.0 30.2 30.1 32.8 23.7 14.8
C7H15COOH in CH3COOH 34.6 25.5 29.8 29.8 32.5 23.4 14.3
C7H15COOH in neat 35.1 25.8 30.3 30.2 32.9 23.8 14.9
C7Hi5COONa, dilute in H20 39.2 27.5 30.3 29.8 32.9 23.6 15.1
C7H15COONa, +0.33 +0.48 + 1 .0 2 + 1 .0 1 +0.95 +0.67 +0.46
CgHigNHsBr, dilute in H20 41.4 28.4 27.1 30.0 29.9 29.8 32.7 23.6 15.1
CgHigNHsBr, 6m +0 .2 0 +0.58 +1.08 + 1 .2 2 + 1.08 + 1.09 +Ô.89 +0.64 +0.45

0 The chemical shifts (in ppm) are given relative to external TMS without any susceptibility corrections with a positive shift being 
downfield. (Susceptibility corrections are calculated to be at most 0 .2  ppm and would have the effect of slightly increasing the shifts 
of the aqueous solutions as compared to the organic solutions.) Numbering of the methylenes starts from the polar head. For CgHigNHuBr 
the assignment of the 4 -CH2, 5 -CH'2, and 6 -CH2 signals is only tentative.

E
Q.
Q.

* 0

3 1 .0 -

3 0 .5

3 0 .0 -

0 5  10 15 2 5
1 / C t , m o l ' 1

Figure 1. Variation of the 13C chemical shifts of the three central 
methylene groups of n-nonylammonium bromide with the inverse 
concentration. Shifts are referred to tetramethylsilane with a downfield 
shift being positive. Temperature 30 °C.

Figure 2. Plots for obtaining the micelle aggregation number of 
nonylammonium bromide using the data of Figure 1. The principles used 
are described in the text.

of the chain while relatively small at either end. It is difficult 
presently to put these results on a quantitative basis but it 
should be mentioned that Cheney and Grant14 have estimated 
the shift change between the gauche and anti forms of an al­
kane chain to be 4.8 ppm.

It seems reasonable to believe that 13C chemical shifts 
should be useful for the study of conformation changes in

surfactant systems. It is interesting to note that we observe, 
at the transition from globular to cylindrical NAB micelles, 
a downfield shift for the a-CH2 group but an upfield onq for 
the CO- CH3 grpup.

Experimental Section
All 13C NMR spectra were recorded on a Varian XL-100 

spectrometer at 25.16 MHz and in the Fourief transform 
mode. Proton noise decoupling and deuterium lock were 
used.

Typical settings for the FT parameters were: spectral width 
1000 Hz, acquisition time 2-4 s, flip-angle 80°, number of 
transients 10 0 0  to 1 0 0 0 0 , resulting in an optimal accuracy in 
the shift determination of ±0.2 to ±0.4 Hz.

The lock signal was obtained from benzene-d6 in a 5-mm 
tube inside the'12-mm tube with the sample. The chemical 
shifts have been related to TMS by assuming that the shift 
of cyclohexane in the sample with cyclohexane as solvent is
27.8 ppm downfield from TMS.

No susceptibility correction has been applied, but this 
should not be more than 0 .2  ppm when the solvent is changed 
from cyclohexane to water.

The surfactants were obtained from Eastman Kodak Co. 
(Rochester, N.Y.). No impurities could be detected from 13C 
NMR spectra of concentrated solutions. Homologues, how­
ever, might be difficult to detect.
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The complete matrices for ligand field spin-orbit coupling perturbations are provided for d1, d2, and d3 ions 
in C;i(, symmetry. The importance of using such matrices for the interpretation of the electronic properties 
of trigonal bipyramidal five-coordinated complexes is stressed, in contrast with previous uses in the litera­
ture of D m  matrices.

Introduction
The electronic properties of coordination compounds of 

transition elements have been extensively investigated in the 
last years and an increasing amount of experimental infor­
mation has been obtained by the use of single crystal electronic 
spectroscopy in linearly polarized light at very low tempera­
ture and under high resolution conditions1 '2 of magnetic cir­
cular dichroism spectroscopy,3 electron spin resonance 
spectroscopy,4“ 7 e tc . For the interpretation of these experi­
mental data it is necessary to use a method of calculation 
which can keep pace with the more sophisticated experimental 
techniques, allowing for small perturbations such as the low 
symmetry components of ligand field and spin-orbit coupling. 
These, in fact, determine the nature of the ground electronic 
level and are responsible for the large number of electronic 
transitions observed experimentally.

Ligand field calculations have been generally used, because 
they provide a simple way of parameterization of energy levels, 
although, in some instances, also more sophisticated models 
were employed. Complete ligand field spin-orbit coupling 
matrices, however, are easily available only for cubic sym­
metries,8-10 as a consequence of the intial impetus in the study 
of octahedral or tetrahedral complexes, while there is not 
much in the literature for low symmetry chromophores. To 
have complete matrices in low symmetries, however, is par­
ticularly important for rive-coordinated trigonal bipyramidal 
complexes, for which the cubic matrices cannot provide even 
a first approximation to the energy levels.

In that class of complexes, molecules having the full ideal­
ized D m  symmetry are very rare, the main distortions being 
toward either C3v or CV, configurations of donor atoms. 11 13 

It has been often assumed, however, that the electronic levels 
of a complex of C m  symmetry must be close to those calcu­
lated in D m  symmetry, and all the theoretical treatments have 
been restrained to this latter symmetry. 14“ 16 In the following 
sections we will show that the effect of a full C 3v perturbation 
can determine a dramatic deviation of the levels from those 
o f  D :ih symmetry and that it can also cause, in some instances, 
a change in the spin-orbit split ground level. Since the inter­
pretation of the fine structures of the electronic spectra de­
pends strongly on the nature of the ground level, this result 
is of paramount interest in correctly assigning the experi­
mentally observed electronic transitions and we intend to 
report here the complete matrices for d1, d2, and d3 ions in C 3u 
symmetry.

The Model of Calculation
Our ligand field calculations were performed in the well- 

known “weak-field coupling scheme” .8 The choice of the

Li

l 2
Figure 1. The most general configuration of doror atoms for a five 
coordinate complex of C3„ symmetry.

coupling scheme, however, is unimportant :n the ligand field 
formalism, when we perform “complete” calculations, i.e., 
when we consider all the interactions among the levels origi­
nating from different states of the dn manifold. Eigenvalues 
and eigenvectors of the spin-orbit coupling operator were 
obtained by direct diagonalization of its perturbation matrices 
in the C m  symmetry adapted (LSMlMs! basis functions.

The (LSMlMsI basis functions for d1, d2, and d3 configu­
rations correspond to those reported by Slater,17 with some 
corrections in order to have them correctly connected by phase 
through the vector coupling coefficients. 18 C 3v symmetry 
adapted linear combinations of these functions were written 
by considering their transformation properties under sym­
metry operations through the rotation matrices D i(a , (3, 7 ) . 15’16 

Actually, in order to classify the LS functions according to the 
irreducible representations of the C 3r symmetry group it is 
sufficient to know their behavior under the group generators 
C 3{z )  and, say, ax z . 19 In Table I20 we report the symmetry 
classification of the LS functions with L varying from 5 to
0 .

The symmetry functions for the double group C3u* were 
obtained by taking the direct product of the orbital and spin 
functions21 through the coupling coefficients reported by 
Koster et al. 22 They are reported in Tables II-IV , 20 together 
with the appropriate symmetry labels. The perturbation 
matrices were constructed with a computer program which 
expressed the matrix elements as a function of the one electron 
spin-orbit coupling constant f and of monoelectronic ligand 
field parameters. In order to achieve the maximum of gener­
ality of our treatment, we have used the ligand field parame­
ters: V 22  = <±2| V\ ±2) ,  Vll = <±1|V| ±  I}, V00= <0| V|0>,
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and V2Ml = (21\'1 - 1) = - (-21 VI1) where V is the ap­
propriate Hamiltonian operator referring to the perturbation
due to the ligands and I ± 2), 1 ± 1), 10) represent the one
electron d orbitals. In fact, in the last years, it has beeome
clear23-27 bat all the most common ligand field parameteri­
zations, including the angular overlap model, can be consid­
ered to be equivalent, and that, therefore, it is desirable to be
able to pass from one to another in order to make the best use
of the method according to the problem which is being studied.
In Table VW are reported the relations between our parame­
ters and the most common liganci field parameters for five
coordinate complexes, in the nonadditive scheme25 (which in
C3u symmetry req'.Jires three parameters Dq, Ds, and Dt), in

TAaEY:__.._CommonP __."'IleUgond..-farFtw_
e::.m.-x.. (For •.., 1', '0 ... cryoIoI__In ....--,
.. _ to _. Wid _ to the crystal field _1n .... _1Ye_._ _ ..__..In'" 27.)

the additive scheme25 (which requires up to six parameters,
Dq and 12 for each set of independent donor atoms), and the
angular overlap mode125 (which, for linearly ligating donors
and neglecting {) bonds, requires up to six parameters, e,,' and
e.r' for each set of independent donor atoms). The angle (I is
the angle L1-M-L3 (Figure 1). The spin-orbit coupling energy
has been evaluated through the hamiltonian operator

1Iso = f L Ii • Si

where the sum is over all the electrons of the configuration,
Ii and Si are the orbital and spin angular momentt:m operators
and f is the spin-orbit coupling constant for a d e~ectron.
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• « ,~(. _ .".'v )- ")/'0) .';,' • (-./,) ... 2 DO - ..

...... ('~/') ...'v ....8 .."'. (1)/2) •••" cos, (0/'0) .~'- ('/'0) .';.'> • (,o.li/,) Po

tebh VI -·The .etnx .l_~T\U rllrrl!retlt rrOC! uro of the perturoul'o"

h_lltonitul for. d I 101\~

a~he eolumo n..-ber corrtaponda to the! ar,J :he ro,", t1U"'I\"~

to :ht.; index or the H
U

...tnx elelr.err.. .

r.

,
2 VH - 0.)::1"

r,

, Vl1. O.):s

2 V2M1 - 1. ::r
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TABLE VII: Matrix Elements O/Herent '-om Zero ot the Perturbation Hamiltonian for a ct2 Ion (The column number corresponds to the I and the row number to the J Index of lhe H" 'fIatr!x element.)

r, r,

1.8972 V2M1

1,l]t7;J

0.8 IIU ~.a \/11

U". \/22" \/00+';$

O.77·.,V2Jllt

0.1660 :1

''! • +2 C .20~+O.~7' "2::1 ..

.q...9,4] VI1 .,.o;S6 YOO'

0.1T70 V2)(1

0.2556 V22 .0.,"0 V" ­

.-(l.7"7 \/00-

0.201 V22 -O.S", Vl1 ..

I:iltl,.V22+Vtl

-0.8660 '1
0.6325 vnc,

-0.5 ;J

'5B+211.'.6V22+

0.1070 "1
1.1931 '1

1."'40 1

-0.53"6 vall

-t.7S!') V2,n

'201. .0.6 V22 .. Vl1 ..0 •• VOO -

-0.,"1
--<1.6324 V2111l

0 ••899 1122 -0.<1199 VOO

0.6"" ";1
-1.17'0 '1

"8 +2_.0.4 V22 .. Y11 +

~.6 voo -0.5 ;r
o.831!i4 ';1

-1.9991 )

5' .2 C .. 6<11l .'.,428 '122 •

+0.2156 '111 .0.57H YOO·

0.9561 Y22 ~ ••7&o Yll ­

~.47110 '100

".5 t-:$

0.6123 t J'

0.1J36 :s
0.70717

~.9257:r

12 a( .0.6 V22 • Yl1 •

-0.632. '12,.1

1.111101 '3'

0.4199 '122 -0.41199 VOO

-0.7311 1 ~

-0.9561 1~'.S

12_. '122 • VOO - :r
0.77.5 vnn

-0.327) ~

1.0619 :1

12I'C .0.'" '122 .1.6 Yll

1.1973 van

,.2247~

12"" .0.6 '122 • '111 •

+0.4 voo .0.5 ,

1.11791"

~.6324 V2Ml

0.4899 V22 ~ ••8'.l9 veo­
0.7318 OS

-0.3310 ;3

15 B .7" .1.6 V22 .0.• V11

0.5 :s
-1.02~ 1 "'$

12 •• Y22. Yl1

6 ~.61'3'3

S 0.6la. 'I2Ml

'2 0.13361 "1

.) ~.107' t'Y

15 ~,'2571~

120( .'122 • YOO

0.77461/2,.,

~.65.61"

~.?55'1"

15 ••2 c( -.0.4'122 .. '111 •

+0.6 VOO
-1.02.-41 'S

221.7 C .0(.0.8 V22 ..0.8 V11 ..0.4 100

r,

'20( +0.6 V22 .. VI' .. 0 •• Voo - 12 G( • Y22 • YOO .. ::r

15' .2 (l( .0.4 Y22 • V11 •

.-.0.6 voo .0.5 :s
'5 1.44119:!

0.1660 i :f

0.'.,.

'5 ••, • ..0 •• V22 .. VI1 ..

.0.6 voo -0.' '7

-0.5 J'
-0.6324 V::tMl

0 ••899 V22 -0.4899 voo

0.7745 Y2Ml

~.8660 t;!

12 B .2 C .200(.2 v22

-1.3092 V2,.,

TABLE VIII: Matrix Elements Different from Zero of the Perturbation Hamiltonian for a d3 Ion {The column number corresponds to the I and the row number to the j Index of the HI} matrix element.}

7

'"

"

,.
"

1:2C1l. • Y22 • '111 • voo

0.5 1 .,

~."14 .,
0.6o"I551S

0.,.120 .,

0.60456 .,

0.5 1 "S
0.1443 .,

0.2077 ,

0.1104 T

~.5 .,

"

"J7

r.
12 ~ .1.6 V22 .0.4 'In • '100

-".197. VB1.

1.1~1"

~.I '122 .0.' V11

~.9760 1"

~.)455 1'"
~.2887 11

0.32" 1 -;r
~.1J1. 11

t.1004 1 .,

~.<4492 l'

-, ~

"
,.
"

12" • Y22. V11 • voo

~.5774 1 ';S
~.6)25 YaM'

0 ...." 1 '%

0.1220 1 ~

~.'-'456 1 3

0.5 1""
0.1+4) 1"3

0.2077 1 .,

0.7104 1 "'1
0.51"

",.

12 -: .1.4 V22 • ,." +0.' voo. 5

+0.5 .,

0.6325 v~al1

-0.9130 .,

..0.41" V22 .0.4'" voo

1.157) .,

-0.4565 .,

0.1313 "$
0.+492 ., 27

,.
"

12" ., ... V22 • V11 +0.' VOO _

-o.16K .,

0.9128 'S

0.6325 V2M1

000.4199 V22 ..0.4899 VOO

-O.4a55 "1
000.9441 ~

0.21815 1 .,

0.1667 .,

-0.1161 ~

0.3033 .,

000.'353 ,

1.0374 ~

"

.
1:2 •• V22 .2 'In .. 'S
000.7146 vau

-0.51'7) .,

0 ••5"'" 'S
000.4155 .,

-1.4206 '1

7 "1:2 01. • V22 .2 Vl1 +O.)3M 1 15 • +20( .0.4 V22 .'.6 '111 • VOO , 15 ••2C.1.6 '122 • Y11 • '0 15 ••211: .'.6 V22 • V11 •
I

, ••, C .)0••'.2 V22 • V11 • , •• ) C .)0 Dr+O.5714 '122 •
~.7744 \'31 0.41141 ., +0.4 voo +0.5 "S +0.4 VOO ~.1'66 "$ +0.1 'tOO .'.714) V11 --0.7'4) VOO

" ~5590 '1 " -0.9266 i 'S 1.39 -:s " .-0.3276 ~ 000.31 -:s " -0.4779 V2Ml

'" --0.5590 1" JC ..().5674i"S ,. 0.614:1 , ,0 000.8024 :< " 0.346) :< ~.5A771'$

-0.&453" " 000.4S61 i :::s -0.1612 :< 0.' ~ -0.1166 1 :s
0.1+43 :< 000.2"3 1 "S

" ~.n50 :< -0.2925 V2M1 1.60t6 V2Jl11

" 0.1"') 11 " 0.11181 .,

" -o.It11 i :s " 0.2449 V22 ~.2449 VOO -0.7302 i "'1

" -0.33:3" "f " -0.401] 1 ..,

" -1.2469 ~ 0.6531 , 1 " -0."" V22 .0.4781 V" •
0.2399 ;r

:< +<1.2390 voo
0.ta03 "'I 0.1.-0

0.16)) :< 0.'''6 V21111
-0.3162 V22 +0.)162 VOO

" -0.1271 \'22 +0.5110 Y" _

-0.31]2 VOO

" 0.9172 't2tn

" " .,
9' .3 C .)Olll..1.2 V22 • 9 ••) C .30" +0.6476 va2 • " 9 ••) C .)0_ +0.'667 \'22 • 9' .] C .]0« ... '.6 Y22 • " 9'.) C .30....2 V22 • V11 • " 4' .3 C .2011. V22 •

• Yll .0.1 VOO .'.6095 V" +0.7429 YOO -"f .1.33)3 Vl1 +<1.8 VOO +0.2 "'S +0.8 V11 +0.6 VOO 000.4 ;S .0.5 :! .'.4286 V11 +0."1" VOO

" 000.3463 1
., ..0.4260 vvn ..0.3651 VaIl1 ., 0.9791 :! -1.]111 V2M' " 000."'" v:nn

" 0.) 1 ., 0.4363 val1 " 000.2811'3 ..0.9191 i :s 0.2886 van 0.610& :s
-0.65311 :< " 000.19045';1 000.282'1'$ ..0.91117 V21'I1 " O.lIOOI V2lllt 0.4627 V2'l1

0.a"9 '122 000.2449 'too 0·.• 0143 vn 000.4571 't', • 0.5667 V2W:1 000.4'9'9 V22 .0.9791 't11 - ,. 0.6374 v:net " ..().4179 1 :s
..0.8640 i -S .o.~9 VOO -0.' ., 0.053-4 .22 +<1.5345 V11 - 000.41" 'too -0.""99 :s " ..0.4226 ,
0.1633 1 :< " -0."110 'too -0.74'3 ., " -O.OS77 V2M1 000.6173 '122 +0.4615 V11 •

-0.1"" \'31 " 0.1015 't2M1 .0.2332 v2M, -o.~3 V2'" +0.2115 voo

-0'.3162 V22 +<1.]162 voe " 000.3331 V22 +0.1711 V11 •

" 0.'~7 V2Il1 " -0.6617 V22 +0.4012 ." • -0.).270 V22 +0.2101 V" • " 000.04031 V2'll1
-0.44040 YOO

+0.2646 voo .0.)162 voo ,. -0.9061 \'2111
37 0.7)19 :<

0.2191 V2Il1 -0.7310 V2M1

JO 0.1105 V22 -o ....a1 V11 • -0.14400 vn +0.)&48 V11 -

.0.3316 voo ..0 ••315 voo

-0.3161 T2lIf1 " 000.,111V21tl

0.0179 V22 -0.)511 V11 • 000.11"'" V22 +0.4653 Y11 -

+0.2631 voo 000.34" VOO

000.)0711 V2,1I1 " o;u,a V2llIl

" -0.0970 v22 .0.3951 1'11 •

..0.2969
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19

19 4 M 3 C  ♦20*  «-1.3 V82 ♦
♦ V11 40.7 VOO

20 -0.45 i  2
28 0.3969 3
23 -0.3 3
24 -0.3873 V22 *0.3873 VOO

26 -0.3287 i  ■?
23 -0.5590 3
29 -0.1016 V2H1
32 -0.5110 V2H1
38 0.9682Ì-?

Ligand Field Spin-Orbit

1!5
25 24 B +3C *12 «C ♦ V22 ♦ 

♦1.2 V11 +0.8 VOO
26 0.3160 V2N1
27 0.2886 i 3
29 -0.7690 i  3
30 -0.6283 i  3
32 -0.1904 i  3
33 -0.1554 1 "5
33 0.5344 V22 “0.3531 Vil ♦

♦0.3207 VOO 
37 -0.5 i 3

31
31 20 B *5 C *(193 B*+8 BC ♦

♦4 C*)1/,2*6 « *1.8951 V22 ♦ 
♦0.8642 V11 +0.2406 VOO -  
-0.2352 'S

33 0.7100 V2M1
34 -0.2573 V22 *0.0576 VI1 ♦ 

♦0.1996 VOO *0.7301 ?

37
37 12’ o« *1.4 V22 ♦ V11 ♦ 

♦0.6 VOO -0.3 3
38 0.6324 Vati
39 -0.4899 V22 *0.4899 VOO

1 12 0> ♦ V22 ♦ V11 ♦ VOO 2 
3 1.5 i  3  3 
5 0,5 "3 4

13 0.2112 3  6
14 1.1181 3  12 
16 0.25 3  15 
18 O.J597 ■$ *7 
20 1.2303 3  19

7 15 B *12 sC *1.6 V22 ♦ VII + 8
♦0.4 VOO *0.1666 3

17 0.8024 3 9
18 -0.8024 i  3 10
19 0.3950 3 12
20 -0.3949 i  3
21 1.2469 3 13

14
15

13 16
13 4 B *3 C *20 9C *1.1571 V22 * 17

♦1.1429 V11 *0.7 VOO -0.3 3

15 0.1603 V2M1 *0.6681 i  3 18
16 -0.4226 V22 *0.3381 VII ♦ 19

*0.0845 VOO -0.4227 3

17 -0.2333 V2K1 20
18 -0,3755 V22 +0.0476 V11 ♦ 21

♦0.3279 VOO
19 -1.1827 V2*1
20 0.0999 V22 -0.7337 VII ♦

♦0.6597 VOO
21 -0.3672 V2M1 14

17
19

18 20 B *5 C *(193 Ba*8 BC ♦ 19
^ C 2)1' 2* . !  *1.8951 V22 ♦ 
♦0.8642 VII *0.2406 VOO ♦
♦0.2352 3

19 0.7100 V2K1 *0.7300 i  3  20
20 -0.2573 V22 *0.0576 V11 ♦ 21

♦0.1996 VOO -0.7300 3
21 -0.0250 1 3

21 9 B *3 C *2 et *1.0854 V22 ♦
♦1.2567 V11 *0.6569 VOO ♦ 
♦O.J3J2 3

20
20 4 B +3 C +20*+1.3 V*2 ♦

♦ VII *0.7 VOO
22 -0.3969 1 3
23 -0.3 i  3
24 0.3227 1 3
25 -0.2447 V2K1
26 -0.3872 V22 *0.3872 VOO
28 0.5590 i  3
35 -0.5887 V2M1
38 0.9682 i 3

26
26 24 B *3 C *12 e¿ *1.5 V22 ♦

♦ VII *0.5 VOO 
28 0.1444 i 3
31 -0.9936 1 3
34 -0.2458 i
35 -0.9291 V2K1
38 -0.23 1 3

32
32 20 B *5 C -(193 8a*8 BC ♦ 

*4 C2)1//a*6 *  *1.3186 V22 ♦
♦0.9408 V11 *0.54 VOO

33 0.6964 3
35 1.0644 i  3
36 0.7526 3
37 1.1004 3
39 0.2793 3

3B
38 12* +V22 +2 V11 * 3
39 -0.7746 V2M1

r,
2
12 e< *1 ¿6 V22 +0.4 VII ♦ VOO 
-1.8974 vani
-0.1 1 3  
-0.8 va2 *o.8 v ì i
-0.9448 i  3  
-0.5 i  3  
-0.2274 i  3  
-0.7701 i  3

9 B *3 C *30 d  *0.6476 V22 ♦ 
+1.6095 VII *0.7429 VOO *0.1 Ì  
-0.1260 V2SK1 *0.5291 i  3 
0.4363 V2M1
0.0143 V22 -0.4571 VII ♦ 

+0.4429 VOO *0.8 3  
1.0601 V2K1 -0.5657 i  3  

0.8015 V2K1
-0.6677 V22 *0.4032 VII ♦ 

♦0.2646 VOO 
0.2191 V2M1
0.1105 V22 *0.4421 V11 ♦ 

♦0.3316 VOO 
-0.3867 V2K1
0.0879 V22 -0.3518 VII ♦ 

♦0.2638 VOO 
-0.3078 V2M1
-0.0990 va2 +0.3958 V11 -  

-0.2969 VOO

4 B *3 C *20flC *1.4 V22 + 
♦1.2 V11 *0.4 VOO *0.6 3  
-0.4241 V2M1 
-0.2470 vani 
-1.2519 vani 
0.2777 V2K1

19
20 B *5 C -(193 B2*8 BC ♦ 

♦4 Ca)1//a*6«< *1.3262 V22 ♦ 
♦1.2031 VII *0.4706 VOO ♦ 
*0.2843 3
0.1656 V2M1 -0.5686 i  3  
0.4569 V22 -0.2285 VII -  

-0.2285 VOO *0.9218 3

21
21 4 B +3 c *2o«i*i.o429 vaa

♦1.3429 V11 *0.6143 VOO -0.
22 -0.1009 V2*1
23 0.2672 vani
23 O.54551 3
27 0.2646 V22 -0.3024 VII ♦

♦0.0378 VOO *0.4724 3
28 0.3585 V2H1
30 -0.5970 V22 *0.3315 V11 ♦

♦0.2655 VOO
31 0.1981 V2X1

33 -0.1931 V22 *0.2638 V11 -
-O.O707VOO

34 1.0037 V2M1
26 0.0742 V22 -0.2966 Vii ♦

♦0.22*7 VOO 

27
27 24 B *3 C *12 et *1.0333 V22 ♦ 

♦1.2667 V11 *0.7 VOO ♦0.0832 3
28 0.1053 V2M1
29 -0.8887 3
33 -0.4101 V22 *0.2924 V11 ♦

♦0.7025 VOO -0.7255 3
31 0.9948 V2K1
32 -0.2198 3
33 0.4198 V22 -0.2327 V11 - 

-0.1871 VOO -0.1795 3
34 0.0456 V2M1
35 0.1962 V22 +0.2618 Vii -  

-0.4582 VOO

33 3:
33 20 B +5 C -(193 B2+8 BC ♦

♦4 Ca) 1/a*6 *  +1.3262 V22 ♦ 
+1.2031 VI1 *0.4706 VOO - 
-0.2843 3

34 0.1656 V2M1
35 - i .a o f c *  i  'S
36 0.4569 V22 -0.2285 V11 - 

-0.2285 VOO -0.9218 3

39
39 15 B +2* *1.6 V22 ♦ V11 ♦

♦0.4 VOO -0¡5 3

3 12 «  ♦ V22 ♦ V11 ♦ VOO
5 0 . 5 1 Í
6 -0.6325 V2M1

13 0.2112 i  3
14 -1.1181 i  3
16 0.25 i 3
18 0.3597 i 3
20 1.2303 i 3

9 9 B *3 C *)0 l i  *0.8667 V22 ♦
♦1.3333 V11 *0.8 VOO -0.2 3

11 -0.3651 V2M1
12 0.5667 V2M1 *7.0582 1 3
13 0.0534 V22 *0.5345 VII - 

-0.5880 VOO *0.7483 3
15 -0.2332 V2H1
16 -0.5270 V22 *0.2108 V11 ♦

♦0.3162 VOO
17 -0.7310 V2M1
1$ -0.1460 V22 *0.5848 V11 -

-0.4385 VOO 
19 -0.5817 V2M1
ac -0.1164 V22 *0.4653 V11 -

-0.3491 VOO
ai 0.2618 vani

15
15 24 B +3 C *12 OÍ +1.0333 V22 +-  0-7 voo

♦1.2667 VI1^-0.0832 3
16 0.1053 V2M1 -0.2636 i  3
1? -0.4101 V22 -0.2924 V11 ♦

*0,7025 VOO *0.7255 3
18 0.9948 V2M1 *0.3686 i 3
19 0.4198 V22 -0.2327 VII -

-0.1871 VOO *0.1795 3
20 0.0456 V2M1 -0.0698 i  3
21 0.1962 V22 *0.2618 V11 -

-0.4582 VOO

20
20 20 B *5 C -(193 B2*8 BC +

♦4 c2) 1,/2+6*C +0.9144 V22 ♦ 
+1.3262 V11 *0.7593 VOO - 
-0.5686 3

21 -1.8435 i  3

22 4 B *3 C +20 K+1.1571 V22 ♦
+1.1429 VII *0.7 VOO *0.30013  

24 0.1220 3
26 0.1220 i  3
27 0.1603 V2N1
28 -0.4226 V22 *0.3381 VII ♦ 

+0.0845 VOO *0.4227 3
30 -0.2333 V2M1
31 -0.3755 V22 *0.0476 VII ♦ 

♦0.3279 VOO
33 -1.1827 V2M1

34 0.0999 V22 -0.7597 VII ♦ 
*0.6597 V2M1

36 -0.3672 V2M1

28 24 B +3 C *12«i *1.1667 V22 ♦
♦1.3333 VII *0.5 VOO -0.1667?

30 0.3145 V2M1
31 0.9628 V22 -0.7961 VII -

-0.1669 VOO -0.5737 3
33 0.0144 V2M1
34 -0.6492 V22 *0.3102 V11 ♦

♦0.3390 VOO- 0.1419 3
36 ' 1.1382 V2K1

20 B *5 C -(193 Ba*8 BC ♦ 
+4 Ca) 1y/a*6 *  *0.9144 V22 ♦ 
*1.3262 VII *0.7593 VOO ♦ 
♦0.5686 3

12 0( ♦'I,4 V22 ♦ V11 ♦
♦0.6 V0<) *0.1I666 3

0.6325 V2M1 - 1.0541 i  3
-0.4899 V22 +0.4899 VOO

12 0.9448 3
13 -0.6680 i  3
15 -0.1667 3
16 0.2635 i  3
1? -0.3033 3  *
18 -0.0758 i  3
19 -1.0374 3
20 -0.2594 i 3

10 9 B *3 C *30 oí +1.6 V22 ♦ 
♦0.8 V11 +0.6 VOO *0.4 3

11 -0.3162 ì 3
12 -0.9817 V2M1
14 -0.4899 V22 *0.9798 V11 -

-0.4899 VOO *0.4899 3

15 -0.0577 V2M1
17 -0.5063 V2M1
19 -0.4031 V2H1
21 -0.9068 V2M1

16
16 24 B +JC *12 ei *1.1667 V22 ♦ 

♦1.3333 V11 *0.5 VOO +0.1667 3
17 0.3145 V2M1 *1.1472 i 3
18 0.9628 V22 -0.7961 V11 - 

-0.1669 VOO +0.5736 3
19 0.0144 vani *0.3838 i  3
20 -0.6492 V22 *0.3102 VII ♦ 

♦0.3390 VOO *0.1419 3
ai 1.1382 V2M1

23
23 4 0 *3 C *20<* + 1.4 V22 ♦

♦1.2 VII *0.4 VOO -0.6 3
24 0.6455 ~S
26 -0.6455 i  3
27 -0.4241 V2M1
30 -0.2470 V2M1
33 -1.2519 V2M1
36 0.2777 V2H1

29
29 20 B ♦ 5 C *(193 B2 +8 BC ♦

♦4 O2) 1/*  *6 OC +0.4803 V22 ♦ 
+1.6279 V11 *0.8885 VOO

32 0.4(304 V22 -0.6238 VII ♦ 
*0.2264 VOO

■30 -0.2869 3
33 0.8944 3
35 0.0156 i  3
36 0.0110 3
37 0.3234 3  *
39 0.5675 3

35
35 9 B *3 C *2o< *1.4279 V22 ♦ 

+1.0853 V11 +0.4857 VOO
36 -0.4713 i 3
39 1.5274 i 'S

5 12 K ♦ V22 *2 VII -O .-»-»*«« 3
7 -0.7746 V2K1

12 0.2988 i  S
13 0.8453 3  ,
15 • -0.2635 i 3
16 0.3334 3
17 0.2398 i  3
18 -0.2398 3
19 0.8202 i  3
20 -0.8203.: 3

11 9 B +3 C *30 {( *2 V22 ♦
♦ V11 -0.5 3

12

13 -1.3171 V2H1 13
14 *1¿5498 i  3 14
16 0.2886 V2H1 15
18 0.8008 vam
20 0.6374 vani 16

17

20
21

17
20 B +5 C ♦(193 B2*8 BC *

+4 C2)1/2+6*C +0.8642 V22-4
1.3207 V11 ♦0.8151 VOO -
-0.1175 3
-0.1180 v:W1 *0.2351 i  3

19 0.0576 V22 *0.2552 VII -  
-0,3128 VOO *0.3650 3

20 0.7100 V2M1 -0.7300 1 3  
ai 0.5742 V22 -0.2871 VII -

-0.2871 VOO *0.0125 3

24
24 24 B *3 C *12 et *1.5 V22 ♦

♦ V11 *0.5 VOO 
26 0.2;  i 3
28 -0.5644 SS*’
29 -1.3327 V2H1
31 0.9936 3  .
32 -0.0610 V2M1
34 0.2+58 3
38 -0.25 3

30
30 20 B *5 C *(193 B2*8 BC ♦*4 C2>1/2*6 «  *0.8642 V22 ♦ 

♦1.3207 VII +0,8151 <00 ♦
*0.1174 3  .  *31 -0.1'80 V2H1

32 0.8941 3
33 0.05",6 V22 *0.2552 V11 -

-0.3128 VOO -0.3651 ”334 0.7100 V2H1
35 -0.0178 i  3
36 0.5742 V22 -0.2871 V11 - 

-0.2871 VOO -0.0126 3

36
36 9 B -3 C *2 •< *1.0854 V22 *

♦1.2567 V11 *0.6569 VOO - 
-0.3332 3

6 15 B ♦ 2 0( +0.4 V22 ♦ 1.6 V11 ♦ 
♦ VOO

7 -0.4082 1 3
17 -0.9828 i  3
19 -0.4837 í 5
21 1.5272 i 3

12
4 B +3 C *20 OC *1 .0429 V22 ♦ 

♦1.3429 V11 *0.6143 VOO *0.15 3 
-0.1009 V2H1 -0.6363 1 3  
0.2672 V2M1
0.2646 V22 -0.3024 V11 * 

♦0.0378 VOO -0.4724 3  
0.3585 V2K1 -0.2988 i  3 
-0.5970 V22 *0.3315 V11 ♦ 

♦0.2655 VOO 
0,1981 V2M1
-0.1931 V22 *0.2638 V11 -  

-0.0707 VOO 
1.0037 V2W1
0.0742 V22 -0.2968 V11 ♦ 

♦0.2227 VOO
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Figure 3. Energy level diagrams for a d8 ion In a five coordinate chromophore of C3„ symmetry: (— ) T-i levels; ( . . . . )  r 2 levels; (------ ) T3 levels.
Lower: Tanabe-Sugano type diagrams for the lowest energy levels. Upper left diagram: Dqax = Dgeq; /? = B/B0 =  C/C0 =  0.3; (fe/toax — to/Weq 
= 1; f  = 500 cm-1; a  =  70 cm-1. From the left to the right the effect of changing Dqax, /3, f, (l2/U)eq, and (/2//4)ax with Dgeq = 1000 cm-1 . B 
and Cas in ref 8, p 437.

The nonzero matrix elements of the perturbation matrices, 
calculated according to the illustrated procedure, are reported 
in Tables VI-VIII.20 The electronic repulsion parameters 
appear only on the diagonal elements, according to the chosen 
formalism. The Trees correction has been considered in the 
form a L (L  + l ) . 1

Energy Levels and Parameters
The C;matrices were checked by performing calculations 

with ligand configurations corresponding to T j ,O h ,  and D ^

symmetries. In all cases a perfect agreement was found with 
the values previously reported.

Many five coordinate complexes are known for d7, d8, and 
d9 ions, having actual or approximate C :>M symmetry,11-12 and 
therefore we have performed our calculations for such ions. 
Many of these complexes show large deviations of the angle 
d from 90°. We have chosen a value of 80° in order to show the 
effect of a large C3u perturbation on the levels of Ih h  sym­
metry.

In Figure 2 are reported the energy level diagrams for a d9
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Figure 4. Energy level diagrams for a d7 ion in a five coordinate chromophore of C3vsymmetry: (■—) F4 levels; ( . . . . )  T5 levels. Lower: Tanabe- 
Sugano type diagrams for the lowest energy levels. Upper left diagram: Dqax =  Dqeq, (l2/U)ax = (fe/Weq = 1; /3 = B/B0 =  C/C0 =  0.8; f = 420 
cm '1; a  =  70 cm-1 . From the left to the right the effect of changing Dqax, f, {l2/l4)eq, and (/2//4) ax with Dge q = 1000 cm-1. Sand Cas in ref 
8, p 437.

ion. The first diagram is calculated for five equivalent ligands, 
and the other ones correspond to a change of one parameter 
at a time, as indicated. The parameters reported are those of 
the crystal field formalism. The most dramatic effects are 
determined by the variation of the ratio between the quadratic 
and quartic radial integrals, ( I 2/I4 ) , 26 which can also cause a 
change in the ground level. Further, the effect of varying such 
a parameter for the axial ligands is largely counterbalanced 
by the effect of varying the same parameter for the equatorial 
ligands. As a result the effect of changing both of them at the 
same time and of the same amount is very small. These results 
point out the necessity to design experiments which can allow 
the determination of the radial integral ratios (or conversely

the ea'/cx' ratios of the angular overlap model) and cast many 
doubts on the values of the parameters obtained by making 
guesses of the l o l l *  ratios.

In Figure 3 are reported the energy level diagrams for a d8 

ion. Again we observe a strong dependence of many levels on 
the / 2//4 ratios. The ground orbital level is in the present case 
3E, and it is split, by spin-orbit coupling in such a way that in 
general Tx state is the lowest in energy, r 2 being quite close 
to it. The variations of the ( I 2/I4)ax ratio can alter dramatically 
this pattern, allowing also a r3 ground level.

In Figure 4 are reported the energy level diagrams for a d7 

ion. Also in this case the same considerations hold as for the 
previous diagrams. In the present case the spin-orbit split
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Figure's. The dependence on the angle 0  of the ground state for a 
d7 ton in a five coordinate chromophore.

f

levels of the ground 4AZ term are r 4 and r ,5 + Te- Which of 
them has lower energy depends fundamentally on the energy 
difference between the excited 4A Z and 4Ax (4A Z"  and 4A i"  of 
Dzh symmetry) and the ground term. In fact in C3„ symmetry 
the ground 4AZ term is represented by a linear combination 
of functions having Ml equal to 0 and ±3.

The latter component has matrix elements of 3 i sa different 
from zero with 4Ai, a fact which is not operative in D^h sym­
metry, and had not been previously appreciated for 
symmetry, where only simplified second-order spin-orbit 
coupling arguments had been used.28-31 Further the coupling 
with the 4 Ax term is greater for the r5 level than for the T4 one 
((3i/2)f and (i/2)f in absolute value, respectively), then the 
stabilization of the Fg (4A2) level with respect to the F4 (4AZ) 
one increases as the mixing of the excited 4AZ term with the 
ground 4A2 term increases. The admixture of the two 4AZ 
terms into the ground level is determined by the value of d 
and, as it is shown in Figure 5, as d is lowered from the value 
of 90° the energy separation between F4 and F5 + T6 states 
decreases, until finally a cross over occurs.

The present results show, therefore, how it is necessary to 
make use of complete matrices in order to evaluate the prop­
erties, such as magnetic moments, g tensors, e t c . , which de­
pend largely on the nature of the ground level. In fact for low 
symmetry complexes the parameters required are many and 
to fix arbitrarily some of them is dangerous. Diagrams of the 
type of Figures 2-5 are therefore the best means of investi­
gating the effect of the parameters, and sample calculations

based on an insufficient number of experimental data are to 
be considered meaningless.
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Fully K+-exchanged zeolite A was five-sixths exchanged with Zn2+ and evacuated at 400 °C. The structure of 
a single crystal of this material, Zn0.83Ko.i7 [AlSi0 4 ]-A-0 .2 9 H20 , stoichiometry Zns^Al^Si^CWS.S^O per 
unit cell, was determined using three-dimensional x-ray diffraction data gathered by counter methods, and 
was solved and refined in the cubic space group P m  3 m ; a =  12.075(2) A. The five Zn2+ ions per unit cell occu­
py three nonequivalent positions, all on the unit cell threefold axes, near the centers of 6 -rings. Of these ions,
1.5 lie very close to their 6 -ring planes and have trigonal-planar three coordination. The remaining 3.5 ions 
are either recessed into the sodalite unit (1.0 Zn2+ ion, the maximum number by packing considerations in­
volving coordinated H20  or OH- ), or into the large cavity (2.5 Zn2+ ions). Each of these 3.5 ions is associated 
with one water molecule or hydroxide ion, which is recessed further into the corresponding cavity, to com­
plete an approximately tetrahedral coordination sphere. The reaction Zn2+ + H20  —► ZnOH+ + H+ is indi­
cated by the tenacity with which (former) water molecules are held. This is in contrast to the results of simi­
lar experiments involving Mn2+ and Co2+, where all water molecules were removed at 350 °C. The K+ ions 
show a distinct preference for 8 -ring sites (one in the 8 -ring plane, and the other near that plane), despite the 
presence and ready availability of vacant 6 -ring sites. Approximately one K+ ion lies off the 8 -ring plane be­
cause of the asymmetric distribution of nearest Zn2+ ions. Residual water molecules, or H+ and ZnOH+ ions, 
ar.d the three-coordinate Zn2+ ions, may provide chemical mechanisms for selective sorption by reacting 
with components of the mixture. H-containing species are a source of Bronsted acidity, and the three-coordi­
nate Zn2+ ions are coordinatively unsaturated.

Introduction
A plateau in the exchange isotherm of Zn2+ for K+ in zeolite 

A was noted by Takaishi et al. 1 It is further reported2 that 
Ki2- 2jZnx-A (2  < x  < 4) activated at 400 °C effectively sorbs 
trace amounts of the principal impurity, PH3, from SiH4. The 
silane thus obtained can be used in the preparation of silicon 
of semiconductor purity. It is proposed that this is due to the 
partial blocking of the large pores of the zeolite by K+ ions. 
The crystal structure of potassium- and zinc-exchanged zeolite 
A was investigated to observe the geometry of the "partial 
blockage” of the large pores by K+ ions, and to provide a 
model from which intracrystalline diffusion rates could be 
estimated. Unfortunately, the composition of the structure 
reported here differs from that most effective for sorbing trace 
amounts of PH3.

General discussions of the structure of zeolite A and of the 
terms used in its description are available.3-5 The two former 
references are too the first reports of the synthesis3 and 
structure4 of this zeolite.

Experimental Section
Crystals of K-A were obtained from zeolite 4A, Na-A, by 

complete ion-exchange with 0.2 N aqueous KOH solution.6 

Approximately 0.1 g of K-A was allowed to exchange at 80 ±  
5  °C with 10 0  ml of an aqueous solution 0.05 N in ZnCl2 and
0.15 N in KC1. The ion exchange was carried out for a period 
of 6 days with daily agitation and renewal of solution. This 
procedure yielded clear colorless crystals.

A crystal 0.08 mm on an edge was dehydrated by a proce­
dure5 similar to that used for dehydrating zeolite 4A. The 
Pyrex capillary containing the crystal was sealed off by torch

under vacuum after 44 h of dehydration at 400 °C and 10- 6  

Torr, and was mounted on a goniometer head. The zeolite has 
the formal name' Zno.ssKo i7[AlSiO4]-A-0.29H2O, with a unit 
cell composition of Zn.5K2Ali2Sii20 48-3 .oH20 . and will sub­
sequently be referred to as Zn,5K2-A.

The cubic space group Pm2>m (no systematic absences) 
appeared to be appropriate.5 ’8-10 A Syntex four-circle com­
puter-controlled diffractometer with a graphite monochro­
mator and a pulse-height analyzer was used throughout for 
preliminary experiments and for the collection of diffraction 
intensities. Molybdenum radiation (Kaq, X = 0.709 30 A; Ka2, 
X = 0.713 59 A) was used. The cell constant, a = 12.075(2) A, 
was determined by a least-squares treatment of 15 intense 
reflections for which 20 <  24° using Ka, X = 0.710 73 A.

Reflections from two intensity equivalent regions of re­
ciprocal space (h k l, h <  k  <  l and Ihk, l <  h <  k )  were exam­
ined analogously using the 6 -2 6  scan technique. Each reflec­
tion was scanned at a constant rate of 1 .0 ° min- 1  over a sym­
metric range from 1 ° (in 20) below the calculated Kaq peak 
to 1 ° above Kcv2 maximum. Background intensity was counted 
at each end of a scan range for a time equal to half the time 
required to measure the reflection. The inrensi-ies of three 
reflections in diverse regions of reciprocal space were recorded 
after every 1 0 0  reflections to monitor crystal and instrumental 
stability. Only small, random fluctuations of these check re­
flections were noted during the course of data collection. For 
each region of reciprocal space the intensities of all lattice 
points for which 26 <  70° were recorded.

The raw data from each region were corrected for Lorentz 
and polarization effects; the reduced intensities were merged; 
and the resultant estimated standard deviations were assigned 
for each averaged reflection by the computer program COM-
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PARE. 11 The mean intensity for a reflection was calculated 
as

I  — ( I h k l  +  I i h k ) / 2

where

Ihki = [CT -  0.5(ic/i b)(Bi + B2)](u)

CT is the total integrated count obtained in a scan time t c, B i  
and £¡2 are the background counts each measured in time tb, 
and a) is the scan rate. The standard deviation of I  is

a ( I )  = (o 2(Ihh l) + <r2(I ih k )) l/2/2

and the standard deviation of each unmerged reflection is

o ( I hkl) = [(CT + B x +  B o W  + ( p l hki ) 2} 1' 2

The value of p  was ta^en as 0.02, 12 a value found to be ap­
propriate for the instrumentation used. No absorption cor­
rection was applied to the data.

A reflection was used in structural analysis only when all
of the following conditions were fulfilled

( \ h k i  ~  I i h k \ / v ( I ) )  <  10 - 0  ( 1 )

( \ I h k l  — I l h k \ / \ I h k l  + I l h k  I ) < 0.25 (2)

(|Bi - B 2|/|Bi + B 2|)<0.3 (3)

for each reflection before merging, and

I 0 >  3.0<r(/0) (4)

for merged intensities. 13 If one of a pair of equivalent reflec­
tions was not measured, then the reflection was omitted from 
the data set. Of the 846 pairs of reflections examined, only 
those 244 which satisfied all of these conditions were used in 
further calculations. (All 244 diffraction intensities are 
available as supplementary material. See paragraph at end 
of text regarding supplementary material.)

Structure Determination
Full-matrix least-squares refinement was commenced using 

the zeolite framework ((Si,Al), 0(1), 0(2), and 0(3); see Fig­
ures 1 and 2) atomic parameters of dehydrated K-A.6 (Because 
of the indistinguishability of SÍO4 and A104 tetrahedra, only 
the average species, (Si,Al), is considered in this work.) From 
a subsequent difference Fourier function, 4.5 Zn2+ ions were 
located, 2.0 at x  = y  = z =  0.14 and 2.5 at x  = y  = 2 = 0.22. 
Inclusion of these positions in isotropic least-squares refine­
ment led to convergence with error indices

R i  = 2 |F0-  |FC||/2 |F0| =0.16

and

R o = (2iv ( F ,  -  |Fc|)2/ 2 u;F02) 1/2 = 0.16

In the least-squares treatment, the quantity minimized is 
( 2 w(F0 — |FC|)2) and the weights ( w) are the reciprocal 
squares of <r(F()), the estimated standard deviation of each 
observation. Atomic scattering factors for O-  and (Si,Al)L75+ 
for the zeolite framework,14 Zn2+ and K+ for the exchangeable 
cations, and 0° for H20  or OH-  oxygen atoms were used. 15 

(The function describing (Si,Al)1,75+ is the mean of the Si0, 
Si4+, Al°, and Al3+ scattering functions.) The scattering factors 
for (Si,Al)L75+ and Zn2+ were modified to account for the real 
parts (A/') of the anomalous dispersion correction. 10

The thermal parameter on Zn(l) remained high (8.0 Á2). 
An inspection of the electron density function indicated an­
other peak at x  = y  =  z = 0.18. Inclusion of this position and

alternate refinement of occupancy and thermal parameters 
for the three different Zn2+ positions led to the values shown 
in Table I.

A difference Fourier synthesis using framework atomic and 
Zn2+ positions indicated a variety of positions which could be 
attributed to K+ ions and H20  or OH- . The most significant 
of these had densities between 1 .0  and 4.0 e A-3.

Several criteria were to be fulfilled before the conclusions 
suggested by the subsequent least-squares were accepted. 
First, the peaks were to refine close to their initially estimated 
positions. Also the occupancies of these sites should be 
chemically meaningful, and the corresponding thermal pa­
rameters should be realistic. Finally, the resultant positions 
should make suitable approaches to well-established parts of 
the structure (e.g., framework atoms, exchangeable ions, or 
water molecules).

Application of these criteria resulted in the acceptance of 
a few positions. Two and one-half oxygen atoms (H20(3)’s, 
see Table I), each of which completes a nearly regular tetra­
hedron about a Zn(3) ion, were located in the large cage (see 
Figures 1 (right) and 2 ). One oxygen (H20(1)) which completes 
a similar tetrahedron about the Zn(l) ion was located in the 
small cage (Figures 1 (left) and 2). The K+ ions (K(l) and 
K(2)) were located at 8 -ring sites.

In the least-squares refinement, the framework atoms were 
treated anisotropically and all remaining species in Table I 
were treated isotropically. Convergence was attained with R\ 
=  0.075, R o =  0.060, and a goodness-of-fit, (2 w (F 0 — |Fc|)2/(m 
— s) ) 1/2 of 3.06 where m(244) is the number of observations 
and s (36) is the number of variables in least-squares refine­
ment. In this final cycle of refinement, shifts in positional and 
thermal parameters were all less than 0.5% of their corre­
sponding estimated standard deviations.

A final difference Fourier function, with an estimated 
standard deviation of 0 .1  e A-3, showed a few small, shallow 
peaks of density ca. 1 .0  e A-3, either too close or too far from 
established portions of the structure; these are thus not re­
garded as meaningful structural features. In addition, a peak 
of height 2 .2  e A- 3  appeared at the unit cell origin. This peak 
has been noted in other zeolite structures.10'17-^ Final posi­
tional, thermal, and occupancy parameters are presented in 
Table I. Bond lengths and bond angles are given in Table
II.

Discussion
The five Zn2+ ions occupy three kinds of sites in this par­

tially hydrated structure. All three equipoints are on the 
threefold axes, two on opposite sides of the 6 -oxygen windows 
and one close to the 0(3) plane of such a window.

The one Zn2+ ion in the sodalite unit, at Zn(l), is coordi­
nated to an oxygen atom of a water molecule or OH-  ion, 
H20(1) (see Figures 1 and 2 ), with a Zn2+-to-oxygen distance 
of 2 .2 (1 ) A. The Zn(l) ion is recessed 0.59 A (Table III) into 
the sodalite unit from the (111) plane at 0(3) with Zn(l)-0(3) 
distances of 2.19(1) A. The 0(3)-Zn(l)-0(3) angles are 113.0°
(7), not far from tetrahedral.

One and one-half Zn2+ ions, at Zn(2) (see Figures 1 and 2 ), 
are located only 0 .2 0  A from the (1 1 1 ) plane at 0(3), and are 
coordinated to three 0(3)’s with Zn(2)-0(3) distances of 
2 .1 2 (1 ) A. The 0(3)-Zn(2)-0(3) angle of 119.1° (9) indicates 
that Zn(2) has achieved approximate trigonal-planar coor­
dination.

Two and one-half Zn2+ ions, at Zn(3) (see Figures 1 and 2), 
are located 0.91 A into the large cage from the (1 1 1 ) plane at 
0(3), with Zn(3)-0(3) distances of 2.30(1) A and 0(3)-
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Figure 1. The sitings of the three nonequivalent Zn2+ ions, each in its respective 6-ring, are shown.11 Zn(1) and H20(1) in the left-hand view extend 
into the sodalite unit, and Zn(3) and H2G(3) in the right-hand view extend into the large cavity. (The positions H20(1) and H20(3) indicate where 
oxygen atoms have been located. The number of associated hydrogens is inferred by chemical reasoning. As discussed in the text, the coordinated 
species is likely to be OH”; that is, the coordinated H20  is likely to have dissociated.) The center view shows the three-coordinate tnconal-planar 
Zn2+ion at Zn(2). Ellipsoids of 50% probability are used.

K2 K2 æ

Figure 2. A stereoview of the unit cell is shown11 with cations placed statistically within their equipoints so as to avoid unrealistically close 
intercationic approaches. The K+ ions occupy four of the six 8-rings shown. Ellipsoids of 20% probability are used.

TABLE I: Positional, Thermal (X104), and Occupancy Parameters for Zn5K2-An

Wyckoff
position X y z

& 11 or
îso d2 2 033 012 013 023

Occu­
pancy
factor

(Si,Al) 24(h) 0 0.1833(3) 0.3684(3) 30(3) 21(3) 15(3) 0 0 5(4) l ft
0 (1 ) 1 2 (h) 0 0 .2 1 1 1 (1 1 ) Hi 214(23) 70(16) 13(10) 0 0 0 1
0 (2 ) 1 2 ( 0 0 0.3012(6) 0.3012(6) 68(13) 2 0 (6 ) 2 0 (6 ) 0 0 39(16) 1
0(3) 24(m) 0.1140(5) 0 1140(5) 0.3279(7) 63(6) 63(6) 114(12) 103(16) -112(13) -112(13) 1
Zn(l) 8 (d) 0.1571(10) 0.1571(10) 0.1571(10) 0.5(3)'' Vb
Zn(2) 8 (d) 0.1948(8) 0.1948(8) 0.1948(8) 0.5(3) 3/is
Zn(3) 8 (d) 0.2286(5) 0.2286(5) 0.2286(5) 1 .6 (2 ) 5/ie
K( 1 ) 1 2 (h) 0 0.4484(51) Hi 5(2) V12
K(2) 24(’?t) 0.0925(59) 0.4580(37) 0.4580(37) 3(1) Vi4
H-)O(l) 8 (d) 0.0532(60) 0.0532(60) 0.0532(60) 7(7) Vs
H20(3) 8 (d) 0.3247(22) 0.3247(22) 0.3247(22) 1(1) 5/.6

“ Standard deviations are in the units of the least significant digit given for the corresponding parameter. The anisotropic temperature 
factor is exp[—(duh2 + l in k 2 + 0 s x l 2  +  firzhk +  ( ¡n h l+  0 -23kl)\. h Occupancy for (Si) = V2; Occupancy for A1 = H o- ' Isotropic thermal 
parameter in units of A2.

Zn(3)-0(3) angles of 105.4° (6 ). The approximate tetrahedral 
coordination about each Zn(3) is completed by an oxygen atom 
of a water molecule or of a hydroxide ion, H2 0 (3 ), which is 
located farther into the large cage along a threefold axis, with 
a Zn(3 )-H2 0 (3 ) distance of 2.01(5) A and H2 0 (3 )-Zn(3 )-0 (3 ) 
angles of 113° (1).

The geometries about the Zn2+ ions reported herein are 
comparable to those observed in Zn5Na2-A-4H20 , 19 which had 
been evacuated at 350 °C.

It is now clear that Zn2+ ions exchanged into zeolite A tend 
to hold coordinated water oxygen atoms (presumably as H20  
or OH- ) much more tenaciously than Mn2+ 10'18 or Co2 + ,17
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TABLE II: Interatomic Distances (Â) and Angles (deg)°

Distances

(Si,AD-OO) 1.624(4)
(Si,Al)—0(2) 1.639(5)
(Si,Al)—0(3) 1.684(4)
Zn(l)-0(3; 2.190(11)
Zn(2)-0(3) 2.118(9)
Zn(3)-0(3) 2.295(10)
Zn(l)-H2G(1) 2 .2 (1 )
Zn(3)-H20(3) 2.01(5)
K(l)-0(1) 2.87(6)
K(l)-0(2) 2.99(4)
K(l)—0(1) 3.54(2)
K(2)-0(l) 3.22(4)
K(2)-0(2) 2.90(6)
K(2)—0(2) 3.64(3)

Angles

0(l)-(Si,Al)-0(2) 107.8(4)
0(1 )—(Si,Al)—0(3) 112.8(3)
0(2)—(Si,AI)—0(3) 106.7(4)
0(3)-(Si,Al)-0(3) 109.7(6)
(Si,Al)-0(l)-(Si,Al) 156.1(10)
(Si,Al)-0(2)-(Si,Al) 149.4(7)
(Si,Al)-0(3)-(Si,Al) 136.7(6)
0(3)-Zn(l)-0(3) 113.0(7)
0(3)-Zn(l)-H20(l) 105.6(31)
0(3)-Zn(2)-0(3) 119.1(9)
0(3)-Zn(3)-0(3) 105.4(6)
0(3)-Zn(3)-H20(3) 113.3(14)
0(1>-K(1)-0(1) 1 0 0 .1 (1 2 )
0(2)-K(l)-0(2) 107.0(10)
0(l)-K(l)-0(2) 53.5(8)
0(1)-K(2)-0(1) 99.8(13)
0(2)-K(2)-0(2) 93.6(15)
0(l)-K(2)-0(2) 50.6(8)

“ The identities of tine atoms can be seen in Figures 1 and 2. 
Numbers in parentheses are the estimated standard deviations 
in the units of the least significant digit given for the corre­
sponding parameter.

TABLE III: Deviations (Â) of Atoms from the (111) Plane
at 0(3)"

Zn(l) -0.59(2)' Zn(3) 0.91(2)
Zn(2) 0.20(2) 0(2) 0.32(2)

0 A negative deviation indicates that the atom lies on the same 
side of the plane as the origin. Numbers in parentheses are the 
estimated standard deviations in the units of the least significant 
digit given for the corresponding parameter. See Figure 1 for the 
identities of the atoms.

after evacuation at elevated temperatures. The ZnsNa2-A 
structure was dehydrated under vacuum at 350 and 430 °C,1!) 
and nonframework oxygen atoms were found coordinated to 
Zn2+ in these structures also. Zeolite A partially exchanged 
with Mn2+ or Co2+ has been found by similar methods to be 
fully dehydrated after evacuation at 350 °C—somewhat lower 
temperatures would have sufficed. The latter results have 
been verified in subsequent experiments in which small 
molecules other than water have been added to the dehy­
drated zeolites; the structures of the resulting complexes10 

reaffirmed the absence of water. This effect is not consistent 
with the ionic radii20 of these cations: Co2+, 0.72 À; Zn2+, 0.74

A; Mn2+, 0.80 A. It is consistent, however, with a cation hy­
drolysis process21 by which H20  dissociates to give OH-  
coordinated to Zn2+ and zeolitic H+. It appears that near- 
tetrahedral ZnOH+ is more stable than similarly coordinated 
MnOH+ or CoOH+. This follows, in fact, as a consequence of 
the amphoteric properties of Zn2+; water coordinated to Zn2+ 
is much more acidic than H20  coordinated to Mn2+ or 
Co2+.

It is reasonable that an exchange plateau1 should be enjh 
countered at an exchangeable cation stoichiometry of Zn5K2- 
The structure of hydrated ZnsNa2-A19 (approximate com­
position) revealed the presence of one tetrahydrated Zn2+ ion 
at the center of the sodalite unit. These four water molecules 
extend toward four tetrahedrally placed sodalite-unit 6 -rings, 
making them less suitable as Zn2+ sites. The remaining four 
Zn2+ ions were located at the remaining four 6 -ring sites in 
hydrated ZnsNa2-A, and would be expected to be at such sites, 
arranged tetrahedrally, in hydrated ZnsK2-A. A sixth Zn2+ 
ion which might enter the unit cell would be required to oc­
cupy a less suitable site than the previous 5, and some reluc­
tance for it to do so, as indicated by the observed exchange 
plateau, is reasonable.

The preferred position for a monohydrated (or monohy- 
droxylated) tetrahedrally coordinated 6 -ring Zn2+ ion appears 
to be at Zn(l) in the sodalite unit. That position can be con­
sidered filled in a chemical sense, because adding another such 
ion would require an oxygen-oxygen approach distance 
through the center of the sodalite unit of 2 .2  A, or less if not 
through the center. The remaining monohydrated (or mo- 
nohydroxylated) ions can occupy large cavity 6 -ring sites 
without close oxygen-oxygen contacts. Apparently, the de­
hydration procedures employed were able to remove the water 
molecules from 1.5 of the 4.0 (at an intermediate stage) mo­
nohydrated (or monohydroxylated) Zn2+ ions at Zn(3), to give
1.5 three-coordinate Zn2+ ions per unit cell at Zn(2).

The two K+ ions are associated with 8 -rings of the zeolite 
framework. One ion, at K(l), lies in the plane of the 8 -ring (see 
Figure 2 ), and the other, at K(2 ), is approximately 1 .0  A from 
the plane of another 8 -ring. The K+ ion at K(l) is in contact 
with one 0(1) and two adjacent 0(2)’s with distances of 2.87(6) 
and 2.99(4) A, respectively. The other K+ ion, at K(2 ), is in 
contact with 0 (2 ) at 2.90(6) A, but is a greater distance, 3.23(4) 
A, from two 0 (1 ) ions.

Two of the three large pores (8 -rings) in this exchanged 
form of zeolite A are thus at least partially blocked by the K+ 
ions. It is also indicated by this structure determination that 
the Zn2+ ions are responsible for the modified K+ positions. 
Four 6 -rings can be seen, in Figure 2, to share an edge with any
8 -ring. Because the plane of the 8 -ring is a mirror plane of the 
framework structure (assuming Si = Al), four additional 6 - 
rings share edges with each 8 -ring. Altogether, eight 6 -rings, 
coincidently the number of 6 -rings per unit cell, are associated 
with each 8 -ring, and are arranged with full tetragonal sym­
metry about it. When five Zn2+ ions are distributed among 
these eight 6 -rings, the most likely arrangements of divalent 
cations about each 8 -ring are entirely asymmetric. (This as­
sumes that distributions which locate six Zn2+ ions in some 
unit cells, and four in others, are disfavored.) A K+ ion asso­
ciated with an 8 -ring must, then, be in an asymmetric electric 
field, and is likely to be displaced from the plane of the 8 -ring, 
as the ion at K(2) is.

The standard deviations of the thermal and associated oc­
cupancy parameters of the K+ positions are large, and con­
sistent with the discussion of the previous paragraph. Other 
positions close to those reported may also be present at lower
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occupancy, at the expense of the K+ occupancies given, to 
preserve the total of approximately two per unit cell.

Only a single 0(3) position is located, even though four 
chemically different 6 -rings have been found: five 6 -rings 
contain Zn2+ ions of three different kinds, and three are 
empty. The 0(3) thermal ellipsoid is unusually elongated, as 
can be seen in the figures, principally along a Zn-0(3) direc­
tion, as though to average over a different 0(3) positions.

¡^Accordingly, it is likely that all distances and angles involving
T)(3) are somewhat inaccurate. The probable averaging of 0(3) 
positions does not obscure the result (see Table II) that the 
(Si,Al)—0(3) bond length is longer than the (Si,Al)—0(1) or 
(Si,Al)-0(2) distances, a result of 0(3) coordination to Zn2+. 
This effect has been reported and discussed in other zeolite 
systems.22’23

A molecule of PH3 entering this zeolite is likely either to 
react with a coordinated H20  to give coordinated OH-  and 
a PH4+ cation; or, if the water has already dissociated, to react 
with a zeolitic H+ to give a PH4+ cation; or to react with 
ZnOH+ to give ZnO and PH4+. A suitable 6 -ring lattice site 
for PH4+ is available. PH3 might also coordinate to a three- 
coordinate Zn2+ ion, which is also available in the structure, 
to relieve its severe coordinative unsaturation. These chemical 
processes are likely to be important in accounting for the se­
lectivity of this zeolite for PH3 over SiH4, although higher 
selectivities, explicable by percolation theory and a sieving 
process,1 ’2 can be found using K 12- 2.rZn2I-A, where 2  < x  <
4.
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Light emission from molecular iodine has been studied in the time regime of ca. 20-1000 ns following the ra­
diolysis of argon-iodine systems with 10-8-s pulses. Several emission maxima were observed in the 280- 
530-nm region, corresponding to emission from known excited states of molecular iodine. The temporal 
characteristics of the emission are independent of wavelength; the intensity of the emission at 342 nm is the 
greatest by a factor of about 300. Detailed kinetic studies of the emission at 342 nm show that the emitting 
state is produced as a result of a sequence of ionic reactions, as well as by a nonionic sequence. The fact that 
the emission spectrum is the same for both sequences indicates a common precursor of the emitting state. 
Furthermore, the independence of the kinetics on wavelength indicates that the precursor must be common 
to all of the emitting states of I2. A mechanism is suggested which involves the production of excited iodine 
atoms and subsequent energy transfer to I2. These results are relevant to the current interest in the 342-nm 
emission band as a laser.

Introduction
Both the emission and absorption spectra of I2 have been 

studied,and continually analyzed since Mecke’s2 paper in 
1923. The various detailed assignments of the transitions in­
volved obtained by a number of investigators have been re­
viewed by Mulliken.3

The possibility of a tunable laser based pn emission from 
excited I2 was suggested by Tellinghuisen,4 and work of 
McCusker et al.5 indicates that energy absorbed by argon from 
an electron beam is efficiently transferred to iodine and 
emitted as light. Laser action on the 342-nm I2 band has been 
recently reported for electron beam excited mixtures of argon 
with iodine containing compounds.6-8 Consequently an un­
derstanding of the processes leading to excited vibronic levels 
of L in such systems is of considerable importance.

This study deals with the kinetics of production and decay 
of excited I2, produced by a short pulse (4 to 40 ns) of elec­
trons, in an argon atmosphere.

Materials
Argon (Airco, “ultrapure”, 99.999%) was used directly 

without further purification. Iodine (AR grade resublimed I2,
J. T. Baker) was vacuum sublimed, with brief pumping several 
times in the quartz irradiation vessel to remove traces of any 
volatile impurities that might be present. SFg (Matheson, 
research grade) was degassed by a number of freeze-pump 
cycles.

Experimental Section
The optical system used in this study was essentially the 

same as that described previously9 and only minor changes 
were made.

An electron pulse from a linear accelerator (the pulse width 
was varied between 4 and 40 ns) was used as the perturbation 
source. The samples were contained in 16-cm long cylindrical 
quartz cells (with Suprasil windows) and the electron beam

traversed the cell along the vessel’s axis. Part of the light (that 
which was emitted in the direction of electron beam) was then 
reflected through a Bausch and Lomb monochromator, a ra­
diation shielding wall, and onto a 1P28 photomultiplier tube. 
The amplified output from the tube was then displayed on a 
Tektronix 7904 oscilloscope and the trace photographed with 
a Polaroid camera, using 10 000 ASA film. The risetime of the 
setup was limited to about 3 ns by the photomultiplier cir­
cuitry.

Results and Discussion
The emission spectrum observed with 700 Torr of argon and 

~0.3 Torr of I2 using a 40-ns electron pulse is shown in Figure 
1 . The emissions bands observed correspond with excited I2 

emissions obtained using other techniques. 10-12 Similar 
emission bands were also obtained in neon and krypton at­
mospheres. 13

The growth and decay behavior of these emissions was 
identical over the entire spectrum range. The effect of dose 
variation, additives (SF6), and temperature change (25-80 °C) 
also resulted in identical kinetic behavior at each wavelength 
maximum. The emission maximum at 342 nm was of the order 
of-300 times more intense than the other band heads and so 
most of the analyses were performed on this band.

The emission intensities, as a function of time, obtained 
with 4- and 40-ns pulses are shown in Figures 2 and 3, curves 
A. (In these, and succeeding figures, time zero is the pulse 
midpoint.) Using intermediate pulse lengths (10 and 20 ns) 
the pronounced shoulder seen in Figure 2 was observed to 
become less distinct, and eventually to become imperceptible 
as Figure 3 shows. The initial ~50 ns have not been shown 
because of the interference from Cerenkov light, produced by 
the electrons passing through the cell window, and from the 
fast decay of an emission from I2 which occurs at 342 nm and 
which has been discussed in a separate report. 14

The log plots of the decays using 4- and 40-ns pulses are
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Figure 1. Emission spectrum of sample of 700 Torn of argon and ~0.3 
Torr of l2 obtained using a 40-ns pulse of 12-MeV electrons. Band pass: 
280-345 nm, 1 nm; 350-540 nm, 2 nm. Scale factor M (X40). The data 
are nof corrected for change in photomultiplier sensitivity over wave­
length range.

Time (nsec)

Figure 2. Emission-time signal at 342 nm for 700 Torr of argon + ~0.3 
Torr of l2 (curve A) and 700 Torr of argon + ~0.3 Torr of l2 +  0.05 Torr 
of SF6 (curve B). Curve C is the subtraction of curve B from curve A, 
and represents the "ionic” contribution to the total emission. These 
emission signals were obtained using a 4-ns pulse of ~12-MeV elec­
trons.

displayed in Figure 4, which shows that the decays are first 
order over at least four half-lives.

To determine whether ionic processes were responsible for 
any part of the emission, 0.05 Torr of SF6 was added. The re­
sults are shown in Figures 2 and 3, curves B, and show that 
ionic processes are important. Experiments using higher 
pressures of SFg produced no significant change in emission 
signals indicating that 0.05 Torr of SF6 was sufficient to re­
move this ionic contribution to the overall emission yield. The 
emission-time signals over the spectrum range were again 
identical. The decays were first order at 1.10 ±  0.05 X 107 s- 1  

and independent of dose or argon pressure in the range of 
50-700 Torr. Increase in the I2 concentration (by increase in 
temperature) gave a linear increase in the decay constant. The 
second-order rate constant so obtained was ~1 X 1011 M_1 

s-1.
The finding that at about 0.05 Torr of SFg a plateau is 

reached in the decrease in the integrated emission suggests 
that under these conditions electron capture by SF6 is con­
siderably more rapid than the alternative fates of the electron. 
The rate constant15 for capture of thermal electrons by SFg 
is 1.65 X 1014 M' 1 s_1, which means that the half-time for

Figure 3. Emission-time signal at 342 nm for 700 Torr of argon + ~0.3 
Torr of l2 (curve A) and 700 Torr of argon +  ~0.3 Torr of l2 +  0.05 Torr 
of SF6 (curve BJ.. Curve C is th.e subtraction of curve B from curve A, 
and represents-the "ionic” contribution to the total emission. These 
emission signáis were obtained using a 40-ns pulse of ~12-MeV 
electrons.

Figure 4. The log plot of decay of iodine emission signal at 342 nm using 
a 4-ns pulse (lower set) and a 40-ns pulse (upper set). The pseudo- 
first-order decays obtained from the slopes (dashed lines) are 6.1 X 
106 and 6.9 X 106 s~\ respectively. The solid curves are discussed 
the results of computer simulations using the mechanism in Table I.

electron capture by SF6 is about 2 ns. The ion concentrations 
produced by the electron pulse are low enough that e + Ar2+ 
would have an initial half-time of at least 100 ns. Electron 
capture by I2 would have a half-time of about 400 ns based on 
the rate constant of 1.1 X 1011 M - 1  s_1 of Truby. 16 The latter 
value allows a qualitative rationalization of our findings, while 
previous determinations of this rate constant, giving values 
up to 2 0 0  times larger, do not.

Further evidence that such a low value for the rate constant 
of electron capture by I2 is reasonable can be derived from the 
results shown in Figure 5. The effect of 0.05 Torr of SF6 on
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Figure 5. The emission signal of the 2p-1s transition in argon at 770 
nm: (a) 350 Torr of argon +  ~0.3 Torr of l2; (b) 350 Torr of Ar +  ~0.3 
Torr of l2 +  0.05 Torr of SF6. Time scale: 50 ns/division. Pulse length: 
20 ns. An RCA 4832 photomultiplier tube was used, and the rise time 
of the system was about 7 ns.

emission from argon 2p-ls17 transitions in the 700-850-nm 
range was studied at S50 Torr of Ar, 0.3 Torr of I2. The results 
for the transition at 770 nm are shown in Figure 5. The second 
peak in Figure 5a is almost certainly due to production of the 
2p excited state by e + Ar2+. (The first peak represents the 
2p state which is formed by direct excitation.) The fact that 
the presence of 0.3 Torr of I2 does not prevent the formation 
of the second peak, while 0.05 Torr of SF6 does (Figure 5 b), 
can only mean that I2 is not nearly as efficient as SF6 in cap­
turing electrons. With respect to the above argument, we 
should point out that it is energetically impossible, by about
1.5 eV, for the reaction of Ar+ (or Ar2+) with I-  to form the 2p 
states of Ar.

The effect of SFfi thus indicates that the total emission 
observed in samples of argon and I2 is due to contributions 
from both nonionic and ionic processes, which result in the 
production of various excited states of I2. Also, since the ki­
netics are similar for all the observed emission bands, the 
different electronic states produced must come from the same 
common intermediate precursor.

Processes possibly responsible for the production of excited 
levels of I2 are considered below.

1. “ N o n io n i c ”  F o r m a t io n  o f  I 2*. The time scale on which 
the nonionic formation and decay occurs suggests that exci­
tation of I2 is by a collisional energy transfer process.

The argon metastable states (3P0, 3P2) and resonance states 
(1Pi, 3Pi), produced either directly by fast electrons or by 
deactivation from higher excited states, are capable of energy 
transfer to I2. Because the ionization potential of I2 is ~9.3 eV

and the electronic energy of the argon excited states is of the 
order of 11.5 eV, the direct transfer would lead primarily to 
ionization. However, evidence from absorption and photo­
ionization studies18 suggests that 25% or more of the inter­
actions would result in excited state formation.

The argon excimer Ar2*, which is formed by both two-body 
and three-body processes, 19 is also energetic enough to lead 
to the same processes as Ar* ,20 although it is conceivable that 
the excess energy of the Ar2*/I2 coupling is not used to ionize 
or dissociate I2, but is shared between two translationally 
energetic Ar atoms and the various electronic levels of I2. If 
excited molecular I2 is produced directly by collision of Ar2* 
with I2, then there should be an argon pressure dependence 
of the growth and decay behavior due to the pressure depen­
dence of the formation of Ar2*. This is n o t  observed over the 
pressure range (50 —»■ 700 Torr) studied. Further, if Ar* and 
Ar2* produce I2* directly by collision with I2 then the following 
kinetic consequence would result. The maximum in the 
emission-time curve for the nonionic processes should occur 
at ~25 ns, due to the short lifetime of I2* 14 ( t  i/2 = 6.7 ns). The 
observed data (curves B in Figures 2 and 3) show a maximum 
at ~60 ns and hence do not support such a mechanism.

A mechanism which does appear to be consistent with the 
observations involves excited iodine atoms. Exciteci iodine 
atoms could result from dissociative collisional excitation 
transfer from either excited argon atoms or dimers. These 
excited atoms could then transfer energy to molecular iodine 
by collisional processes, i.e.

Ar* (or Ar2*) + I2 -*• I*

and

I* + I2 — I2**

To agree with the experimentally observed emission behavior, 
a radiative lifetime of I* greater than ca. 1 0 0  ns is required.

The similarity of the kinetics observed at the various 
wavelength maxima indicates that the emitting states (I2*[E, 
D, B, etc.]) have a common precursor. The relaxation time of 
this precursor to the emitting states must be fast compared 
with the collisional processes forming it, i.e.

I2** —► I2* (E, D, B, etc.) where k > 108 s_1

Also, the lifetimes of I2* must be short in comparison with the 
time scale of the collisional processes forming I2** to fit with 
the observed similarity of the kinetics at various wave­
lengths.21

In the above processes I* represents all possible energetic 
iodine atomic states which are capable of producing the higher 
electronic levels in I2. Such states may be those that emit be­
tween 1783 and 1876 A. The 6 s4Ps/2 iodine atomic state has 
a lifetime of 125 ns22 and would be a suitable species in this 
reaction mechanism.23 I2* are all the various states of I2 which 
can either emit light, be deactivated by argon, or dissociate 
as in the case of the B(3ir0+ U) state.24 The above reaction 
mechanism can account for the effects of dose, temperature, 
the lack of an argon pressure effect, and the common kinetics 
observed at various wavelengths.

In the above mechanism, the rate of energy transfer from 
Ar* and Ar2* to I2 will control the growth of emission whereas 
the decay will be controlled by the subsequent removal of I* 
by collisional transfer to I2.

2. “ I o n ic ”  F o r m a tio n  o f I 2*. The subtraction of the nonionic 
part of the I2 emission from the total emission leaves curves 
C in Figures 2 and 3, i.e., the contribution to the emitting 
states from ionic precursors. There is a slight (~30 ns) shift
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TABLE I: Reaction Mechanism

Reac­
tion
no. Reaction“

Rate
constant, 5 

M_1 s_1 

or s_1

1 e~ - *  e t~ 2.2 X  107
2 et~ + I2 -*■ I- 3.0 X  10u
3 et_ + Ar2+ -*■ Ar* 5.1 X  1014
4 Ar2+ + I2 I2+ 5.0 X  10u

„5 er + I2+ -  I* 1.0 X  1015
6 Ar* + I2 — I2+ + e_ 6.6 X  1011
7 Ar2+ + I” — I* 1.0 X  1015
8 I2+ + I“ — I* 1.0 X  1015
9 I“ + I2 — Is" 2.3 X  1011

10 I:r  + E+ -*• products: 1.0 X  1015
1 1 Ar* + I2 -*■ I* 6.6 X  1011
12 I* + I2 -  I2** 7.0 X  1011
13 I,** — I2* (E, D, B, etc.) > 1 0 8

14 I2* — hr ' )
1.0 X  108

15 I2* -* quenchinĝ  J

“ For simplification, irrelevant products are not included. b A3 

is from ref 27; the results of the simulation are not very sensitive 
to the ion recombination rate constant, so the other recombination 
rate constants are all taken to be 1 X  1015 M^ 1 s-1. The simulated 
curves are sensitive to ko, A6, kg, k u , and A12; hence, these were 
varied to obtain a reasonable fit with experiment.c Products other 
than I*, I2**, or I2*. d For the state emitting at 342 nm, A15 (for 
M = Ar) is negligible. 14

Figure 6. Total emission. The curves represent the simulated emission. 
The ordinate of the dashed curve is multiplied by 10: ( • )  normalized 
experimental data from Figure 3, curve A (40-ns pulse); (O) normalized 
experimental data from Figure 2, curve A (4-ns pulse).

in the maximum of curve C, with the 40-ns pulse compared 
to the 4-ns pulse. This is due to the fact that the ion recom­
bination is slower with the 4-ns pulse, and in fact the emission 
from the nonionic and ionic processes is partially resolved 
(Figure 2, curve A). It was also found that the ratio of inte­
grated emission vs. time signals of the “ionic” emission to the 
“nonionic” emission was constant with dose at 1.6 ± 0.3.

Ion recombination processes resulting in the formation of 
excited iodine atoms would satisfy the requirement of ionic 
precursors of I2*, and would result in the identical series of 
resultant emitting states from the ionic and nonionic se­
quences. Processes which are likely to be important in the 
ionic sequence include electron thermalization, which can be 
estimated to take times of about 1 0 0  ns in this system.25 

Electron capture by I2 would be inefficient until the electrons 
approached thermal energy.26 However, reaction of the elec­
tron with Ar2+ would not be as sensitive to electron energy.27 

A critical requirement of an ionic sequence capable of ex­
plaining the experimental observations is that one of the ions 
involved in the recombination reaction producing I* must also 
disappear by an additional process, which is pseudo-first order 
and which does not lead to I*. Otherwise, a “tail” would be 
observed at long times in the emission decay curves.

3. O v era ll  M e c h a n is m . Table I presents a reasonable se­
quence of processes qualitatively consistent with the observed 
phenomena and incorporates processes which can be expected 
to occur on the basis of fundamental studies pertinent to ra­
diation chemistry.

The primary reactants of significance to this mechanism 
are Ar+, Ar*, I*, and e~ (nonthermal); Ar+ is assumed to be 
converted rapidly to Ar2+. Ar* and Ar2* are assumed to un­
dergo the same reactions because no argon pressure effect was 
observed and hence the conversion of Ar* to Ar2* is not con­
sidered. Reaction 1 is only a qualitative approximation to the 
electron thermalization process which delays formation of 
electrons capable of participating in capture or ion combina­
tion reactions. An initial concentration of I* is expected to be 
produced from direct dissociative excitation of I2 by subex­
citation electrons.28 Reactions 9 and 10 provide one means 
whereby a pseudo-first-order sink for one of the ionic species 
can explain the approximate first-order nature of the emission 
decays and the slight change in slope with initial concentra­
tions.

A computer simulation80 of the observed results using this 
mechanism was carried out. The calculations were performed 
for initial concentrations varying by a factor of 1 0  (corre­
sponding approximately to the experimental situation). The 
higher initial concentrations used were; [Ar2+] = [e~] = [Ar*] 
= 4.5 X 10' 8 M and [I*] = 1.8 X 10" 9 M. The results (full lines) 
are shown and compared with experimental points in Figure 
6 . The logrithmic plots resulting from these calculations are 
shown as solid curves in Figure 4.

The emission curves calculated show a fair fit with experi­
ment. Three qualitative conclusions may be drawn from these 
results.

(1) The partial separation between the nonionic and ionic 
emission peaks is connected with electron thermalization 
processes.

(2) The effect of varying initial ion concentration on the 
overall decay rate is small and there is no second-order “tail” 
if either of the positive or negative ions reacts partially by a 
pseudo-first-order process which does not eventually produce
I*.

(3) The calculated ratios of “ionic” to “nonionic” emission 
decreases only about 30% for an order of magnitude decrease 
in initial concentration, which is within the spread of the ex­
perimental values of this ratio.
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