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An investigation of the collisional behavior of the gaseous tin atom in the 5p2(3Pd and 5p2(3P21spin-orbit
states, 0.210 and 0.425 eV above the 5p2(3Pol electronic ground state, respectively, has been carried out.
The transient, optically metastable atoms were generated by the pulsed irradiation of Sn:\1e4 and moni­
tored photoelectrically in absorption by the time-resolved attenuation of atomic resonan~ radiation de­
rived from a micro\\'ave-powered sealed discharge. Modification of the lifetime of the two spin-orbit states
by added quenching gases has been studied in detail and has led to absolute rate constants (kQ) at 300 K
for collisional quenching of both the 3P1 and 3P2 states by the gases Ar, Kr, Xe, H 2, D2, HD, N2, O2, CO,
NO, CO2, CH4, CF3H, CF4, C2H4, C2D4, C2H2, C2D2, and SnMe4. The results are compared with :he analo­
gous data for the low-lying spin-orbit states of the lead atom, Pb(6p2(3P 1.2». Discussion of quenching by
the noble gases is principally in terms of the Hund's coupling case (c) components arising from the interac­
tion on collision; detailed consideration is given to quenching by the hydrogen isotopes especially in terms
of the effects of long-range quadrupole-quadrupole coupling and selection rules for rotation for :lear-reso­
nance transfer processes on collision; diatomic molecules in general are discussed in terms of correlation di­
agrams based on (J,Il) coupling and the effects of E ~ V,R transfer; quenching by polyatomic molecules is
briefly considered, principally in terms of the interaction on collision and the observation of an approxi­
mate trend of kQ with the ionization potential for the larger molecules.

Introduction

While there has been some recent development in direct
measurements of the collisional behavior of heavy atoms in
electronically excited states, many of the results have been
dealt with on an individual basis, with little reference being
made to a unified treatment for considering the relation­
ship between electronic structure and atomic reactivity.I-3
The fundamental reason for this is that the most widely
used general structure for discussing atomic reactivity in
excited states has been based on correlations between ini­
tial and final states derived from the weak spin-orbit cou­
pling approximation.4-6 With the main exception of recent
work by Callear and McGurk,? who have considered in a
detailed manner the nature of the molecular orbitals in­
volved in the collision complex, this hitherto prevailing at­
titude toward heavy atom chemistry applied even to the

vast body of data, for example, on quenching of electroni­
cally excited mercury atoms.8 Indeed, the now large num­
ber of absolute rate measurements on various highly ener­
gized spin-orbit stat.es arising out of the electronic ground
state configuration, such as I(5pO2Pld ({).943 eV),3,9-11
Tl(6p 2P 3!2l (0.966 eVl,12-14 Te(5p4 3PO.11 (0.584 and 0.589
eV, respectively).15 and Br(4p5ZP I/2) (0.45.7 eVrl ,16,17 also
fell outside this general structure, which, by definition,
must omit the effects of J splittings.

Very recently, Brown and Husain 18 have- shown that (J,
fl 1 coupling, presented in general form for hea.vy atom­
molecule collisions by Husain,19 provides the best frame­
work within which to consider the chemistry of the np2 ISO
and 1D2 states of atomic tin 18.20 and lead.2f.22 Similarly, we
have shown in a preliminary investigation23 that the low­
lying spin-:orbit states of the tin atom, Sn(5p2 ;lPIl and
Sn(5p2aP21, respectively, 0.210 and 0.425 eV above the

91



92 Wiesenfeld et al.

5p23Po ground state,24 and also those of Pb(6p2 3P i>2),25 
can be best discussed within the same context. This 
present paper describes detailed and extensive absolute 
rate measurements for the collisional quenching of the 53Pi 
and 53P2 states of the tin atom. The resulting data for 
deactivation by small molecules are compared with those 
for Pb(63Pi,2) and are discussed within the (J, ft) frame­
work, the nature of the interaction on collision with poly­
atomic molecules also being taken into account. The overall 
objective of this present work should be viewed within a 
broader program of seeking a general fundamental struc­
ture for considering the reactions of both light and heavy 
atoms. One may also stress, in the present context, current 
interest in electronic transition atomic lasers and especially 
visible chemical lasers arising from heavy atom-molecule 
collisions.26-29

Experimental Section <,

The general nature of the experimental arrangement has 
been given hitherto for the kinetic study of Tl(62P3/2)13'14 
and briefly referred to in our preliminary communication.23 
We will here limit consideration to the salient features of 
the system and a few aspects'not discussed previously. The 
basis of the method is to generate Sn(53Pi) and Sn(53P2) 
by the pulsed irradiation (E = 400 J) of low pressures of 
SnMe4 (1.5-3.5 X 10-4 Torr) in the presence of excess 
argon buffer gas (pAr'-PSnMet = ca. 100 000:1 ) in order to 
prevent any significant rise above ambient temperature on 
photolysis. Einstein coefficients, both magnetic dipole and 
electric quadrupole for spontaneous emission from these 
spin-orbit states, have been calculated by Garstang30 and 
indicate quantitatively the high optical metastability of 
these species. Thus they can be readily monitored photoe- 
lectrically in absorption by time-resolved attenuation of 
the following two resonance transitions:

10-SgA,
Transition X, nm sec 1 31 y23

6s(3P° ) -> 5p2(3P, ) 270.65 10.0 0.77 + 0.04
6s(3P5 ) ->• 5p2(3P2) 284.00 21.0 0.67 ± 0.09

These were derived from a microwave-powered (incident 
power = ca. 10 W) sealed source (E.M.I. electrodeless dis­
charge tube) and optically separated by means of a 0.5-m 
grating monochromator. The resonance absorption signals 
were detected by means of a photomultiplier tube (RCA 
Corp., 1P28) mounted at the exit slit, monitored on an os­
cilloscope and photographed for subsequent kinetic analy­
sis.

The appropriate plots leading to the above y values for 
the conditions employed using the now standard modified 
Beer-Lambert law32

hi = h  exp(-«(ci)T) (i)

(where the symbols have their usual significance32) have 
been given in the preliminary communication.23 Various 
aspects of this modified law have been discussed in a num­
ber of papers concerned with attenuation of resonance ra­
diation (see references in reviews, ref 1 and 2). Three points 
merit mention. First, t in eq i is not the standard extinction 
coefficient but an arbitrary constant, of dimensions (cl)~y, 
in a given set of experiments, depending on the value of y. 
We have by custom adopted eq i here but could equally 
employ the equation

/ tr = /o exp(-(eclp) (ii)

where the new e would be of the standard dimensions, 
(c l ) -1. Secondly, the plots used to determine y, i.e., the 
first-order intercepts, In (In (Io/hi))t=o vs. In (psnMe4) in 
this instance, simply constitute a device for determining 
relative values of atomic concentrations, using the weak 
light absorption approximation (by the parent molecule), 
for decays which are found experimentally to be kinetically 
first order. Thirdly, Bemand and Clyne33 have used the 
better procedure of employing a power series for resonance 
absorption by 0(23P j) where the absolute concentrations 
can be determined by titration techniques. Unfortunately, 
we have no chemical titration technique for Sn(53Pi) and 
Sn(53P2), analogous to that for the oxygen atom in a dis­
charge flow system, and eq i or ii is, at present, the only 
convenient route to relative measurements of the concen­
trations of the excited atoms.

Materials. Act (Research Grade, Matheson Co.) was used 
directly. Kr, Xe, H2, D2, N2, 0 2, CO, NO, C02, CH4, CF3H, 
CF4, C2H4, C2H2, and SnMe4 were prepared essentially as 
described in previous publications (ref 18 and references 
contained therein). HD (Merck and Co., 98% mole purity) 
was used directly, as was C2D2 and C2D4 (Merck and Co.).

Results and Discussion

Figure 1 shows typical oscilloscopic traces indicating 
both time-resolved resonance absorption by Sn($3P2), as an 
example of the type of raw data obtained in these experi­
ments, and also modification of the lifetime of the tran­
sient species by the addition of carbon monoxide, figure 2 
shows first-order kinetic plots derived from the-data of Fig­
ure 1. Similar sets of data to those presented in Figures 1 
and 2 were obtained for the decay of Sn(53P2) and Sn(53Pi) 
in the presence of the various quenching gases. When 
SnMe4 is flash photolyzed in the Spectrosil region (X > 165 
nm), all of the states, Sn(51D2), Sn(53P2), Sn(53Pi), and 
Sn(53Po), are generated in significantly decreasing 
yields;18,34 Sn(51So) is not produced in any significant 
yield.18 The present method, however, was not sufficiently 
sensitive to permit detection of population following relax­
ation from higher states and the decays for both Sn(53P2) 
and Sn(53Pi) are taken to be first order. The sensible lin­
earity of plots of the type given in Figure 2 for both spin- 
orbit states in the presence of all the added quenching 
gases indicates the reasonable nature of the approximation.

The slopes of the first-order plots in individual experi­
ments (e.g., Figure 2) are given by —y k ’ where k', the over­
all first-order decay coefficient derived by means of the ap­
propriate value of y  (see earlier), is taken to satisfy the 
form

k' = M Q l + K  (iii)
and kq  is the absolute second-order rate constant for colli­
sional removal of the individual spin-orbit state by the 
added quenching gas, Q. K  is taken to be a constant in a 
given series of kinetic runs in which [Q] is varied. It com­
prises contributions to the first-order decay from weak 
spontaneous emission,30 diffusion, and quenching by the 
buffer gas, impurities, products of photolysis, and the un­
dissociated parent molecule. In fact, it is the latter that 
principally governs the magnitude of K  in these experi­
ments. Figures 3 and 4 show examples of the variation of 
yk' for the two spin-orbit states with added quenching 
gases, including carbon monoxide. The slopes of the plots 
given in Figures 3 and 4, in conjunction with the appropri­
ate values of 7 , yield the absolute values of kq  for collision-
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Collisional Quenching of Electronically Excited Tin Atoms 93

Figure 1. Typical oscilloscopic traces for the decay of Sn(53P2) in 
the presence of carbori monoxide obtained by attenuation of atomic 
resonance radiation at X 284.00 nm. psnMe4 =  3.3 X  10- 4  Torr, 
Pt0.ai with Ar = 30 Torr; E =  400 J. (a, b) 100 psec/division; (c, d) 
50 psec/division 103 pco (Torr): (a) 0.0; (b) 3.2; (c) 7.4; (d) 9.8.

Figure 4. Psuedo-first-order rate coefficients (yk1) for the decay of 
Sn(53P,) in the presence of different quenching gases.

Time /(.s

Figure 2. Pseudo-first-order plots for the decay of Sn(53P2) in the 
presence of different pressures of carbon monoxide. 103pCo (Torr): 
(O) 0.0; ( • )  3.2; (A) 7.4; (A ) 9.8.

Figure 3. Pseudo-first-order rate coefficients (yk') for the decay of 
Sn(53P2) in the presence of different quenching gases.

al removal of Sn(53P2) and Snlô^Pi). Table I includes all 
the quenching data for Sn(53Pi>2) obtained in this investi­
gation and the preliminary communication.23 It consti­
tutes, to the best of our knowledge, the only body of rate 
data for these two spin-orbit states. Included in Table I are

the analogous data for Pb(63Pi,2) obtained by Husain and 
Littler35 and subsequently by Ewing et al.36’37

Noble Gases. The general behavior for the collisional 
quenching of Sn(53Pi) and Sn(53P2) by the noble gases, Ar, 
Kr, and Xe, essentially follows that observed hitherto for 
the analogous states of the lead atom (Table I). First, 
quenching is relatively inefficient. Secondly, the more ener­
gized 3P2 state is deactivated more efficiently than the 3Pi 
state for a given noble gas deactivator. Thirdly, the deacti­
vation efficiency increases with increasing atomic weight of 
the noble gas partner. The standard, general principle in 
such processes must clearly operate, namely, that the 
transfer of large quantities of electronic energy to transla­
tional energy can only occur with any significant probabili­
ty if the potential curves describing the initial and final 
states either cross or approach sufficiently closely for quan­
tum mechanical tunneling to become significant. Further, 
such crossing in a low order to approximation must be ac­
companied by a mixing following the inclusion of higher 
order terms in the Hamiltonian in order for a so-called 
“ nonadiabatic transition” (NAT) to take place. If we desig­
nate states in Hund’s coupling case (c) in the standard 
manner,38 then the molecular Q values clearly indicate the 
mechanism for relaxation from the 3P2 to the 3Pi level. 
Thus, for Sn(3P2) + noble gas (1So), the states arising from 
2g + 0g are 2,1, and 0+, while the Sn(3Pj) noble gas interac­
tion, l g + 0g, yields 1 and 0~ and AQ = 0 for fi = 1 —*• 1. By 
contrast, no common case (c) components arise from the 
3Pi and 3P0 states as the 3Po + xSo interaction correspond­
ing to 0g + 0g yields only 0+. Alternatively, designating the 
states in Hund’s cases (a) or (b),38 we see that 3Pg + ’Sg —- 
32 _ + 3II. On this basis, Ewing et al.37 have constructed ar­
bitrary repulsive curves for the Pb + noble gas atom inter­
actions, designating sPi and 3Po + noble gas in case (c) at 
large interatomic distances, merging into a common 3X~ 
state at closer internuclear separation. Critical to such a 
discussion are the regions of crossing, which, as Ewing et 
al.36 point out, could be probed by temperature dependent 
studies. Similar considerations will, of course, apply to the 
lighter tin atom where the case (a) and (b) designations at 
close internuclear separations will constitute somewhat 
better descriptions of the interactions. Further, a partial 
minimum, estimated by an approximate Lennard-Jones in­
teraction39 should assist such a mechanism by an accelera­
tion effect. The foregoing discussion may be contrasted 
with the similar but far more detailed argument for the

The Journal o f Physical Chemistry, Vol. 80, No. 2, 1976



94 Wiesenfeld et al.

TABLE I: Rate Constants (kq, cm3 molecule 1 sec ', 300 K) for the Collisional Removal o f the 
np2(3P, 2) Spin—Orbit States o f Atomic Tin (n = 5) and Lead (n = 6 ) by Various Gases (M)a

M S n (5 3P,)  ( 0 .2 1 0  e V ) S n (5 3P2) ( 0 .4 2 5  e V ) P b (6 3P,) (0 .9 6 9  e V ) P t ( 6 3P2) ( 1 . 3 2 0  eV )

Ar < 5  X i o ~ 16* < 1  X 1 0 ~ 16* 0 ± 1 .0  x 1 0 ' 16c 2 .0  ± 0 .5  X l O ' 15^
< 2 . 3  X 1 0 ' ,6d < 2 . 0  X 1 0 ' ,s<i

Kr 1 .1  ± 0 .3  X 1 0 ~ ,s 1.6 ± 0 .2  x 1 0 ' “
X e 3 .2  ± 0 .3  X 1 0 ' 15 1 .2  ± 0 .3  X 1 0 ' 14 <6  X 1 0 " ’ 2 .3  X 1 0 “ ,3rf
h 2 < 2  X 1 0 ' 12* 1 .1 5  ± 0 .3  X 1 0 " 12* 2 .9  ± 0 .4  X 1 0 ' ,5c 1 ± 1 X 1 0 ' 12c

< 5 . 7  x 1 0 ' 15^ 1 .5  X lO “ 12^
Da 1 .0 9  ± 0 .3  x 1 0 ' 12* 1 .6 2  ± 0 .5  X 1 0 ' “ * <6  x 1 0 ' ,6c < 1 0 ' ,2c

< 5 . 5  X l O " 15^ < 8 . 7  X l O ' 12^
HD 1 .5  ± 0 .4  X 1 0 " 12 5 .4  ± 0 .8  X 1 0 ' 12
n 2 < 2 . 5  X 1 0 ' 13 < 2 . 9  X 1 0 ' 13 2 .0  ± 2 .0  X 1 0 ' ,5c 8 .0  ± 8 .0  X 1 0 ' 1 !e

1.7  X 1 0 ' 15<i 4.1  x 1 0 ' 13^
o 2 8 .2  ± .0.5 X 1 0 ' “ * 4 .9 1  ± 0 .3  X 1 0 ' “ * 7 .0  ± 5 .0  x 1 0 ' 12c 4 .0  ± 1 .0  X 1 0 ' “ c

4 .5  x 1 0 ' “ d 4 .6  X 1 0 ' “ ^
CO 1.7 ± 0 .2  X 1 0 ' 12 1 .5  ± 0 .2  X 1 0 ' “ 2 .3  ± 0 .7  X 1 0 ' 12c 4 .7  ± 0.3 -x  I O “ ' 3*3
NO 6 .7  ± 1 .0  X 1 0 ' “ 5 .9  ± 0 .6  X 1 0 ' “ 9 .1  ± 1.0 X 1 0 ' 12c 4 .3  ± 0 .9  X 1 0 ' “ c
C 0 2 3 .2  ± 0 .2  X 1 0 ' 13 6 .2  ± 0 .6  X 1 0 ' 12 < 1 0 l4c 2 .2  ± 0 .4  X 1 0 “ ‘ 1 c
c h 4 1 .5  ± 0 .2  X 1 0 ' “ 1 .4  ± 0 .1  X 1 0 ' 10 0  ± 2 X l O " 15«3 . 1.6 ± 0 .3  X 1 0 " “ c
c f 3h 7 .6  ± 0 .5  X 1 0 ' 12 8 .0  ± 0 .9  X 1 0 ' 12
c f 4 2 .6  ± 0 .2  X 1 0 ' 12 5 .6  ± 0 .9  X 1 0 ' 12 0 ± 4 X 1 0 ' ISc 3 ± 2 X 1 0 ' “ c
c 2h 4 5 .7  ± 0 .4  X 1 0 ' “ 1 .6  ± 0 .1  X 1 0 ' 10 8 .2  ± 0 .2  X 1 0 ' 13 2 .3  ± 0 .3  X 1 0 ' “ c
C2D4 3 .6  ± 0 .7  X 1 0 ' “ 5 .2  ± 0 .8  X 1 0 ' “
c 2h 2 1 .4  ± 0 .1  X 1 0 " 10 1 .5  ± 0 .2  X 1 0 ' 10 3.5  ± 0 .3  X 1 0 ' l2c 1.7  ± 0 .2  X 1 0 ~ “ c
c 2d 2 8 .1  ± 0 .1  X 1 0 ' “ 1 .5  ± 0 .0 2  X 1 0 ' 10
SnMe„ 2 .0 0  ± 0 .0 5  X 1 0 ' 10* 3 .41  ± 0 .2 4  X 1 0 ' 10*

a Values not referenced are from this work. 6 Reference 23. c Reference 35. d Reference 37. e Reference 36.

large difference in the Xe quenching rates of G(21D2) and 
0 (2 1So) by Donovan, Husain, and Kirsch40 where sufficient 
spectroscopic data on XeO41 permitted semiempirical con­
struction of the appropriate potential energy curves.

H2, D<i, and HD. There have recently been some particu­
larly significant developments in the quenching of electron­
ically excited atoms by the isotopes of molecular hydrogen, 
especially with respect to assessing the importance of near­
resonance processes involved in E —*■ V, R (electronic —*■ vi­
brational, rotational) transfer. Our preliminary communi­
cation23 on the rate constants for the collisional quenching 
of both Sn(53Pi) and Sn(53P2) by H2 and D2 was clearly 
confined to a very brief consideration of this topic. The in­
clusion here of the quenching data for HD for both of these 
atomic states of tin, a highly pertinent aspect of this prob­
lem, further indicates the merit of separate and more com­
plete consideration of this group of collision partners. In­
deed, Butcher et al.42 have recently given a highly detailed 
description of the collisional deactivation of I(52P i/2) by 
H2, D2, and HD which will be seen to be relevant to the 
present experiments. Further, Ewing36 has given a detailed 
calculation on the quenching of Pb(63Pi) and Pb(63P2) by 
H2 and D2. Before proceeding with a discussion which is 
principally centered on E — V, R transfer, it should, of 
course, first be stated that correlations based on (J, Q) cou­
pling lead one to expect no differences in the collisional be­
havior between the 3Pi or 3P2 states of tin or lead arising 
from differences in the symmetry of the appropriate poten­
tial surfaces. All chemical reactions would be endothermic 
and this relaxation clearly arises from NAT’s between sur­
faces connecting with the states 3P2 + ^g+iSA' + 2A"), 3Pi 
+  12g+(A' + 2A") and 3P0 + ^ ( A ' ) .

Now, although no significant differences in chemistry for 
any of these atomic states with these quenching molecules 
are predicted, relaxation and energy transfer would be ex­
pected to be profoundly affected by the electronic factors 
governing the nature of interaction on collision. Ewing’s 
calculation36 has employed an approximate version of the

Sharma-Brau theory43’44 based on long-range quadrupole- 
quadrupole coupling for the near-resonance E —*■ V, R 
transfer process

Pb(63P2) +. D2(o" = 0, J = 2) —
: Pb(63Pi) + D2(i>" = 1, J = 0) AE = +18 cm“ 1 (1)

The calculation in general yields a selection rule for the 
change in the rotational quantum number of AJ = ± 2, and 
the resulting calculated value for the collisional cross sec­
tion of process 1 is in reasonable agreement with experi­
ment for a calculation of this type, i.e., <x2(300 K, theory) = 
10 A2; <r2(expt) < 2.5 X 10'2 (ref 35) and 0.22 A2 (ref 36 and 
37). Further, the 3Pi and 3Po states are not coupled by any 
electric multipole for near-resonance processes, and the 
considerably smaller cross sections for Pb(63Pi) (Table I) 
are in accord with this. Following Ewing,36 we may expect 
that the process

Sn(53P2) + H 2(0"  = 0, J = 1 ) — Sn(53Pi) + H2(i/ '  = 0,
J = 5) AE = -9 6  cm-1  (2)

be rapid compared to the analogous process

Sn(53Pi) + H2(v"  = 0, J = 1 ) — Sn(53P0) + H2(u" = 0,
J = 5) AE = —52 cm" 1 (3)

Here the coupling is between the atomic quadrupole and 
the molecular hexadecapole, but process 3 is forbidden for 
a quadruple transition (J = 0 J =1 ). Unfortunately, the 
data for Sn(53Pi) and Sn(53P2) + H2 do not at present ap­
pear to be in accord with the extension of this theory for E 
—* R transfer (Table I).

Within the confines of the same approach, Butcher et 
al.42 have concentrated on the effect of the AJ = ±2 selec­
tion rule in the quenching of I(52Pi/2) by H2 and D2 in E —► 
V, R transfer and, on this basis, have successfully account­
ed for the nature of the temperature dependence of the re­
laxation processes.45 By contrast, the A J = ±2 rule will not 
prevail for HD and this has also been suitably included in
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Butcher et al.’s treatment of I(52P i/2) relaxation. The ex­
tension of such an approach to Sn(53Pi>2) is not fully clear. 
For quenching of Sn(3P2) —*• Sm3P t) by D2 via quadrupole- 
hexadecapole coupling, only

Sn(3P2) + D2(u" = 0, J  = 5) — Sn(3Pj) + D2(o" = 0,
J = 9) AE = —23 cm- 1 (4)

is near resonance. As no rotational selection rules pertain 
for the quadrupole transition in HD, deactivation by HD 
might proceed via

Sn(3P2) + HD(d"  = 0, J = 5) — Sn^Pj) + HD(o" = 0,
J = 8) = +31 cm“ 1 (5)

However, as the thermal populations of the J = 5 level of 
D2 and HD at 300 K are very small, 1.5 and 0.4%, respec­
tively, the relaxation of Sn(:,P2) to Sn(3Pj) by D2 (4) and 
HD (5) might be expected to be relatively slow in compari­
son to deactivation by H2 (2) (approximately 70% of the 
thermal population is in J  = 1 ). The experimental results 
(Table I) indicate that quite the opposite is true; deactiva­
tion of Sn(3P2) by HD and D2 is much more efficient than 
by H2, a trend which is especially clear when the rate coef­
ficients are converted to quenching cross sections, <tq

Q O Q ,  A 2

h 2 0.064-
HD 0.37
D, 1.26

Other possible channels for near-resonant energy trans­
fer might also be considered, although these would involve 
deactivation of Sn(3P2) to Sn(EP0), a process which is elec­
tric quadrupole allowed (AJ = 0, 1, 2)36 with an Einstein 
coefficient, Aq, approximately a factor of 10 larger than 
Sn(3P2) —*■ Sn(3P i)30

the same molecule. Whether the potential curves involving 
I(52P i/2) + H2, D2, HD and even, for that matter, 
Sn(53Pi 2) + H2, D2, HD are parallel, especially as the in­
teractions may involve species such as SnH2, is, in our 
opinion, still open to question. Even the propensity 
rule36’42 for H2 and D2 may be open to conjecture. All the 
atomic states that have been considered within this con­
text, namely, I(52Pi/2),42 T1(62P,3/2),12~14'42 Pb(63P i 2),35-37 
and Sn(53Pij2) (this work) have magnetic moments. Thus 
the time and space variable magnetic fields generated on 
collision with H2 or D2 may well increase the magnitudes of 
the appropriate magnetic dipole matrix ftements suffi­
ciently to bring about ortho-para conversion (AJ = ± 1 ), a 
mechanism well established for collisions with molecules 
such as NO and O2.46 Finally, the theoretical basis of treat­
ments concerned with explanation of energy transfer by E 
—► V, R long-range quadrupole-multipole interaction36'42 
must still be reconciled with those dealing with the effects 
of quantum resonance on collisions of electronically excited 
atoms with molecules.47’48

N2 and CO. The thermochemistry clearly indicates that 
the chemical reaction between Sn(53Pi) and Sn(53P2) with 
either N2 or CO will not occur. Physical relaxation will take 
place via NAT’s between the appropriate surfaces correlat­
ing with the three spin-orbit states of the 5p2 configura­
tion: (N2, CO = 12+(0+)) 0+ + 3P2(2g) = 3A' +  2A", 0+ + 
3P i(lg) = (A' + 2A"), and 0+ + 3P0(Og) = A'. The slow 
rates for the quenching of both Sn(53Pi) and Sn(53P2) by 
N2 (Table I) are not inconsistent with the energy dis­
crepancies involved in E —► V transfer (0" = 0 -*  1) for 3P2 
—* 3Pj and 3Pi —*■ 3P0. The present experiments permit no 
further detailed discussion of the mechanism of this nona- 
diabatic process. By contrast, rapid rates for the quenching 
of both spin-orbit states by CO, which has a comparable 
fundamental vibrational frequency to that of N249 presum-

Sn(53P2) + 0 II 1 Sn(53P„) + H2(i>" = 1. 7  == 2) A E = -99 cm 1 (6)
Sn(53P2) + HD(u" =0, J  =  1) — * Sn(53P0) + HD(u" =  1, 7  == 0) A E-= +115 cm-1 (7)

(v" =  0, -7=2) (v" =  1. 7 =  0) -63
U f =  0, 7  =  2) (</' =  1, 7 =  1) +22
<v" =  0, 7  =  3) ( v " =  1, 7 =  2) -73

Sn(53P2) - D.,(v" II 0 % II 0 1■ Sn(53P0) + D.,(u" = 1 ,7  =■ 4) A E == -138 cm-1 ( 8 )

(v" =  0, 7  =  1 ) (v" = 1, 7 =  3) -150
(v" = 0, 7  =  2) ([/' =  1. 7 =  4) -41
( V " = 0, 7  =  3) (v" =  1, 7 = 5) +64
(,v " = 0, 7  =  4) ( V " =  1, 7 =  6) + 165

Here, the low thermal population of H2 (J = 4) would 
make quenching of Sn(3P2) via (6) a relatively slow process 
in comparison with (7) and (£), more in qualitative agree­
ment with experiment. Indeed, it would seem that the rela­
tive rates of (2) + (6), (4) + (8), and (5) + (7) must be taken 
into account when calculating the overall rate constant for 
deactivation of Sn(3P2) by H2 D2, and HD, respectively. It 
would be of considerable interest to monitor the temporal 
profiles of the spin-orbit levels of the Sn atoms following 
energy transfer as such data would yield further informa­
tion concerning the relative contributions of the possible 
quadrupole-multipole relaxations. As indicated above, 
such a measurement is not feasible with the present experi­
mental arrangement.

A number of factors in this area require theoretical ex­
planation, the most difficult of which clearly being those 
concerned with quenching of different electronic states by

ably involves some specific chemical interaction between 
this molecule and the metal, an interaction commonly en­
countered with other metals in inorganic chemistry.

O2 and NO. Chemical reaction between either Sn(53P2) 
or Sn(53Pi) with nitric oxide would be highly endothermic 
and hence physical relaxation takes place. There are a rela­
tively large number of surfaces that correlate with the spin- 
orbit states, namely, 3P2 + NO(X2n i/2,3/2) = 10Ei/2(total), 
3P 1 + NO(X2n 1/2,3/2) = 6E i/2(total), and 3P0 + NO- 
(X2n 1/2,3/2) = 2a i/2(total), and hence one may expect a 
suitable number of surface crossings with NAT’s of appro­
priate magnitude in probability. Further, E ->► V transfer is 
sufficiently close to resonance to account for the observed 
rapid rates (Table I)

Sn(53P2) + NO(o" = 0) — Sn(53Pi) +
NO(u" = I) AE = +139 cm ’ 1
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Sn(53Pi) + NO(u" = 0) — Sn(53P0) +
NO(o" = 1) A£ = +183cm-1

It may be noted that Husain and Littler50 have observed 
that the removal of ground state lead atoms, Pb(63Po), by 
NO is characterized by kinetics which are overall third 
order, indicating the formation of a PbNO* intermediate. 
Further, these third-order processes were found to be char­
acterized by relatively large negative temperature rate 
coefficients,51 indicating the magnitude of the Pb-NO in­
teraction. It would seem reasonable to invoke comparable 
interactions for the higher spin-orbit states which presum­
ably account in part for the relatively rapid quenching of 
Sn(53Pi,2) and Pb(63Pi,2) by this molecule.

We have already presented the data for the quenching of 
Sn(53Pi,2) and Pb(63Pi 2) by molecular oxygen in our pre­
liminary communication22 and reported a relatively de­
tailed discussion of the mechanisms involved. Essentially, 
the data for Sn(53Pi,2) + O2 are in accord with a correlation 
diagram based on (J, fi) coupling, which has been given.22 
Briefly, there are potential surfaces (4A' + 2A", total) di­
rectly connecting Sn(53Pi) + O2 (X 32g~(0~, 1)) exothermi­
cally to the chemical products SnO(Xx2 +(0+)) +
0 (2 3P2,i,o). Although similar symmetry considerations 
apply to Pb(63Po,i,2) + 0 2, for which the (J, Q) correlation 
diagram has also been given,22 there is a sizeable body of 
kinetic evidence23’51 which supports the further complica­
tion of a rapidly established, near-resonance electronic en­
ergy exchange equilibrium, Pb(63Pi) T 0 2(X 32g- ) = 
Pb(63Po) + 0 2(a1Ag), AE = 105 dm-1, similar to that re­
ported by Derwent and Thrush52 for I(52P i/2) + 0 2 and 
Wiesenfeld et al.13’14 for Tl(62Ps/2) + 0 2.

C 02. Although the correlation diagram in (J, Q) coupling 
connecting the states of # b  + C 02 and PbO + CO assum­
ing Cs symmetry in the collision complex has been present­
ed hitherto,18 the analogous diagram for the tin atom has 
not and is given here (Figure 5). It differs from that of lead 
in two principal respects. First, the differences in thermo­
chemistry cause fundamental differences in the nature of 
the diagrams (see Figure 7, ref 18). Secondly, there is a fun­
damental difference between the ordering of the states of 
SnO and those of PbO. The ordering of the low-lying states 
of SnO is a matter of some controversy.53-55 Figure 5 is con­
structed following the ordering given by Deutsch and Bar- 
row54 whose work is spectroscopically more detailed. While 
chemical reaction between Sn + C02 is essentially thermo- 
neutral38’49’56

Sn + C02 = SnO + CO AH = +0.053 eV

Figure 5 clearly shows that, for the analogous exothermic 
reactions of Sn(53Pj) and Sn(53P2), there are no pathways 
leading directly to ground state chemical products. Hence 
chemical reaction or physical relaxation must occur via 
NAT’s between the appropriate surfaces shown in Figure 5. 
It is tempting to attribute the enhancement in the relaxa­
tion rate for the upper level (Table I) to the availability of 
more suitable vibrational modes in the quenching mole­
cule. The degenerate bending mode (¡>2) at 667 cm-1 and 
the symmetric stretch (iq) at 1388 cm-1 are available both 
to the 3Pi level (1692 cm-1) and 3P2̂ i transition (1736 
cm-1) while the asymmetric stretch (u3) at 2349 cm-1 is 
principally accessible to the 3P2 level (3428 cm-1). On the 
other hand, the explanation may well lie in those types of 
electronic factors that were discussed when considering 
quenching by the hydrogen isotopes. In particular, the

SnO o-’r ' - O T X T

Figure 5. Correlation diagram in (J, Q) coupling connecting the 
states of Sn +  C02 and SnO +  CO assuming Cs symmetry in the 
collision complex.

greater rate for the 3P2 level may lie with the more favor­
able coupling between the electronic J = 2 and J = 1 atom­
ic levels with this molecule compared to that between 
the 3Pi and 3Po levels.

Polyatomic Molecules. There are no effects sufficiently 
dramatic when considering quenching of both the 3Pj and 
3P2 levels by the polyatomic molecules investigated (Table
I) to merit detailed discussion. Indeed the complexity in­
volved when considering deactivation by diatomic mole­
cules alone indicates the inadequacy of present methods to 
deal with data for the polyatomic species within the con­
text of a detailed, physical, and unified structure. One may 
note generally slower rates for the deuterated alkenes com­
pared to the hydrogenated analogues. The most striking as­
pect of all of this group of data is the comparatively fast 
rates for all molecules from CH4 onward for both atomic 
states. There is a rough, weak correlation (in the classical 
sense) between log &q for the 3Pi and 3P2 levels and the 
ionization potential57 for the polyatomic molecules, with 
the exception of relaxation by CF4, which, by this criterion, 
is very fast. For many atomic states studied hitherto1-3’5 
large differences have been observed in the quenching rates 
between, e.g., CF4 and CF3H, the latter molecule being gen­
erally more efficient and the effect attributed to chemical 
interaction with the hydrogen atom. The comparably rapid 
rates observed here (Table I) may arise from the relatively 
small energies to be transferred which can readily be taken 
up in vibration, although a specific chemical interaction 
similar to that suggested14 for Tl(62P3/2) + CF4 may also 
facilitate physical deactivation.
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The quenching of the charge-transfer excited states of Ru(bpy)32+ and Os(bpy)32+ by O2, Fe3+, Co- 
(phen)33+, Ru(NH3)63+, Os(bpy)33+, and Fe(CN)63_ has been studied by a spectrofluorimetric method. 
The lifetime of the emitting state of the osmium(II) complex and the rate of its reaction with Ru(NH3)63+ 
were measured by a single-photon counting technique. A value of —0.96 V was estimated for the reduction 
potential of the Os(bpy)33+| *Os(bpy)32+ couple. Emission intensity measurements were used to determine 
the steady-state concentrations of the Fe2+ and Ru(bpy)33+ formed in the reaction of Fe3+ with the emit­
ting state of Ru(bpy)32+. The steady-state concentrations of the electron-transfer products increase in the 
order HC1 < H2S 0 4 < HCIO4 ~  CF3S 03H and in 0.5 M HC104 amount to about 25% of the initial 
Ru(bpy)32+ concentration under the conditions used. The Ru(bpy)32+-Fe3+ system exhibits a large photo- 
galvanic effect. The mechanisms of the reactions are discussed and general equations describing the 
steady-state characteristics of these systems are derived.

The quenching of the tris(2,2'-bipyridine)ruthenium(II) 
luminescence by various inorganic and organic substrates is 
a subject of much current interest.18  Recent studies have 
shown that depending on the nature of the substrate the 
quenching reaction may proceed by an energy-transfer3 4 or 
an electron-transfer mechanism0" 10 (or both). Since the 
emitting state of Ru(bpy)32+ has both very strong reduc- 
ing1’0"9 and moderately strong oxidizing10 properties, elec­

tron transfer can occur rapidly to substrates that are either 
oxidizing or reducing. Proof that the emitting state is act­
ing as an electron donor (oxidative quenching) requires the 
use of a substrate to which energy transfer cannot readily 
occur and which accepts electrons to give a reduced prod­
uct that is not rapidly oxidized by Ru(bpy)33+.6-8 Similarly, 
demonstration of reductive quenching requires the use of a 
substrate to which energy transfer is inefficient and which

The Journal o f Physical Chemistry, Voi. 80, No. 2, 1976



98 Chin-Tung Lin and Norman Sutin

donates electrons to give an oxidized product that does not 
rapidly react with Ru(bpy)3+. Evidence for electron-trans­
fer quenching has been obtained in flash experiments5 and 
also from product analysis studies.1,6,7 (The interpretation 
of even experiments such as these is, however, not free of 
ambiguities.2'9) Less direct evidence for electron-transfer 
quenching mechanisms has also been obtained from 
steady-state,9 relative rate,6 and spectroscopic consider­
ations.6,10

In the present paper we report the results of a study of 
the quenching of the tris(2,2'-bipyridine)ruthenium(II) and 
-osmium(II) luminescence by a variety of inorganic com­
pounds. The reactivities of the emitting states of 
Ru(bpy>32+ and Os(bpy)32+ are compared. The presence or 
absence of photogalvanic effects in these systems is re­
vealed by the quenching studies. Evidence is presented for 
the buildup bf appreciable concentrations of electron- 
transfer products upon continuous illumination of the 
Ru(bpy)32+-Fe3+ system and the accompanying free ener­
gy increase is related to the photogalvanic potentials ob­
served in this system.

Experimental Section
Materials. Commercial [Ru(bpy)3]Cl2-6H20 was purified 

by recrystallization from water while [0 s(bpy)3]Br2-3H20  
and [0 s(bpy>3](C104)2-H20 were prepared and purified 
using literature methods.11 Tris(l,10-phenanthroline)co- 
balt(III) chloride was prepared following the procedure of 
Pfeiffer and Werdelmann.12 The europium(III) source was 
99.9% pure europium(III) chloride (Ventron) or 99.99% 
pure europium oxide (Alfa). Commercial [Ru(NH3)g]Cl3 
was purified using published procedures.13 Iron(III) per­
chlorate was purified by recrystallization from perchloric 
acid. The other chemicals used were of reagent grade. The 
samples were freshly prepared with triply distilled water 
and the ionic strengths and the acid concentrations of the 
solutions were adjusted with NaCl, H2SO4, HCIO4, H C 1, or 
CF3SO3H. The samples were deaerated by argon bubbling 
immediately prior to use (except those using oxygen as a 
quencher).

Emission Intensity Measurements. The emission from 
the bipyridine complexes was measured on a Perkin-Elmer 
Model MPF-4 fluorescence spectrophotometer equipped 
with a 150-W xenon lamp. Incident light intensity was 
measured using ferrioxolate actinometry.14 Excitation 
wavelengths in the range 420-460 and 440-500 nm were 
used for Ru(bpy>32+ (Xmax 452 nm, e 1.46 X 104 M -1  cm-1) 
and Os(bpy)32+ (Xmax 483 nm, e 1.30 X 104 M -1 cm-1), re­
spectively. The emission was monitored in the range 560- 
760 nm; the (uncorrected) maximum emission intensity is 
at 608 nm for Ru(bpy)32+ and at 715 nm for Os(bpy)32+. 
The emission intensities were corrected for absorption of 
the incident light by the quenchers.1*3'6 The absorption 
spectra of the solutions containing the donor and various 
amounts of quenchers were essentially equal within experi­
mental error to the combined spectra of donor and quench­
ers. Absorption by the quenchers at the emitting wave­
lengths was negligible except in the case of Os(bpy)33+, 
where a correction to the emission below 690 nm was neces­
sary. All of the measurements were made with 1-cm2 cells 
at 25°.

Single-Photon Counting. The lifetime of the emitting 
state of Os(bpy)32+ in the absence and in the presence of 
Ru(NH j)63+ was measured on an Ortec-based single-pho­
ton counting apparatus. The Os(bpy>32+ solutions were

deaerated by argon bubbling and the serum-capped cells 
were sealed with wax prior to measurement. The solutions 
were irradiated at 400 or 480 nm with a pulsed argon-hy­
drogen lamp. The pulses were 10 /¿sec apart and each pulse 
had a full-width at half-maximum of 5.3 nsec. Filters that 
cutoff wavelengths below 640 nm were placed between the 
irradiated solution and the detecting photomultiplier. The 
performance of the single-photon counting equipment was 
checked by measuring the emission lifetime of quinine; the 
value of 18.1 nsec measured with this apparatus is in good 
agreement with the literature value of 19.0 nsec.l3a

Photogalvanic Cell. The photogalvanic potentials gener­
ated upon illumination of the Ru(bpy)32+-Fe3+ system 
were measured in a cell consisting of two identical com­
partments separated by a sintered glass disk. Each of the 
compartments was filled with 9 ml of a solution containing 
Ru(bpy>32+, Fe3+, and acid. The solutions were stirred at a 
moderate speed. One compartment was exposed to a 500-W 
tungsten projection lamp (2.3 X 10-7  einstein cm ' 2 sec-1 in 
the range 400-480 nm) while the other was kept in the 
dark. A Corning glass filter was used to cut off wavelengths 
below 400 nm. The illuminated compartment had a light 
path of about 2 cm. A 1-cm2 bright platinum gauze elec­
trode was placed in the center of each compartment and 
the electrodes were connected to a high impedance (10 Mil) 
voltmeter. The gauze and the connection to it were made of 
~0.008-in. diameter platinum wire. To minimize the varia­
tion of catalytic effects on the electron transfer reaction as 
a function of the state of the platinum electrodes and also 
to facilitate comparisons between various measurements, 
the same pair of electrodes and the same set of experimen­
tal conditions were used. With the exception of two experi­
ments carried out under nitrogen the potential measure­
ments were made in air. A high Fe3+ ion concentration (5 X 
10-3 M) was used in the latter case so that the Fe3+ would 
compete successfully with the 0 2 for reaction with 
*Ru(bpy)32+.

Results

Emission Intensity Measurements. In order to calculate 
Stern-Volmer constants from the emission intensity mea­
surements it is necessary to correct the observed ratios for 
the absorption of the incident or emitted light by the 
quencher and also for any difference in the concentration 
of the donor (resulting from its net oxidation or reduction 
by the quencher) in the quenched and unquenched sam­
ples. The former corrections (which were significant for 
quenching by Os(bpy)a3+ and Co(phen)33+) were made 
using standard procedures.1*3'6 The corrections for the 
changes in the concentration of the donor (which were im­
portant in the Ru(bpy)32+-Fe3+ system) were made using

(7L-(t ) £
which is valid when the absorbance of the donor is small. In 
this equation 7ref and /  are the observed emission intensi­
ties and [Dref] and [D] are the donor concentrations of an 
unquenched and quenched sample, respectively. The donor 
concentration of the quenched sample is equal to ([D0] — 
[X]) where [Do] is the total donor concentration and [X] is 
the amount of the donor that has been oxidized (or re­
duced). Values of [X] were obtained from eq 9 which is dis­
cussed later. Once [X] had been evaluated then eq la was 
either used directly (with [D] = ([D0] -  [X])) or the emis­
sion of an unquenched sample with a donor concentration
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equal to ([Do] — [X]) was measured. The corrected intensi­
ty ratios are plotted as a function of the quencher concen­
tration in Figures 1 and 2. The Stern-Volmer constants 
calculated from the slopes of these plots (eq lb) are sum-

(7o//)cor = 1 + KsvIQI (lb)

marized in Table I. The second-order quenching rate con­
stants are also included in this table. These rate constants 
were calculated from eq 2 where t0, the unquenched life-

« q  =  K s v /to  =  k en  +  k e \ (2 )

time of the emitting state, is 0.60 /isec for Ru(bpy)32+ 8 and
19.2 nsec for Os(bpy)32+ (determined in the work) in aque­
ous solution at 25°.16 The rate constants k en  and k e \ corre­
spond to energy-transfer and electron-transfer quenching 
paths, respectively.

In Table II the emission intensity ratios are presented as 
a function of incident light intensity, acid, Fe(III), and 
Fe(II) concentrations. It will be seen that the ratios at the 
two light intensities are drastically decreased by the addi­
tion of iron(II) and are smallest in hydrochloric acid. The 
emission intensities were independent of the light intensity 
for *Ru(bpy)32+ quenched by Ru(NH3)63+ or *Os(bpy)32+ 
quenched by Co(phen)33+. Furthermore the emission in­
tensity ratios did not vary with the light intensity or with 
the Ru(bpy)32+ concentration for *Ru(bpy)32+ quenched 
by molecular oxygen. This is in contrast with the observa­
tion that the ratios decreased with increasing Ru(bpy)32+ 
concentration when Fe3+ was used as the quencher. It was 
also found that the observed emission intensity for an un­
quenched sample was linearly dependent on the 
Ru(bpy>32+ concentration at low ruthenium(II) concentra­
tions but became increasingly insensitive to [Ru(bpy>32+.] 
at higher concentrations. This nonlinear relationship is 
presumably due to at least three factors: the exponential 
decrease of light intensity as a function of absorbance, the 
decrease in the collection efficiency of the emitted light as 
a function of (increasing) absorbance, and some self­
quenching at the higher Ru(bpy)32+ concentrations.

Figure 3 contains plots of Ru(bpy)32+ emission intensity 
ratios as a function of added europium(III) chloride con­
centration both in the absence and in the presence of mag­
nesium chloride. It will be seen that there is appreciable 
quenching at the higher europium(III) concentrations and 
ionic strengths but that the data do not give linear Stern- 
Volmer plots. The data also cannot be analyzed in terms of 
simple static quenching mechanisms involving a nonlumi- 
nescent Ru(bpv)32+-Eu(III) complex. No quenching by 
magnesium chloride was observed.

Although the determination of the Stern-Volmer con­
stant for europium(III) quenching of the Ru(bpy)32+ emis­
sion is hampered by the lack of information concerning the 
nature and amounts of the europium(III) species present at 
the high ionic strengths used, the fact that some quenching 
was observed raised the possibility that one possible prod­
uct of the quenching reaction, Eu2+, might be used to gen­
erate hydrogen in acid. However no hydrogen was detected 
by gas chromatographic analysis after an argon-deaerated 
sample containing Ru(bpy)32+ and Eu(III) in 2 M HCIO4 or 
HC1 had been irradiated (X >400 nm) in the presence of a 
platinized platinum wire. These results (together with 
those from a laser flash experiment) indicate that the 
quenching process either proceeds primarily by an energy 
transfer mechanism or that the products of the electron-

Figure 1. Stern-Volmer plots for the quenching of the Ru(bpy)32+ 
emission by a series of quenchers at 25°: (a) Fe3+ in 0.11 M HCIO4; 
(b) Ru(NH3)63+ in 0.50 M NaCI; (c) Co(phen)33+ in 0.50 M NaCI; (d) 
0 2 in H20; (e) Os(bpy)33+ in 0.40 M NaCI +  --0.10 M HCi; (f) 
Fe(CN)63_ in 0.50 M NaCI; (g) Fe(CN)63-  in 0.50 MH2S 04.

Figure 2. Stern-Volmer plots for the quenching of the Os(bpy)32+ 
emission by a series of quenchers in 0.50 M NaCI at 25°: (a) Co- 
(phen)33+; (b).Ru(Nrl3)63+; (c) Fe(CN)63-.

° 0  0 .4  0 .8  1 .2 i 6  2 .0

[EUROPIUM (III)] , M

Figure 3. Plots of (/0/Ooor lor Ru(bpy)32+ emission as a function of 
europium(lll) concentration at 25°: (a) no added MgCI2; the europium 
concentrations were obtained by dilution of a stock solution of euro- 
pium(lll) chloride in 0.50 M hydrochloric acid; (b) in 0.2 M HCI with 
the total europium(lll) and magnesium chloride concentrations kept 
at 4.0 M.

transfer path react very rapidly to reverse the quenching 
redox reaction and to reform Ru(II) and Eu(III) (see eq 7 
and 8).

Spectroscopic considerations indicate that energy trans­
fer from *Ru(bpy)32+ to the 16.9 kK level (7F —* 5D) of 
Eu3+ is a spin-allowed process.158 This path may be ruled
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TABLE I: Stern—Volmer Constants for the Quenching of the Ru(bpy )32+ and Os(bpy)32+ Emission by a 
Series of Inorganic Quenchers at 25°

Donor Quencher Medium ffs v ,M  1 10 9feq ,M  'sec

Ru(bpy)32+ Co(phen)33+ 0.17 M NaCl (1.4 ± 0.1) X 103 2.3 ± 0.2
0.50 M NaCl (1.8 ± 0.1) X 103 3.0 ± 0.2

Ru(bpy)j2+ o 2 h 2o (2.0 ± 0.1) X 103 3.3 ± 0.2
Ru(bpy)32+ Ru(NH3)63+ 0.50 M NaCl (1.6 ± 0.1) X 103 2.7 ± 0.1
Ru(bpy)32+ Fe(H20 )63+ 0.11 M H C K V -& (0.9 ± 0.1) X 103 1.5 ± 0.1

0.50 M HC10„a’ * (1.4 ± 0.1) X 103a 2.3 ± 0.1
0.50 M HC1 (1.6 ± 0.1) X 103d 2.7 ± 0.2
0.50 M H2SO„ (1.6 ± 0.1) X 103<i 2.7 ± 0.2

Ru(bPy)32+ Os(bpy)33+ 0.40 M NaCl + 0.10 M HC1 (2.3 ± 0.2) X 103 3.8 ± 0.3
Ru(bpy)32+ Fe(CN)63~ 0.50 M NaCl (3.9 ± 0.1) X 103 6.5 ± 0.1

0.50 M H2S 0 4 e <(4 .4  ± 0.1) X 103 <7.3  ± 0.1
Os(bpy)32+ Co(phen)33+ 0.50 M NaCl (1.1 ± 0.1) x 102 5.7 ± 0.4
Os(bpy)32+ o 2 H20  / (1.0 ± 0.2) X 102 5.2 ± 0.9
Os(bpy)32+ Ru(NH3)63+ 0.50 M NaCl (0.92 ± 0.04) X 102 4.8 ± 0.2

0.50 M NaCf? (0.91 ± 0.04) X 102 4.7 ± 0.2
Os(bpy)32+ Fe(CN)63“ 0.50 M NaCl (2.5 ± 0.06) X 102 13.0 ± 0.4

a (loll)cor has been corrected for the steady-state concentration of Ru(bpy)33+, see ref 9. 6 Os(bpy)32+ is readily oxidized 
by high concentrations of Fe3+. c The Stern—Volmer constant measured at very low incident light intensity (~1 x 10“ '° 
einstein cm-2 sec-1) is 1.45 X 103 M~' (D. Marshall and N. Sutin, unpublished observations). d This value was determined 
at very low incident light intensity. e Fe(CN)63“ slowly aquates in acid medium; Os(bpy)32+ is unstable in acid media with 
Fe(CN)63~ as quencher. / The 0 2 concentration = 1.5 X 10“ 3 M. X This value is obtained from Figure 4.

TABLE II: Emission Intensity Ratios from Solutions Containing Ru(bpy)32+ with and without Added Fe3+ as a Function 
of Incident Light Intensity, and Acid, Fe(III), or Fe(II) Concentrations at 25°a

106-
[Ru(bpy)32+],

M
103[Fe3+],

M Medium IrefHd’e

106-
[X ],6’c*/

M

10 1-
[X ],<*-/ 

M
4.46 1.5 0.50 M HCIO, 3.94 3.21 0.91 0.10
4.46 1.5 0.50 M H2S04 3.65 3.26 0.48 0.05
4.46 1.5 0.50 M HC1 3.34 3.35 ~0 ~0
4.46 0.5 0.50 M HC104 2.09 1.71 0.89 0.10
4.46 0.5 0.50 M H2S04 1.89 1.77 0.31 0.03
4.46 0.5 0.50 M HC1 1.75 1.74 ~0 ~0
4.46 1.0 0.50 M H2S04 2.50
4.46 2.0 0.50 M H2S04 4.00
4.46 1.0 0.50 M HC1 2.49
4.46 2.0 0.50 M HC1 4.26
4.46 1.5? 0.50 M HCIO, 3.23 3.23 ~0 ~0
4.46 1.5ft 0.50 M HC104 3.23 3.23 ~0 ~0

~3.7 1.5 0.10 M CF3S03H + 0.05 M HCIO, 4.32 3.42 0.85 0.10
4.46 1.5 0.10 M H,S04 + 0.05 M HCIO, 4.32 4.04 0.32 0.03
4.46 1.5 0.10 M HC1 + 0.05 M HCIO, 3.11 2.93 0.28 0.03
6.15 3.18 0.50 M HC104 1.56 1.29 1.20 0.15
4.92 2.23 0.50 M HCIO, 1.54 1.17 1.07 0.13
3.69 1.61 0.50 M HCIO, 1.52 1.18 0.91 0.11
3.07 1.12 0.50 M HC104 1.40 1.12 0.68 0.09
2.46 0.64 0.50 M HC104 1.31 1.02 0.60 0.08

a The excitation and emission wavelengths are 452 and 608 nm, respectively, and [X] is the steady-state concentration of 
Ru(bpy)33+ or Fe2+. b For the first 15 entries the incident light intensity was ~1.3 X 10“ ' einstein cm -2 sec“ 1 and /ref is the 
emission intensity measured at a Ru(bpy)32+ concentration of 4.46 X 10“ 6 M. c For the last 5 entries the incident light in­
tensity was 1.12 X 10“ ' einstein cm “ 2 sec“ 1 and /„ is the emission intensity measured at a Ru(bpy)32+ concentration of 
1.23 X 10“ 6 M in 0.1 M HCIO,. d The incident light intensity of ~1.3 X 10“ '  einstein cm “ 2 sec“ 1 was reduced by a factor of 
100 for the first 15 entries. e The incident light intensity was 1.4 X 10“ 10 einstein cm “2 sec“ 1 for the last 5 entries, /  The 
[X ] values calculated for the first 15 entries are not as accurate as those calculated for the last 5 entries since the former 
calculations are based on relatively high /ref// ratios. X The Fe2+ concentration added is 3.0 X 10“" M. h The Fe2+ concen­
tration added is 1.5 X 10“4 M.

out, however, since no sensitized emission from europi- 
um(III) was observed. On the basis of these observations 
we may tentatively conclude that the europium(III) 
quenching of the Ru(bpy>32+ emission proceeds by an elec­
tron-transfer mechanism and that the reverse electron 
transfer between the Ru(bpy)33+ and europium(II) pro­
duced in this reaction is much more rapid than the plati­
num-catalyzed reaction of europium(II) with hydronium 
ions.

Single-Photon Counting. The ratio of the lifetimes of

the Os(bpy)32+ emission t0/ t, where t0 and r are the ob­
served lifetimes in the absence and presence of the quench­
er, respectively, is plotted as a function of Ru(NH3)63+ con­
centration in Figure 4. The Stern-Volmer constant calcu­
lated from eq 3 is 91 M “ 1, in excellent agreement with the

to/ t = 1 + ffsv[Q] (3)
value of 92 M “ 1 obtained in the intensity quenching mea­
surements. Hexaammineruthenium(III) was used as the 
quenching agent for this comparison due to its stability in
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io 3 [ r u  ( n h 3)63* ] , ^

Figure 4. Quenching of the observed lifetime for Os(bpy>32+ emis­
sion by added Ru(NH3)63+ in 0.50 M NaCI at 25°.

aqueous solution and because of its very low absorbance at 
the exciting and emitting wavelengths. As mentioned 
above, the lifetime of the emitting state of Os(bpy)32+ de­
termined in this work is 19.2 nsec in water at 25°. We have 
also found that the luminescence quantum yield of (un­
quenched) Os(bpy)32+ is 2.59 times higher in methanol 
than in water. Provided the intrinsic radiative lifetime of 
the emitting state of Os(bpy)32+ is similar in the two 
media, this quantum yield comparison implies a lifetime of
49.8 nsec for *Os(bpy)32+ in methanol at 25°. This lifetime 
estimate is in good agreement with the value of 49 nsec ob­
tained from a direct measurement.150

Photogalvanic Potential Measurements. In all the ex­
periments reported here the platinum in the illuminated 
compartment acted as the cathode and the platinum in the 
dark compartment as the anode; that is, the current in the 
external circuit flowed from the illuminated to the dark 
electrode. The dependence of the photogalvanic potential 
on the incident light intensity is shown in Figure 5 and its 
dependence on the nature of the medium is shown in Table
III. The values in Table III (which are averages of several 
measurements) show that the photogalvanic potentials de­
crease in the order: HCIO4 ~  CF3SO3H > H2SO4 > HC1. 
This is also the order seen in the quenching measurements. 
The potentials of unstirred solutions tended to be about 
45% lower than those of stirred ones. No photogalvanic ef­
fect was observed in the presence of either ~10-4 M 
Ru(bpy)33+ or ~10-4 M  Fe2+. By decreasing the amount of 
added Ru(bpy)33+ or Fe2+ the potential of the system could 
be gradually restored. In order to test the long-term stabili­
ty of the system, an air-saturated solution of 3 X 10-5 M 
Ru(bpy)32+ and 5 X 10-3 M Fe3+ in 0.3 M  CF3SO3H was 
exposed to the tungsten lamp for 10 sec of every minute in 
a cycle which continued for 6 days.17 The absorbance mea­
surements made at the end of this time indicated that only 
about 20% of the Ru(bpy)32+ had been lost; during this 
time the potential also declined by about 45%. The system 
thus appears to be quite reversible in air and is likely to be 
even more stable in an inert atmosphere.

Discussion

Comparison of Excited State Reactivities. It is evident 
from the kinetic data presented in Table I that the quench­
ing reactions of *Os(bpy)32+ proceed about 60-100% faster 
than those of *Ru(bpy)32+. The real reactivity difference of 
the two excited states might even be larger than this factor 
since the *Os(bpy)32+ rates are close to the diffusion-con­
trolled limits. (The diffusion-controlled rate constant for

I------------- 1----1------------- 1------------- 1----;----

I60L -j

Figure 5. Plot of photogalvanic potentials as a function of incident 
light intensity: [Ru(bpy)32+] =* 3 X 10- 5  M, [Fe3+] =  2 X 10- 3  M, 
and [CF3S03H] =  0.3 M.

the M(bpy)32+-0 2  reactions calculated from the Smolu- 
chowski equation is 12 X 109 M -1  sec-1, assuming encoun­
ter radii of 6.2 and 0.9 A and diffusion coefficients of 0.37 X 
10-5 and 2.0 X 10-5 cm2 sec-1  for Ru(bpy)32+ and O2, re­
spectively.)

In attempting to rationalize the reactivity difference of 
the two excited states we will first attempt to ascertain 
whether there is a correlation between the reactivities of 
the excited states and their oxidation potentials. The stan­
dard potential for the reduction of M(bpy)33+ to 
*M(bpy)32+ (eq 4) can be calculated from the potential for 
the reduction of M(bpy)33+ to M(bpy)32+ (eq 5) and the 
free energy change for the conversion of M(bpy)32+ to 
*M(bpy)32+ (eq 6). The enthalpy difference between the

M(bpy)33+ + e-  =  *M(bpy)32+ (AG°)*,(E°)* (4)

M(bpy)33+ + e-  ^  M(bpy)32+ AG°, E° (5)

M(bpy)32+ -  *M(bpy)32+ AG* (6)
triplet and ground states can be estimated from the aver­
age of the maxima of the singlet-triplet absorption and 
emission bands of M(bpy)32+.6 The positions of the low- 
energy charge-transfer singlet-singlet absorption and sin­
glet-triplet absorption and emission bands of the ruthen­
ium and osmium complexes are compared in Table IV. It 
will be seen that the bands in the spectrum of the ruthen­
ium complex are shifted about 1-2 kK to higher energies 
relative to those of the osmium complex. This result is not 
unexpected in view of the greater ease of oxidation of the 
metal center in the latter complex.18 In interpreting the 
temperature dependence of the luminescence in these com­
plexes it has been proposed19’20 that the emission does not 
arise from a single charge-transfer sta'e of triplet multi­
plicity, but rather from three closely spaced, strongly spin- 
orbit coupled electronic states (which span 61 cm-1 in 
Ru(bpy)32+).18 However our observation of wavelength- 
independent quenching rates as well as of a single emission 
lifetime (as was also found to be the case at low tempera­
ture17) indicates that these states are in very rapid equilib­
rium. Although we shall, for the sake of convenience, con­
tinue to refer to the emitting state as if it were a single 
state of triplet multiplicity the above reservations con­
cerning the significance of the spin label should be kept in 
mind.18’21

Returning to the estimation of the oxidation potentials 
of the luminescent states, the enthalpy difference between 
Ru(bpy)32+ and *Ru(bpy)32+, calculated from the average
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TABLE III: Photogalvanic Potentials'2 of a Reversible Ru(bpy )3a+-F e 3+ System in Various Acids at ~22°

10s[Ru(bpy)32+], M 103[Fe3+], M Medium ^^obsd » V
1.9 4.8 0.10 M CF3S03H + 0.024 M HCIO, 0.16e
2.0 5.0 0.10 M CF3S03H + 0.025 M HCIO, 0.17
2.0 5.0 0.125 M HC104 0.17
2.0 5.0 0.10 M H3S04 + 0.025 M HCIO, 0.14
2.0 5.0 0.10 M HC1 + 0.025 M HC104 0.10
2.0 5.0 0.50 M HC104 0.18
2.0 5.0 0.50 M H2S04 0.14
2-.0 5.0 0.50 M HC1 -0 .03

a Open circuit potentials in volts. The incident light intensity in the range 400—480 nm was ~2.3 X 1 0 einstein 
cm -2 sec-1, in this range, the eD value for Ru(bpy)32+ was averaged as 1 X 104 M - 1.Cm-1. b Except where noted the solu­
tions were air saturated. No photopotentials were observed for a deaerated solution containing Ru(bpy)32+ but not Fe3+ or 
an air-saturated solution containing Fe3+ but not Ru(bpy)32+. c In a deaerated solution.

TABLE IV : Comparison of the Low-Energy Charge- 
Transfer Absprptions and Emissions of Ru(bpy)32+ and 
Os(bpy)32+ ; _______ _________

Transition' '♦ ku fbpyV + Ref Os(bpy)32+ Ref

S -  S, VK"..* . ‘ 22.1 (452) d 20.7 (483) d
• • • * 23.6 (423) d 22.8 (438) d

S -  T, kKo.b 18.2 (549) e -16 .9  (590) d,f
-15 .4  (650) d,f

T -  Si kKa>c 15.9 (630) d 13.3 (750) g
22 The numbers in parentheses are the wavelengths for the

transitions. 0 Low-energy charge-transfer absorption max­
ima. c Corrected emission maximum in water at 25°. d This 
work. e R. A. Palmer and T. S. Piper, Inorg. Chem., 5, 864 
(1966). /Reference 19. ?We are indebted to Professor M. 
S. Wrighton for this measurement.

ations can be rationalized in terms of the kinetic scheme 
summarized in5’9

hit
;D i= ± * *D (7)

ko
kel

*D + Q — *-D+ + Q- (8a)

D+ + Q - — >-D + Q (8b)

In this scheme kt is the second-order rate constant for the 
back (thermal) electron transfer between D+ and Q~. The 
steady-state approximation for the concentration [X] of D+ 
of Q-  gives

M * D ][Q ]= A t[X]2 (9a)

of the maxima of- the singlet-triplet absorption and emis­
sion bands of the ruthenium complex, is 2.11 eV. As far as 
the corresponding entropy change is concerned, only that 
part due to the spin multiplicity change (R In 3) can be cal­
culated. If it is assumed that other contributions to the en­
tropy difference can be neglected, then AG* is calculated to 
be 2.08 eV. Combining this value with the reduction poten­
tial of Ru(bpy)33+ (1.24 V in 1 M  acid22) gives (E°)* = 
—0.84 V .23-24 The analogous calculation for the osmium 
complex is complicated by the fact that the singlet-triplet 
absorption band which is the inverse of the emission band 
is not clearly resolved.18 If the absorption maximum at 
~16.9 kK is assigned to this band then the enthalpy and 
free energy changes for the conversion of Os(bpy)32+ to
*Os(bpy)32+ are calculated to be 1.81 and 1.78 eV, respec­
tively. Combining this value with the reduction potential of 
Os(bpy)33+ (0.82 V in 1 M  acid25) gives (E°)* = —0.96 V. 
These considerations suggest that the luminescent state of 
osmium is a somewhat better reducing agent than that of 
ruthenium. This difference could account for the greater 
reactivity of *Os(bpy)32+ provided that the quenching re­
actions under consideration proceed by electron-transfer 
mechanisms.26'27

Steady-State Considerations. Additional evidence for 
the conclusion that the quenching reactions proceed, at 
least in part, by electron-transfer mechanisms is provided 
by flash experiments. These experiments, which will be de­
scribed elsewhere, show that the quenching of the rutheni- 
um(II) and osmium(II) luminescence by Co(phen)33+ and 
Ru(NHs)63+ yields primarily electron-transfer products. 
The quenching rate constants obtained for these reactions 
are also consistent with calculations based on Marcus’ 
equations. These observations and the above consider-

If the absorbance of the quencher at the excitation wave­
length may be neglected and the absorbance of the donor is 
not too large, then the expression for the concentration of 
the excited donor in a 1 -cm path length cell can be simpli­
fied from eq 8 of a previous paper6 to give

2.3 X 103/ inAp
k 0 + &q[Q]

(9b)

where A d  = <d ( [ D o ]  — [X]), A d  and e o  are the absorbance 
of Ru(bpy)32+ (corrected for Ru(bpy)33+ concentration) 
and its molar absorptivity, respectively, and Iin is the inci­
dent light intensity (einstein cm-2 sec-1). Since the emis­
sion intensity (/) is proportional to [*D], the ratio of mea­
sured emission intensities (at constant incident light inten­
sity) from a sample containing Q to that from a reference 
sample without Q is

±_ = _ i ! 2 L  =  ([Do] -  [x ]  jfep
/ r e f  [ * D ] ref  [ D ] ref)fco +  feq [Q]| C>

provided Q »  Do. Equations 9a and 9b can be combined to 
yield

[[X1) j 2 _ / 1in|[D0] - [ X 1]|
l[X2]j / 2“ {[D0] -  [X2]J ( ’

which is an expression for the steady-state concentrations 
in a given sample at two different light intensities. Similar­
ly, eq 9c is an expression for the emission intensities of a 
given sample relative to that of an unquenched reference 
sample at two light intensities. Values of [X] as a function 
of light intensity can now be obtained by the simultaneous 
solution of eq 9d and 9e.

[Do] -  [Xr] r / 1  r j _ i  - I  

[Do] -  [X2] U e J l U j z (9e)
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Values of [X] calculated from eq 9d and 9e are presented 
in Table II. These [X] values were used to obtain the 
“ true” Stern-Volmer constants as described above (eq la 
and 9c). The steady-state concentrations of Ru(bpy)33+ 
and Fe2+ can evidently attain relatively high levels which 
amount to about 25% of the initial Ru(bpy)32+ concentra­
tion at the higher quencher concentrations. According to eq 
9a the steady-state concentrations are proportional to the 
square root of the excited state concentration. As a conse­
quence the yield of steady-state products is relatively low 
in samples containing high donor concentrations. In addi­
tion, high donor concentrations reduce the effective inci­
dent light intensity. These factors result in the observed 
emission intensities becoming relatively insensitive to any 
change in the steady-state concentrations. For these rea­
sons, the steady-state yields are highest and, from a practi­
cal point of view, are most readily determined at low donor 
concentrations and at high incident light intensities.

The square of the steady-state concentrations of 
Ru(bpy)33+ or Fe2+ are directly proportional to the product 
of the *Ru(bpy)32+ and Fe3+ concentrations (eq 9a and 
Figure 6). The value of ke\/kt calculated from the slope of 
the plot in Figure 6 is 2.6 X 103. Since fet is equal to 7.2 X 
10s M -1  sec-1  in 0.5 M  HCIO4 at 25° 28 we calculate that 
feei = 1.9 X 109 M -1  sec-1  in 0.5 M  HCIO4. Since the value 
of feq determined in this work is 2.3 X 109 M -1  sec-1  we cal­
culate that feei/feq = 0.81 ±  0.16 in 0.5 M  HCIO4 at 25°. 
This is an important result since it shows that most (if not 
all) of the quenching events result in net electron transfer 
from the excited ruthenium(II) to the iron(III). It should 
be emphasized that this conclusion is based on the 
stopped-flow data and on the analysis of the steady-state 
emission measurements in terms of eq 9, and that no fur­
ther assumptions have been introduced.

The effect of the medium on the steady-state concentra­
tions can be rationalized in terms of anion effects on fet. 
The data in Table II show that under comparable condi­
tions the steady-state concentrations of Ru(bpy)33+ or Fe2+ 
decrease in the order 0.5 M  HCIO4 >  0.5 M  H2SO4 > 0.5 M  
HC1. Since this order is determined by feei/fet and since the 
data in Table I show that feq is essentially anion indepen­
dent (and is about 15% smaller in 0.5 M  HCIO4) the results 
imply that, provided feei/feq is independent of the medium, 
fet decreases in the order HC1 > H2SO4 > HCIO4. This con­
clusion is consistent with the results of stopped-flow stud­
ies29 which have shown that the iron(II) reduction of po- 
lypyridine complexes of iron(III) proceed eight times faster 
in 0.5 M  H2SO4 than in 0.5 M  HCIO4.

The relatively low value of fet/feq for the Ru(bpy)32+-  
Fe3+ system results in a relatively high steady-state con­
centration of the electron-transfer products. The steady- 
state concentrations are much lower when Co(phen)33+ or 
Ru(NH3)63+ are used as quenchers. Laser flash studies 
show that the thermal electron transfer rate in the latter 
systems approaches the diffusion controlled limit. In com­
parison with Ru(bpy)32+, the formation of relatively high 
steady-state concentrations of electron-transfer products is 
favored in the Os(bpy)32+ system on account of the lower 
reduction potential of the Os(bpy)33+ complex. On the 
other hand, the efficient quenching of the short-lived 
Os(bpy)32+ excited state (r = 19.2 nsec at 25°) requires 
high quencher concentrations. In the case of a highly col­
ored quencher this produces a relatively large decrease of 
the incident light intensity, or, in the case of Fe3+ as 
quencher, the net oxidation of the osmium(II) complex.

Figure 6. Plot of the square of the steady-state concentration of 
Ru(bpy)33+ or Fe2+ vs. the product of the *Ru(bpy)32+ and Fe3+ 
concentrations in 0.5 M HCIO4 at an incident light Intensity of 1.12 X 
1 0 - 8  einstein cm - 2  sec-1 .

Overall, the advantage of the slower thermal electron- 
transfer rates in Os(bpy)32+ system is overcome by the 
shorter lifetime of its excited state.

Photogalvanic Cell. The potential changes produced 
upon illumination of dilute aqueous solutions of redox cou­
ples have been recognized for a number of years.30 These 
potentials are a consequence of the changed composition of 
the irradiated solution relative to the unirradiated one. The 
iron-thionine system provides perhaps the best known ex­
ample of this type of photogalvanic effect. Cells based upon 
this system have been extensively studied since 194Ó31 and 
a mathematical model describing some properties of these 
cells has recently been proposed.32® Because of their very 
low efficiencies, photogalvanic cells have not been seriously 
considered as a practical means of converting light into 
electricity. However the recent development c f semicon­
ductor electrodes and thin layer devices affords the possi­
bility of greatly enhancing the efficiencies of such cells.

Unlike the iron-thionine system in which the dye is re­
duced in light and oxidized in the dark, in the Ru(bpy)32+-  
Fe3+ system the “ dye” is oxidized in light and reduced in 
the dark. The iron-thionine and the Ru(bpy)32+-Fe3+ cells 
give comparable microamp current outputs under our con­
ditions (using a cell of extremely inefficient design). The 
latter system possesses some advantages over the former: 
*Ru(bpyh2+ is reasonably stable with respect to reaction 
with oxygen, especially in the presence of an efficient and 
stable quencher such as Fe3+. Furthermore the maximum 
absorption peak (452 nm) for the Ru(bpy)32+ complex is 
close to the maximum energy peak (~460 nm) of the solar 
spectrum. No reactive intermediates (which give rise to un­
desirable side reactions in the iron-thionine cell) are in­
volved in the kinetic scheme (eq 8).

The potentials generated in the Ru(bpy)32+-Fe3+ cell 
upon illumination are consequences of the differences in
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the compositions of the solutions in the dark and illumi­
nated compartments. The disappearance of these poten­
tials on the addition of either Ru(bpy>33+ or Fe2+ clearly 
establishes that the two active species in the Ru(bpy)32+-  
Fe3+ system are Ru(III) and Fe(II) generated in the 
quenching process. Similarly, the dependence of the poten­
tial on the incident light intensity (Figure 5) can be ration­
alized in terms of variations in the concentrations of 
Ru(bpy)33+ and Fe2+ with light intensity. The photogal- 
vanic potentials can be estimated as follows.32b The fluxes 
at the electrode surface are given by

f fe3+ = —ffe2+ = fehsi (ae- “ lAL — (10a)
and

/ r u ( i i i ) = - / r u (II) = khs2 {ce~a2AU -  deil- ° 2)AU) (10b)

rings of the ruthenium complex affords the possibility of 
increasing the lifetime of the emitting state of the rutheni- 
um(II) and/or lowering the reduction potential of the ru- 
thenium(lll), thereby changing the steady-state concentra­
tions and increasing the efficiency of the cell. The quench­
ing behavior and the steady-state characteristics of systems 
of this type are currently under investigation in this labora­
tory.
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Kinetics of the Permanganate-Bromide Reaction at Low Reagent Concentrations

Samuel A. Lawani
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A study of the kinetics of the permanganate-bromide reaction at low reagent concentrations has been done 
at 25.1°C using a stopped-flow spectrophotometer. The monitoring was achieved by following the disap­
pearance of permanganate, M n04_ + 5Br_ + 8H+ —► Mn2+ + ’/¿Br-i + 4H;>0, at 520 nm and the appearance 
of Br:j~, Bro + Br_ — Br.j- , at 267 nm. The reaction changes from first order to zero order with respect to 
permanganate as the reagent concentrations become lower; and the orders with respect to bromide and hy­
drogen ion concentrations are two and three, respectively. A mechanism which fits these findings is 2H+ + 
Br_ + Mn04_ — (HoMnOjBr) (K ); (H2Mn0 4Br) + H+ + Br_ —► H:(M n04 + Br2 (k). The activation pa­
rameters for the rate constant, k{h are AH* = 1.4 ±  0.1 keal/mol and AS* = —19.9 ± 0.4 eu.

Introduction

The kinetics of the reaction between permanganate and 
bromide ions at high reagent (Br-  and H+) concentrations 
was studied by Lawani and Sutter.1 Their aim was to eluci­
date the mechanism of this redox reaction in acid medium. 
It was found that the results can be explained in terms of a 
set of coupled first-order reaction scheme:

A, ^  A,
A j

where Aj is permanganate and the other A’s are intermedi­
ates formed with Mn04_ ion. However, at very low reagent 
concentrations this scheme no longer holds. Since the data 
obtained for the high reagent concentration region were ex­
tensive and complex to analyze, no attempt was made to 
pursue the very low concentration region. The purpose of 
the study presented here is to show how the electron-trans­
fer mechanism changes from first to zero order with respect 
to [Mn04_] in the latter region.

Experim ental Section

The procedure, instruments, and chemicals used in this 
study are the same as described by Lawani and Sutter. The 
only difference is in the treatment of raw data. Photo­
graphs of the kinetic traces were read and, with the help of

a computer program, the readings were converted to ab­
sorbances, D. Since (D — D „) would be negative at 267 nm 
where Br:!~, M n04~, and Bro absorb but positive at 520 nm 
where only Mn04_ absorbs, the computer was instructed to 
plot absolute values of (D — D „) vs. time and take the 
slopes. Stoichiometric determinations' show that the reac­
tion proceeds according to the equation

M n0.r + 5Br" + 8H+ Mn-+ + %Br2 + 4H20 

Results

It was previously reported1 that at low bromide and hy­
drogen ion concentrations the first-order plots are concave 
down at the beginning, becoming linear after a length of 
time. As the concentrations become lower a stage is finally 
reached where only the last few points at the end of the 
plot lie on a straight line (see Figure 1). At this point one 
begins to question the validity of the first-order plot. A 
zero-order plot for the same set of data gives a straight line 
with only a few points falling off at the end as shown in 
Figure 2. The plots in Figures 1 and 2 are chosen because 
they illustrate the change from one order to another; but 
most of the data presented here comes from plots at even 
lower concentrations where most or all of the data obey the 
zero-order rate law. The slopes of the zero-order plots are 
designated as the observed rate constants, k

A plot of fc,,b„d vs. [Br~|- is linear with an intercept which
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t  (sec)

Figure 1. Concave down first-order plot: [Br“ l =  4.00 X 10“ 2 M; 
[H+] = 0.265 M; [K/ln04“ ] 0 =  1.47 X 10“ s M; temperature =  
25.1°C; ionic strength, / =  0.919 M.

< (sec)

Figure 2. Zero order plot for the same data in Figure 1.

is approximately zero by the least-squares method. Table I 
shows the experimental data. All &0bsd values in this work 
are pseudo in [Br- ] and [H+] which are in high excess com­
pared to [Mn04“ ]. The hydrogen ion dependence is shown 
in Table II. A plot of feubsd against [H+]3 is linear with an 
essentially zero intercept. The &0bsd with all concentration 
terms removed is represented as ko. The value of ko, calcu­
lated from [Br- ] dependence, is (2.35 ±  0.02) X I07 M ~5 
sec-1 while a value of (3.79 ±  0.09) X 107 M “ 5 sec-1 is ob­
tained from [H+] dependence. Each [H+] given here had to 
be calculated for several reasons. First, the second dissocia­
tion of sulfuric acid is not complete and secondly, K+ ions 
from the KBr used as the reducing agent and the K2S 0 4 
used to keep the ionic strength constant associate with 
SO,2“ ions.2 A combination of the Davies3 equation and 
the work of Jenkins and Monk2 was used to arrive at the 
[H + ] values by the method of successive approximations. 
For this reason one cannot rely on these quantities as much 
as on bromide ion concentrations which were measured di­
rectly. This in turn means that the true rate constant, ko, 
from [Br“ ] dependence should be more dependable.

The temperature dependence of the true rate constant 
(see Table IV) was used in a least-squares computer pro­

T ABLE I : Dependence of Observed Rate Constants on 
Bromide Ion Concentrations0

1 0 2feo bsd» 1 0 2̂ obsd »
[Br“],M  M sec-1 [Br“],M  M sec-1

0.040 6.61 0.010 0.520
0.030 3.63 0.006 0.226
0.020 1.79 0.005 0.168

0 [H + ]= 0.265 M; [MnO4-]0 = 9.25 x 10‘ s M; ionic 
strength, I = 0.919 M; temperature = 25.1°C.

TABLE II: Dependence of Observed Rate Constants on 
Hydrogen Ion Concentrations0

[H2S04], m [ H+ ], M
10 2&obsd»
M sec-1

0.10 0.132 4.24
0.08 0.106 2.50
0.06 0.079 1 .1 1
0.04 0.053 0.623
0.02 0.027 0.225

°[Br-] = 0.10 M; [Mn04lo  = 4.63 X 10“5 M; tempera-
ture = 25.1°C ;/ = 0.919 M.

gram which gave AH* = 1.4 ± 0 .1  kcal/mol and AS* = 
— 19.9 ±  0.4 eu.

Discussion
A mechanism which fits the observed behavior of this re­

action is the following
K

2A + B + C ^ D  (I)

k
D + A + B —► products (II)

where A = H+, B = Br“ , and C = Mn04“ . If step II is much 
slower than step I, the former may be neglected in calculat­
ing the concentration of D, which is given by

[D] = / f  [A]2[B][C] (IF)

In the early life of the reaction, approximately

[A] = [A]0 -  2[D]; [B] = [B]0 -  [D]; [C] = [C]„ -  [D] (III)

where the zero subscript indicates initial concentration. 
Since [C]o «  [A]0 or [B]0 one may use, as an approxima­
tion, the initial concentrations [A]0 or [B]0 instead of [A] or
[B], Under these conditions eq II' becomes

[D] = /f[A]o2[B]o([C]0 — [D])
Solving for [D] gives

. _ K[A]o2[B]o[C]„
1 + K[A]o2[B]0

Using this in step II of the mechanism the rate law becomes 
d[C] _ fc/C[A]o3[B]02[C]o 
di 1 + K [A]o2[B]0

Under the conditions of this work the product [A]02[B]o 
ranges from 10“ 4 to 10“ 5 which suggests that A[A]„2[B]0 
may be negligible compared to unity. Hence the rate law
becomes

-d [C ]/d t = feo[A]o:,[B]o2[C]o = fe.,bsd
where kf, = kK.
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TABLE III: Dependence of Observed Rate Constants on Initial Permanganate Concentrations2

[Br~], M Msec-' M~' sec~'_______________ [Mn04-]„,M _______________ M~5 sec' 1

0.040 9.02 0.303 1.47 X 10“5 2.06
0 040 99.7,100 3.35,3.39 1.49 X 10 ' 4 2.23,2.26
0.020 2.37,2.44 0.318,0.328 1.47 X 10“s 2.16,2.23

a [H+] = 0.265 M; ionic strength = 0.919 Af; temperature = 25.1°C. Two values side by side indicate repeat runs.

TABLE IV: Temperature Dependence of the Observed and 
True Rate Constants2

Temp, “C 10 2̂ obsd io -7ft0
25.1 10.6 2.37
20.6 . 10.1 2.28
16.1 9.73 2.19
11.9 8.97 2.01

«[MnO„-]0 = 1.49 X 10-4 M; [H+] = 0.265 Af; [Br ] = 
0.040 Af; ionic strength = 0.919 M.

The zero-order plots being linear support this rate law. 
Furthermore, Table III in which both [Br- ] and [Mn04- ]o 
are varied lends more support to this rate equation. When 
the fe„bsd have been stripped of their bromide and hydrogen 
ion dependence the resulting feo[C]o values, designated as 
k\, are in direct proportion to [Mn04- ]o- In terms of the ac­
tual reagents the mechanism is

K
2H+ + Br-  + M n04-  =  (HoMnC^Br)

(H2M n04Br) + H+ + Br" H3M n04 + Br2

Equation III holds only in the early stages of the reaction 
and this accounts for some data points falling off at the end 
of the straight line in the zero-order plot. Neglecting this 
equation at the later stages, the mechanism in I and II 
above leads to a rate law which is first order in [Mn04~], 
This is supported by Figure 1.

The mechanism proposed here involves a two-equivalent 
electron transfer step which is in agreement with some pre­
vious findings in permanganate redox reactions.1411 The 
rate law above is exactly the same as obtained for the 
MhC>4_-Cl~ reaction5 except that the rate did not depend 
on initial permanganate concentration. A two-electron 
transfer step was also suggested for that reaction. The 
value of AS* for the present study indicates an entropy loss 
which may not be as big as one might expect since the 
mechanism shows that six reactant species combine to form 
only two product molecules. However, three hydrogen ions 
are involved in the mechanism, and according to Eigen6 a 
proton has four water molecules attached to it as H90 4+.

When ions of opposite charges react the charges are neu­
tralized apd some, if not all, of the solvent molecules are re­
leased." Although the bromide ion is not solvated8 and will 
therefore have no solvent to release, the number of water 
molecules set free by the protons is enough to affect the 
overall entropy change appreciably.

The complex (H2Mn0 4Br) proposed here is not unrea­
sonable because it is similar to K20s0 4(OH)2 which has 
been isolated.9 In the reactions between Ru04-  and OH-  
and Re04-  and OH- , the intermediates [RpO^OH^]3- 
and [Re0 4(0 H)2]3-, respectively, were proposed.10 Per­
manganate, being similar to these oxyanions, would also be 
expected to coordinate other species in a similar manner.

A striking similarity in the permanganate-bromide and 
permanganate-cyanide11 reactions is that each of them has 
two concentration regions, each region obeying a different 
rate law. In the Mn04- -CN -  reaction the rate law was 
found to be first order in both M n04-  and CN-  when their 
concentrations were low and the concentration of OH-  
high. At high reagent concentrations and low [OH- ], the 
rate was first order in [Mn04- ], second order in [CN- ], and 
inverse first order in [OH- ]. The findings by Lawani and 
Sutter along with the present study show that at high re­
agent (Br-  and H+) concentrations the rate law is first 
order in Mn04-  but zero order in the same reactant at very 
low reagent concentrations. It is assumed that the reaction 
proceeds by two concurrent mechanisms, the predominant 
one being determined by the magnitudes of the bromide 
and hydrogen ion concentrations.
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The Role of the Triplet State in the Photocoloration of the Dianthrones. A Reinvestigation
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Flash-photolytic investigations show conclusively that photocoloration in the dianthrones, to form the B 
isomer, takes place via the triplet state of the starting isomer A. Supporting evidence is provided by triplet 
sensitization experiments, in which B is formed exclusively, under conditions where isomer C is the sole 
product of direct excitation of A.

In an earlier paper13 we provided detailed evidence for 
our conclusion that in dianthrone, I, and its derivatives the 
photocoloration to what is by now commonly called the 
“ B” form passes through the triplet state of the starting 
form A:

A — ► 'A* — ► 3A* — *- D — *■ B

(D is an unstable isomeric precursor of B). This conclusion 
was elaborated in a recent note,lb but contradicts earlier 
results by Huber and coworkers3 who tried to correlate the 
triplet state and the formation of the photochromic isomer, 
in particular in triacetin solutions. According to Huber3 
and to a more recent paper by Gschwind and Wild,2 most if 
not all the optical absorption in the visible region assigned 
to B, and arising from uv irradiation, appears virtually in­
stantaneously, i.e., within the time resolution of the experi­
mental setup (ca. 0.05 msec), while the triplet absorption 
decays at a much slower rate. No D was observed by these 
authors. They therefore concluded that B is formed direct­
ly from the excited singlet of A, parallel to the triplet:

3A*

Né.
B

No clear-cut distinction between the colored B and C iso­
mers was established by the above authors, though at suffi­
ciently low temperatures little, if any, C is formed.13 The 
nature of B and C was established recently.4

In an effort to reconcile the results of both groups, and to 
find the possible reasons for the obvious discrepancies, we 
have now carried out additional flash experiments, using 
dilute solutions of the tetramethyl derivative II investi­
gated by both groups, in three widely differing solvents: a 
mixture of aliphatic hydrocarbons (methylcyclohexane-2- 
methylpentane, 1 :1 ), a mixture of alcohols (l-propanol-2- 
propanol, 3:2), and the highly viscous triacetin (glycerol tri­
acetate). In addition, earlierlb sensitization experiments 
with the dimethyl derivative III, dissolved in methylene 
chloride, were extended, and carried out also with I and II.

As described earlier, the photoformation of D and B is 
controlled by the nature and the viscosity of the solvent 
medium in which A is dissolved. For each solvent a temper­
ature Ti exists at which practically no photocoloration is 
observed in flash photolysis, except that ascribed to the 
triplet 3A*. (No disagreements exist regarding this point.) 
At a somewhat higher temperature T2 the viscosity is suffi­
ciently lower to allow formation of D, the precursor1 of B. 
At this temperature the kinetics of the formation of D, and 
the subsequent spontaneous conversion D —► B, can be fol-

0

A

I: R =  R' =  H; II: R =  R' =  CH3; III: R =  CH3; R' =  H

lowed flash photolytically. The photocyclization product 
“ C” , the formation of which is strongly temperature depen­
dent,13 is formed to some extent at T2 in triacetin, and not 
at all in the other two solvents. Since it is thermally stable 
at T2, it gives rise to a permanent increase in absorption at 
its main peaks, in the range 410-500 nm, and at its minor 
peak, in the range 550-750 nm. At T2, isomer B, the ab­
sorption of which covers the range 500-750 nm (cf. Figure 
1) is the only stable photoproduct in 1P-2P and in MCH- 
2MP, and the major one in TA. Table I summarizes the 
values of T1 and T2 employed in the present study.

The kinetics of decay of the triplet 3A* and of formation 
and decay of D were followed, as before,1 at 490 and 720 
nm, respectively. (On the time scale of the present experi­
ments the formation of the triplet 3A* is instantaneous.) 
With each solvent flash-photolytic experiments were car­
ried out at two temperatures T\ and T2. Each kinetic curve 
was taken concurrently on two identical oscilloscopes oper­
ating at different time scales. In Figure 2 we present the re­
sults obtained with a 5 X 10“ 5 M solution of II in 1P-2P. 
The results in MCH-2MP closely parallel those in the pro­
panol mixture at the corresponding temperatures. Figure 3 
shows the observations in a similar solution in TA.

The results in the first two solvents can be summarized 
as follows (Figure 2). (a) At T1 transient absorptions a and 
b appear “ instantaneously” at both 490 and 720 nm, and
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Figure 1. Absorption spectra of the various isomeric forms of com­
pound li and III. The curves are named as detailed in text. (A) Com­
pound III in CH2CI2, at —70°. Curve C was obtained by 405-nm irra­
diation, and is completely reconverted into A by irradiation at 546 +  
578 nm. Curve B was obtained by 436-nm irradiation of the same 
solution, to which biacetyl had been added to give a 0 . 1  M solution. 
(B) Compound II In triacetine. The absorption curves of D and of trip­
let A were obtained at —78° (3A* by means of flash photolysis), B 
and C at —70°. Curve B resulted from 366-nm Irradiation, followed 
by 546 +  578-nm Irradiation to erase C, and describes a mixture of 
ca. 80% B and 20% A. Curve C was obtained by extrapolation,1a 
and describes the absorption calculated for the pure C isomer.

Figure 2. Oscilloscope traces obtained In flash-photolytic measure­
ments of solutions of II In 1P-2P at —169 and —154°, a: 490 and at 
720 nm. The Initial rise at 490 nm is higher at —169°, because in 
the experiment at — 154° the solution had already been flashed sev­
eral times, and a considerable part of A thereby converted Into B. 
Wavelengths and time scales as Indicated in each figure; upper part 
at —169°, lower part at —154°, at otherwise identical conditions. 
Optical density values are given in parentheses at the left-side verti­
cal scale. The meaning of a, b, and a '-d' is explained in the text.

TABLE I: Values o f T, and T2 Employed with 
Various Solvents

Solvent0_______MCH-2MP 1P-2P__________ TA
T , , ° C  -1 8 6  -1 6 9  -7 8
7\,°C -1 7 3  -1 5 4  —60

a MCH = methylcyclohexane, 2MP = 2-methylpentane,
IP = 1 -propanol, 2P = 2-propanol, TA = glycerol triacetate, 
commonly known as triacetin.

decay to zero at identical rates at both wavelengths, (b) At 
T2, an “ instantaneous” increase b' in absorption at 720 nm 
is followed by a further slow increase up to c' and then a 
decrease to a stable value d’. b' is identical with b. At 490 
nm, a transient absorption a' decays to a low final value r 
at a rate similar to that of the slow increase at 720 nm. The

values for a, b, a ', b', c ', and d' in Figure 2, expressed as op­
tical densities, were as follows: a =  0.60, b = b' = 0.09, a' =
0.36, c '  = 0.32, d' = 0.18. As usual in such measurements, 
the oscilloscope trace measures percent absorption (100% — 
percent transmission) vs. time. It is therefore greatly dis­
torted at low transmissions, as compared with the corre­
sponding curve of optical density vs. time, in particular if 
the full-scale vertical deflection of the scope corresponds to 
the complete transmission range 0-100%. (Cf. left side scale 
of Figure 2, where optical density values are given in paren­
theses.)

We explain these results as follows. At T i the only tran­
sient is triplet 3A*, which returns practically completely to 
ground-state A, because of the viscosity controlled energy 
barrier1 separating it from the primary photoproduct D: A 
— 3A* -f* D. At T2 this barrier is passed at a rate much be­
yond that of the return to the ground state, so that we ob-
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Figure 3. Oscilloscope traces obtained in flash-photolytic measure­
ments of solutions of compound II in TA at —78° (upper half) and at 
—60° (lower half), at 490 and 720 nm, and with the timescales as 
indicated in each case.

serve in effect A **■ 3A* —» D. The instantaneous increase in 
absorption at 720 nm at T2 is solely due to 3A* which, on 
the time scale of our experimental set-up, is formed “ in­
stantaneously” from 1A*. Since D absorbs at 720 nm much 
more strongly than 3A*, the gradual formation of D from 
3A* is accompanied by an increase in absorption. At 490 
nm 3A* absorbs much more than D and therefore a de­
crease in absorption is observed, parallel to the increase at 
720 nm. The formation of D is followed by its spontaneous 
conversion into B, which again is a viscosity controlled re­
action.1 Since at 720 nm B absorbs less than D, this conver­
sion results in a decrease in absorption, down to that of B, 
which is stable at T2. This is why the absorption at 720 nm 
passes through a peak value with time, depending on the 
rates of the spontaneous processes 3A* ->■ D and D -► B. 
The absorption of 3A* extends all the way from the peak at 
490 nm to that at 890 npa, first described by Wild;2 at 720 
nm it is about one seventh that at 490 nm (0.09 and 0.60, 
respectively).

In TA solutions, Figure 3, the results at first sight do not 
appear as straightforward. In particular, not all of the ini­
tial absorption at 720 nm and —60° is accounted for by the 
absorption due to 3A*, as observed at —78°. Expressing the 
results as optical densities, we have a = 0.27, a' = 0.26, b = 
0.040, b' = 0.061, c' = 0.19, and d' = 0.087. Thus, out of an 
initial rise at 720 nm of b' = 0.06, only b = 0.04 can be at­
tributed to the triplet 3A*, while 0.02 is not accounted for. 
However, this is still only 2/19, i.e., about 10%, of the total 
absorbance c’ assigned to D formed under these conditions. 
We note two experimental complications encountered with 
solutions in TA. First, TA is not a stable solvent, and we 
succeeded to obtain reproducible results only with freshly

distilled solvent, using an efficient fractionating column at 
reduced pressure. Second, the cyclization product C which 
is formed to some extent at —60°, directly from the singlet 
excited 1A*, could account for some of the initial absorp­
tion at 720 nm. (Cf. Figure 1, curve C.)

We therefore conclude that in the first two solvents D, 
and therefore indirectly B, is formed solely via 3A*, while 
in TA this is the major pathway, and possibly the sole one. 
Of course, these conclusions hold strictly only for the tem­
peratures T2 at which our measurements were made. In the 
absence of conflicting evidence we may assume a similar 
mechanism at higher temperatures too, though in principle 
a singlet mechanism may open up at high temperatures.

It remains now to explain the discrepancy between the 
above results and those of the Zurich group, whe found no 
evidence for the existence of the D isomer in triacetin, and 
no correlation between the photocoloration to B and the 
decay of triplet 3A*. Two technical reasons might be re­
sponsible: the quality of the solvent TA, and the intensity 
of the flash. The difficulties with the solvent TA ha", e been 
mentioned above, and indeed experiments carried out in 
Zurich with our solution proved the existence of D, by ob­
taining decay curves at 720 nm which pass through a maxi­
mum, basically similar to our Figure 3 (lower part).5 As far 
as the flash intensity is concerned, we have recently descri­
bed6® a case in which the course of secondary thermal reac­
tions is affected by it. However, we believe that in the 
present case the major reason for what looks like a large 
discrepancy even with the same solution is actually the 
simple one elaborated above, i.e., the low sensitivity of the 
measurements at low optical transmissions. The flash in­
tensities in Zurich were probably about five times higher 
than ours, even using our short cells, and therefore a'-d' 
there were mostly in the range below 40% transmission.

It seems advisable that one should always operate at the 
lowest flash intensities which are still compatible with the 
required experimental accuracy. In view of the ease with 
which transmission changes in the range between 100% 
and, e.g., 60%, can be measured accurately, there is normal­
ly no reason to employ flash intensities causing changes in 
transmission beyond this range.

To summarize, it seems that the reports of instantaneous 
photocoloration in TMD solutions are based on the two 
technical points mentioned above, and on the fact that the 
optical absorption of triplet 3A* and of C extend all 
through the visible range. The “ instantaneous”  formation 
of C via a singlet mechanism, regarding which no disagree­
ment exists may thus be responsible for observed differ­
ences between b and b' in Figures 2 and 3.6b

We note that this is one of the few examples in which the 
sequence excited singlet -*  triplet —*• photoproduct can be 
followed by conventional flash photolysis, and the variation 
with viscosity of the rate of the second step can be measur­
ed.1®

So much for results with TMD. As mentioned before,1 
low-temperature flash experiments with dianthrone itself, 
I, and with a variety of its derivatives available to us, have 
shown that in all cases the triplet mechanism of photocolo­
ration is either the sole or at least the predominant one at 
the temperatures of investigation. (In most cases B is 
formed directly from 3A*, without evidence of D.)

Indirect support for the triplet mechanism is provided 
by sensitization experiments,lb>7 with biacetyl serving as a 
triplet sensitizer. We have now used a similar system to ob­
tain more direct support. As reported,1® 8 the ratio between
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the two colored photoproducts B and C of II and of III is a 
function of the solvent and the temperature. In solutions of 
III in methylene chloride, CH2CI2, C is virtually the sole 
photoproduct.18 We could now show that nevertheless irra­
diation at 436 nm (where only biacetyl absorbs) of a solu­
tion of III and biacetyl in CH2CI2 forms exclusively the B 
isomer. Since it is commonly accepted that the photocycli- 
zation product C is formed directly from the excited singlet 
'A*, we conclude that in this solvent intersystem crossing 
*A* —*• 3A* is inefficient and 'A* disappears mainly by 
photocyclization and by fluorescence:

A ‘A * — ► C

However, once 3A* is formed via energy transfer, it is trans­
formed inter B in this solvent just as in others: 3A* —► B.

Relevant experiments were carried out both flash photo- 
lytically at and below room temperature, and at -70 ° in 
the Cary 14 spectrophotometer. C was identified by its 
double peak at 460 and 480 nm and by its photoconversion 
back into A with light at 546 and 578 nm. Typical concen­
trations employed were: biacetyl, 10_1 M  and III, 5 X 10“ 5
M. Figure la describes an experiment at —70°. Very similar 
results were obtained with CH2CI2 solutions of II and of I. 
In the presence of biacetyl, irradiation produces B in both 
cases. In the absence of biacetyl the major photoproduct of 
II is its C isomer, while I is photooxidized to helianthrone, 
IV, via a C-like precursor observable only by flash meth­
ods.9

Experim ental Section

The low-temperature techniques have been described 
before.10 The copper block technique was employed 
throughout. In the flash-photolytic experiments we used 
cells made of rectangular cross-section Pyrex tubing (4 X

12 mm inside) with a light path of 20 mm along the direc­
tion of the measuring light beam.11 The peak optical densi­
ty of the solutions at the 390-nm peak was about 0.4 in the 
direction of the flash (4 mm), so that homogeneous irradia­
tion was assured. In the regular flash experiments the light 
from the flash tubes was passed through Corning 9863 col­
ored glass filters. In view of the Pyrex Dewar and cell this 
meant an effective wavelength range of irradiation between 
330 and 400 nm. In the sensitization experiments the wave­
length range 410-450 nm was transmitted by means of a 
suitable filter combination. The flash apparatus12 consisted 
of two oxygen-filled 10-cm flash tubes operating in series at 
up to 20 kV with either one or two 1 ¿¿F capacitors. A 100- 
W, 12-V tungsten-iodine monitoring lamp was used with 
suitable light filters, a 500-mm Bausch and Lomb mono­
chromator, a 9558 EMI photomultiplier, and Tektronix 564 
storage oscilloscopes.
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Cytosine, 0.1-10 mJli, has been radiolyzed at constant dose rates in 0.02 M phosphate buffer, pH 7. If the 
pH is then adjusted to 3, the absorption of the radiolysis products at 275 nm becomes negligible, and the 
radiochemical decomposition yield G(—cyt) can be calculated from the decrease in absorbance. In oxygen- 
saturated solutions it is described by the expression (D* = dose in krad): G(—cyt) = 3.3 — 0.024D* (to at 
least 40% decomposition). The radiolysis products react with the radicals derived from the solvent about 
one fifth as fast as cytosine does. The radiolysis products have appreciable absorbance at <260 rim and pH 
3, and at 266 nm and pH 7 or 11. The spectral characteristics of the predominant products resemble those 
of known dihydrocytosine derivatives. In solutions containing >1 mM  cytosine and initially saturated with 
air, the oxygen is soon depleted; in absence of oxygen, different radiolysis products having a higher absorb­
ance are farmed.

Introduction 1

This paper describes an investigation of the radiolysis of 
cytosine in dilute, neutral aqueous solution. For the most 
part, the systems studied were saturated with oxygen, but 
some experiments also were done in deoxygenated solu­
tions. As we shall see, oxygen has a critical effect on the 
course of the radiolysis.

Cytosine is one of the four bases found in DNA. There is 
considerable evidence to indicate that the alteration of 
DNA by radiation plays an important part in the develop­
ment of radiation injuries2 and, for this reason, it is perti­
nent to investigate the effects of radiation on the constitu­
ent parts of DNA. In general, ionizing radiation is exceed­
ingly harmful to living organisms and stringent precautions 
must be taken to minimize exposure.3 However, on the 
other hand, controlled exposure to radiation has one im­
portant medical use; after surgical resection, it is the next 
most widely used means of treating cancer.4 The mecha­
nisms that underlie radiation injury are thus the subject of 
widespread and pressing interest.

A substantial amount of work has already been done on 
the radiolysis of cytosine, which has recently been reviewed 
by Infante et al.5 Their paper should be consulted for de­
tails that will not be repeated here. More recently, two pa­
pers on the subject have been published by Polverelli and 
Teoule.6 Selected results are summarized in Table I. This 
shows that the subject is very complicated, and that many 
questions have not yet been satisfactorily resolved. If the 
reported values of the radiochemical yield for decomposi­
tion G(—cyt)1 are correct, the composition of the solvent 
clearly has a critical effect on the radiolysis, and significant 
comparisons can only be made if the medium is kept con­
stant, or appropriate adjustments are made.

It may be seen that the products are numerous and that 
some of the reported yields are discordant. However it is 
not clear, at this point, whether the discrepancies are due 
to inadequacies in the analytical determinations, or to real 
differences in the course and mechanism of the radiolysis, 
or to both.

It is not likely that any of the radiolysis products can 
substitute for cytosine in biological function. Thus it may 
be argued that, from the biological point of view, the de­

struction of cytosine is all that matters, and not whether it 
yields product Pi, or P«, or a complex mixture P] .. . P, (to 
be sure, some of these products may have biologically sig­
nificant effects of their own; see, e.g., Polverelli et al.15). 
The present investigation was accordingly designed to con­
centrate on the precise determination of G(—cyt) in a me­
dium of well-defined composition, and we deliberately 
avoided, as much as possible, the question of what produ^s 
are formed.

Cytosine has an intense, characteristic spectrum in the 
ultraviolet, and measurement of the changes in that spec­
trum constitutes a convenient way of following the radioly­
sis. To interpret these changes properly it is, however, nec­
essary to establish whether the spectra of the products 
overlap that of cytosine. The next section of the paper pre­
sents a theoretical treatment of the relationship between 
absorbance and radiolytic yield which is then applied to 
the interpretation of the experimental results.

Spectral Changes Due to Radiolysis

Let a substance S in solution be converted by radiation 
into a mixture of products Pi .. . P,:

S + ... ----- * iqP, + ... C,P, (1)

p, represents the amount of substance P,, measured in 
moles, formed by the radiolysis of 1 mol of S, i.e., v, = 
G(P,)/G (—S); i', is not a conventional stoichiometric coeffi­
cient, because, in general, it is not integral and, further­
more, it may vary with the dose D.

Let us first assume that the u, do not change with dose,
i.e., G remains constant. It is convenient to define an 
“ equivalent absorption coefficient” for the products by the 
expression

= L  (2)
i

where e,x is the molar absorption coefficient of the ith 
product at wavelength A. If (A  is zero (or small enough to 
be negligible relative to the absorption coefficient of S, eSx) 
the absorbance remaining after a dose D is given by

A d x = [S]tsx = ([S]0 -  G(—S)£v)esx (3)
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TABLE I: Selected Studies of Cytosine Radiolysis11

Conditions G(— cvt) Products6 Comments'' Ref

Degassed 0.9

pH 1, 0.01 M NaCl 8.8

pH 5.2 2 .15c

pH 7.4, 0.01 M phos­
phate

In air, no buffer

3 .4C

Deoxygenated 1.8

r

pH 3—4, deoxygenated, 
Cu(II) added 

pH 7, deoxygenated

2.7

Neutral 2.49c

5-Hydroxycytosine (0.34)
Uracil glycol (0.20)
Cytosine glycol
5-Hydroxycytosine (0.46)
Uracil (0.3)
“ Hydroxyhydrocytosine” (0.1 5)
5.6- Dihydroxycytosine (0.1)

Cytosine glycols (2.28)
5-Hydroxycytosine (0.42) 
Dihydropyrimidines (< 0.9)
C,H7N ,0 2 (0.61)
Carboxyl ureides (0.21)
5.6- Dihydroxy-5,6-dihydrouracil (0.13)
5-Hydroxyhydantoin (0.10)
Three additional products (0 .15)d

Lowest yield reported in 7
any conditions

Highest yield reported in 8
any conditions

G determined spectro- 9
photometrically c

Same G in unbuffered 10
medium

Products from 10“3 M  11
cyt after 150 kradsc

From 0.01 M cyt, up to 12
50% decomposition

From 0.01 M  cyt, 0.002 13
MCu

14
From 1 0 '3i M  cyt after 6

37.5 krads; G(—cyt) 
from 10"* M cyt after 
3000 rads is 2.08, and 
G (products) are dif­
ferent

a For additional studies, see Infante et al.5 6 List of products may not be complete; original reference should be consulted 
for details (numbers in parentheses are G values for products). c See Discussion for further consideration of the subject, 
d Two more products have been reported in other papers.15

where Ev is the energy absorbed per unit volume.16 
*it follows from (3) and the assumptions stated above 

that Apx decreases linearly with dose, and that the slope of 
the line equals G(—S):

G (-S ) = (A0X -  Adx)/Ev€sx (4)

If is greater than zero, then eq 3 becomes

Apx -  [S]»csx + ([S]o -  [S]o)fsx = -40x -
G(-S)EvUsx ~ ^ x) (5)

Apx is still a linear function of dose, but G(—S) is now 
measured by

G (-S ) = (A0X -  Anx)/Ev(esx -  e2x) > (A„x -  ADX)/Evesx
(6)

Next, consider the absorbances at two different wave­
lengths, X = a,/3. In general, the fractional change in ab­
sorbance will vary with wavelength. However, it may be ob­
served in some cases that the fractional changes after a 
given D are the same, i.e.

Mo“ -  ADa)/Aoa = ( V  -  ADH)/A0e (7)

If so, with the appropriate substitutions one obtains

£ VG(—S)(fs" — ein)/[S]ofsi' = GVG(—S)(is4 —
^ )/[S W s d (8)

and it follows that the following condition must hold:

esaAs" = (9)

This condition will of course be fulfilled if tv" = = 0.
The alternative possibility, that f; 1 be > 0 and proportion­
al to (sx at ail the values of X being considered, is extremely 
unlikely; it can almost certainly be discounted if, in the 
range considered, es shows a well-defined maximum or 
other characteristic inflection(s). In other words, if it is

found empirically that eq 7 holds for arbitrary «-and /?, one 
may conclude with near certainty that is negligible.

Moreover it may be seen, by comparing eq 4 and 6, that 
the former always and unequivocally gives the lower limit 
to the value of G, i.e., if the presence of some absorbing 
product is overlooked, and c2 is in fact not zero, the true G 
value will be greater than that given by eq 4.

The foregoing argument can be generalized to the case 
when G is not constant with dose. In that case, of course f j 
= f(D) and Apx will not be a linear function of D. However, 
o  will have a definite value at any given dose, and eq 5-9 
will hold for all X at that dose.

Experimental Section
Materials. Two samples of cytosine were investigated, 

and both gave the same results; one sample, cytcsine-H20, 
was from Schwarz Bioresearch, the other, cytosine-0.5H20, 
from Sigma Chemical. The sodium phosphates, of analyti­
cal-reagent grade, were obtained from Fisher Scientific.

All solutions were prepared with distilled water that had 
been passed through a deionizing resin, redistilled from al­
kaline permanganate, and finally distilled a third time. All 
the solutions to be irradiated contained 0.02 M phosphate, 
and their pH was 7 ±  0.05 (Beckman Model SS-2 pH 
meter); they were made up by diluting a 0.2 M stock solu­
tion that contained 10.76 g of NaH2P04-H20  and 17.24 g of 
Na2HP04 per liter.

Methods. Each irradiated sample had a volume of 9 ml 
and was contained in a 10-ml glass vial. The samples were 
irradiated in a Gammacell-200 cobalt-60 irradiator, 
equipped with the gas-inlet and sample-holder accessories 
(Atomic Energy of Canada). To minimize possible post-ir­
radiation changes, the samples were examined as soon as 
possible, usually within 10-20 min. The measurements 
used to calculate G (—cyt) were corrected, if necessary, by 
extrapolation to zero time.
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The dose rate, measured with the Frieke dosimeter, was 
between 2700 and 2000 rads min-1. The calculation was 
based on c(Fe3+, 304 nm) 2195 M -1  cm-1, G(Fe3+) 15.6.17

Oxygen Saturation or Removal. Oxygen was passed first 
into a pressure-regulating and ballast flask,18 then through 
the Gammacell inlet tube, and finally through a thin glass 
capillary into the solution being irradiated. The ballast 
flask was a 500-ml Erlenmeyer that contained about 100 ml 
of water. The flask was fitted with an inlet and an outlet 
tube, as well as a gauge tube; the latter was placed vertical­
ly through the stopper so its lower end dipped below the 
surface of the water. Excess pressure in the flask was then 
indicated by the level of the water in the gauge tube. In this 
way the pressure could easily be adjusted to give the de­
sired rate of flow through the solution being irradiated, 1-2 
ml sec-1 .

To remove oxygen, helium was passed through the solu­
tion prior to irradiation. In this case, the sample vial was 
closed with a polyethylene cap, into which there had been 
drilled two small holes. The gas flow was regulated as de­
scribed above, and it was maintained for 15 min at 0.3 ml 
sec-1. The capillary was then withdrawn, the holes were 
immediately covered with Parafilm, and the vial was placed 
in the Gammacell.

Quantitative Absorbance Measurements. Cytosine solu­
tions, initially 0.1 mM, were treated as follows; a 3.00-ml 
aliquot was added to 3.00 ml of HC1, of such concentration 
that the final pH was 3.0. In a similar way, a 3.00-ml ali­
quot of irradiated solution was adjusted to pH 11.0 by mix­
ing it with 3.0 ml of NaOH. Cytosine solutions of 1 and 10 
mM  concentration were first diluted 10 or 100 times, re­
spectively, with pH 7 buffer, and then treated as described 
above.

At pH 3 and 7, the spectra above 220 nm were deter­
mined both for the irradiated samples and the controls 
with a recording spectrophotometer (Cary Model 14); mea­
surements at selected wavelengths, used in calculation of 
G, were made with a single-beam spectrophotometer 
(Beckman Model DU, fitted with a Gilford Model 22 pho­
tometer and light source). At pH 11, measurements were 
made at selected wavelengths, as needed. All measure­
ments were made in 1 -cm quartz cells.

Results
Spectrum of Cytosine. Cytosine is a weak base, with pK 

values of approximately 4.5 and 12.2.5'19 At pH 3, therefore, 
cytosine exists predominantly as a protonated cation, at 
pH 7 and 11 as the un-ionized base; the loss of H+ causes a 
shift in the maximum and decrease in its intensity. The fol­
lowing values were obtained in the present work (wave­
lengths are in nanometers, the molar absorption coeffi­
cients in M -1  cm-1): in phosphate, pH 7, maximum 266 
and 6400, minimum 247 and 4700; in HC1, pH 3, 275 and 
10000, 238 and 1400; in NaOH, pH 11, 268 and 6300, 249 
and 4600. These values are in satisfactory agreement with 
those reported in the literature.19

Spectra of Irradiated Solutions at pH 7. Figure 1 shows 
the family of curves obtained by irradiating initially 0.1 
mAf cytosine at pH 7 and measuring the spectrum without 
changing the pH. Although the absorbance at the maxi­
mum, 266 nm, decreases rapidly with dose, for curves B-E 
the absorbance below 250 nm increases with dose, and that 
around 252 nm remains nearly constant. Qualitatively this 
shows that cs262 is nearly equal to fcyt252 (ca. 4900), and 
that > ecytA in the range X 250-225 nm.

Figure 1. Spectra of cytosine solutions, initially 0.1 mA4, after expo­
sure to increasing doses, measured at pH 7. Doses in krads: A 
zero; B, 6.7; C, 13.4; D. 20.1; E, 26.8; F, 40.2.

A plot of the absorbance at the maximum vs. dose, i.e., 
A d 2 6 6 M o 2 6 6 , is shown in Figure 2, curve B. This line does 
not measure the fractional decrease in [cyt], as we shall see 
more clearly below. It is obvious from inspection of Figure 
1 that plots of Ad)'/Aqx at X 266-252 nm will have a rapidly 
decreasing slope, due to the fact that e2x is rising rapidly 
relative to ccytx (cf. eq 5).

The products responsible for the absorbance at 220-250 
nm are not completely stable. Figure 3 shows the post-irra­
diation changes taking place in a representative case at 
three selected wavelengths.

Spectra of Irradiated Solutions at pH 3. Figure 4 shows 
the family of curves obtained when the solutions which had 
been irradiated at pH 7 were adjusted to pH 3 prior to 
measuring the spectrum.

Numerical values of the ratios Adx/Aqx at 275 nm and at 
two other wavelengths, respectively 8 nm above and 9 nm 
below the maximum, are given in Table II. It may be seen 
that these values remain sensibly constant in the interval 
Adx/A0x = 1-0.1.

The significance of these results has been pointed out in 
a preceding section; one may conclude from them that iS275 
(at pH 3) is negligible in comparison with ccytx in the range 
X 264-283 nm.

Values of Ad 275M o276 are plotted in Figure 2, curve A. 
The initial slope of this line is some 30% greater than that 
of curve B, and this measures the error made by neglecting 
es266. Its value can be calculated by solving eq 6 and 4 si­
multaneously, and the result is ca. 1900.

Calculation of G(—cyt). Although curve A in Figure 2 is 
nearly straight to about 80% decomposition, the deviation 
of the best-fitting curve from linearity is appreciable. Since 
the data in Table II demonstrate that eq 4 applies, in ini­
tially 0.1 mM cytosine solutions, G(—cyt) must be decreas­
ing appreciably with dose.

The values of G(—cyt) are shown in Figure 5. The points 
in this figure represent the average of four-six determina-
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Figure 2. Fractional absorbance as a function of dose: (curve A) AD275/ 
V 75 =  [c y t]/[cy t]0, at pH 3; (curve B) AD26e/A0266, at pH 7.

Figure 3. Changes in fractional absorbance occurring after irradia­
tion in initially 0.1 mM in cytosine after exposure to 21 krads: A, at 
220 nm; B, 232.5 nm; C, 248 nm.

Figure 4. Spectra of cytosine solutions, initially 0.1 mM, after expo­
sure to increasing doses, measured at pH 3. Doses in krads: A 
zero; B, 6.7; C, 13.4; D, 20.1; E, 26.8; F, 40.2.

Figure 5. Decomposition yield of cytosine, for initially 0.1 mM cytos­
ine, as a function of dose.

TABLE II: Ratio of the Absorbance A d ^IA0*- at pH 3 TABLE III: Values of G0(cyt) and G(cyt)

Wave­
length,

nm

Dose, krads

6.7 13.4 20.1 26.8 33.5

Initial
cytosine
concn,

G(—cyt) 
fraction 

decomposed

264 0.761 0.582 0.381 0.230 0.113
275 0.770 0.581 0.385 0.224 0.101
283 0.778 0.589 0.392 0.231 0.104

m M Oxygen concn (—cyt) 0.25 0.40

0.1 Satd by bubbling 3.35 3.16 3.03
1.0 Satd by bubbling 3.30 3.10 2.97

10 Satd by bubbling 3.23 3.17 3.12
1.0 Initially equili- 3.0 2.7 2.1

tions, and the bars indicate the extreme deviations. The 
line represents the least-squares fit of the data. It corre­
sponds to the expression

G (—cyt) = Go(—cyt) + bD = 3.35 -  0.024D* (10)

where G is in the usual units1 and D* is the dose in krads. 
Measurements were also made in 1 and 10 mM cytosine.

brated with air

Go(—cyt) are the same within experimental error and aver­
age 3.3 ±0 .1 . Equation 10 adequately represents G in the 
range investigated, to 40% decomposition (radiolysis of the 
more concentrated solutions took proportionally larger 
doses, of course, and the irradiation was not continued be-

The results are summarized in Table III; i.e., the values of yond that point).
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One may ascribe the decrease of G with dose to competi­
tion by the radiolysis products for the solvent radicals 
which are reacting with the cytosine. It may be estimated 
that the effective equivalent reactivity of the products is 
about one-fifth that of cytosine; that is why the cytosine 
decreases nearly in proportion to dose to beyond 50-60% 
decomposition.

Radiolysis in Deaerated Solutions. Effect of Oxygen De­
pletion. The solubility in water of oxygen at 1 atm pressure 
and 20°C is 1.3 mM; in air-equilibrated solutions [02] is 
0.27 mM .20 In our experiments the solvent contained 0.02 
M  phosphate and the temperature was 22-26°C; the effect 
of these factors on the solubility may be appreciable but 
cannot be large.

The results in Figure 6 show that the removal of oxygen 
from solution has a very great influence on the course of 
the radiolysis. Note that curve C was obtained after expo­
sure to a greater dose than that represented by curve F in 
Figure 1, but that in the former case Ad275M 0275 is still 
about 0.6. Also note that curves B and C intersect A at 
about 295 nm; this means that c2295, instead of being negli­
gible, is equal to £Cy t 295, ca. 1800.

These results indicate that the products obtained in ab­
sence of oxygen are qualitatively different from those ob­
tained in oxygen-saturated solutions. This deduction can 
be made conclusively, without any independent knowledge 
of the identity of the products.

The rate of change of Ak with dose is greatest at 275 nm, 
and from this it can be deduced that the ratio £ 2 275/ f c y t 275 is 
smaller at that wavelength than at other values of X; this 
should be expected, sin.ce ecyt275 is maximal. However the 
absolute value of ejx cannot -be obtained from the present 
data, and hence G(—cyt) cannot be calculated. We may, 
however, reasonably surmise that es275 > 0, and obtain 
from eq 6 the inequality G(—cyt) > 1.4.

If oxygen is present, but in limited quantity, we may ex­
pect results which are intermediate between those de­
scribed above; the ratio cytosine/oxygen would of course be 
of determining importance. From the data given above it 
may be seen that for 0.1 mM cytosine the ratio is initially 
>10 in oxygen-saturated solutions, and about 3 in air-equi­
librated ones. The last line of Table III gives the results ob­
tained in an air-equilibrated solution; G0 is only slightly 
smaller than in oxygen-saturated solutions, but (dAd215/
AD) is substantially smaller:'

In 1 and 10 mM cytosine solutions, the effect of oxygen 
depletion was of course much more marked. After irradia­
tion for 10-20 min, dissolved oxygen was nearly exhausted, 
and the results approximated those obtained in deaerated 
solutions. The exact course of the radiolysis would of 
course depend on how rapidly oxygen was replenished by 
diffusion from the surface; probably the results would vary, 
to some extent, with the dose rate and the shape of the ves­
sel.

Discussion

Applications of Spectrophotometry to the Study of Ra- 
diolytic Reactions. The present study, as well as those 
cited previously, have demonstrated that the radiolysis of 
cytosine is a complex process; many products are formed 
and, moreover, their yields and even their identities de­
pend critically on the composition of the system and other 
factors. Cytosine is by no means extreme in these respects, 
and many other biological substances must be even more 
complicated.

Figure 6. Spectra of cytosine solutions, initia ly 0.1 mM, after expo­
sure to varying doses in deaerated, helium-saturated solution, mea­
sured at pH 3. Doses in krads: A, zero; B, 26.3; C, 53.6.

To minimize these difficulties it is important to find 
methods of study that are relatively easy to execute and 
that can provide a large number of fairly precise data. 
Spectrophotometry is such a technique.

Obviously it has limitations; it cannot be used if neither 
the starting materials nor the products have a measurable 
absorbance, and such cases do exist. However, they are not 
common, and there is a large scope for applications outside 
that domain. ;

In the preceding sections of this paper we have demon­
strated how G(—S) can be calculated directly from absorb­
ance measurements if «sx »  £sx. Nothing else need then be 
known about the identity and properties of the products.

Even more information can be obtained concerning* the 
radiolysis process if at some other wavelengths t jx becomes 
comparable to, or greater than, esx- This will be illustrated 
in the third part of this discussion.

If the absorbance of products overlaps that of the initial 
substance at all accessible wavelengths, then the value of 
G(—S) cannot be obtained by spectrophotometry alone. 
This is the case for cytosine irradiated in the absence of air. 
As explained and exemplified above, one can, in such cases, 
obtain a lower limit to the value of G, but to obtain the true 
value one must have information about the absorbance of 
the products; this will be the subject of a subsequent paper.

The Value of G (—cyt). Let us now discuss the values ob­
tained in this work and by previous investigators. As we 
have seen, radiolysis is critically affected by the presence of 
oxygen, and therefore it is inappropriate to compare the re­
sults with those obtained in its absence. Moreover, we have 
shown that, if the oxygen concentration is not constantly 
replenished, near-anaerobic conditions may develop as the 
irradiation progresses. It is difficult to evaluate the extent 
to which this factor affected some of the previous investiga­
tions.

Since our experiments were all done at pH 7, we cannot 
comment on the effect of changing the pH. However, 
Barszcz and Shugar10 have reported that the G (—cyt) value
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obtained at pH 7.4 was not significantly different from that 
in unbuffered solution, of pH approximately 6.5. The effect 
of changing the pH one or two units on either side of 7 is 
probably small, but larger changes likely would have an ap­
preciable effect.

It is desirable to determine the G value at low doses, 
when the composition of the system has not been exten­
sively changed by the radiolysis. However this poses a diffi­
culty, inasmuch as G(—cyt) is determined by the d if fe r e n c e  
between the initial concentration of solute and that re­
maining at dose D ;  relatively small uncertainties in the 
values of [cyt]o will then cause a much greater uncertainty 
in the value of G(—cyt). For example, if S is only 10% de­
composed, an absolute error of 5% in [S] will cause an error 
of 50% in G(—S).

Scholes et al.9 were the first to report a value of G(—cyt),
2.15, hence it is appropriate to consider their pioneering 
work before that of others. They state that their G(—cyt) 
value was calculated from A A / A D ,  and that they 
“checked”  the result by paper chromatography; i.e., they 
imply that A [cyt], determined by this means, was the-same 
as that calculated from A A . Their experimental procedure 
is not described in much detail, but it seems reasonable 
that the chromatographic determination of A [cyt] might be 
uncertain by a few percent. This would cause them to miss 
the absorbance due to the products, which we have demon­
strated in this work. If we take our data for the absorbance 
at 266 nm and pH 7 and estimate a G(—cyt) value by draw­
ing the “ best” straight line through the first three points 
(Figure 2, curve A), we get a value of 2.3, in fair agreement 
with that reported in the original paper. In other words, 
our experimental results agree fairly well with those of 
Scholes et al; but we get a larger G value because we correct 
for the absorbance of products.

In view of the foregoing arguments, it is difficult to un­
derstand the results of Barszcz and Shugar. They also cal­
culated G (-cyt) from A A / A D  without correcting for the 
absorbance of products, but they report G(—cyt) values av­
eraging 3.4. Even though this value is in fair agreement 
with ours, the agreement is clearly fortuitous. Altogether, 

.'these reports show that the value of G(—cyt) is subject to a 
large uncertainty, and that care must be taken properly to 
estimate the latter.

With regard to the results by Polverelli and Teoule,6 we 
must observe that their values were determined at doses so 
low that only a few percent of the cytosine would have been 
decomposed (3000 rads for 10-4 M  solution, and 37.5 krads 
for 10-3 M  solution). It is difficult to understand how the 
authors could obtain from the results G(—cyt) values to 
three significant figures. They comment that their result 
for 10-4 M  solution, 2.08, is in good agreement with that of 
Scholes et aL, and they dismiss the higher value obtained in 
10-3 M  solution, 2.49, as possibly “ due to experimental er­
rors.” Our results indicate that both results are low and 
that the reported values of G(—cyt) must in fact be quite 
imprecise. It should however be recognized that the princi­
pal purpose of the cited paper was to determine products, 
and that the same strictures do not apply to that aspect of 
the work.

According to our results, the same G(—cyt) value is ob­
tained for all three concentrations of cytosine, from 10-4 to 
10-2 M .  This is what one should expect if the cytosine 
reacts completely with the radicals formed by radiolysis of 
the solvent, and there is no change in the initial mecha- 
nism(s) of radiolysis. That fact, and the relatively good pre­

cision obtained, inspires confidence in the accuracy of the 
results.

If one wishes to determine G(—cyt) as accurately as pos­
sible, one should not assume, a priori, that the effect of 
products on G (-cyt) would be “ negligible” for some arbi­
trarily chosen range of “ low” doses. In our treatment of the 
data, we did not make such assumption, but calculated the 
curve which best fits a l l  the data. As may be clearly seen in 
Figure 5, all values of G(—cyt) show a trend, and even for 
the lowest dose examined G(—cyt) is appreciably lower 
than the extrapolated value at zero dose, Go(—cyt).

S o m e  A s p e c ts  o f  th e  R a d io ly s is  M e c h a n is m .  Let us now 
consider the value of G(—cyt) in the light of the mecha­
nisms which are thought to occur in dilute aqueous solu­
tions upon irradiation. It is generally agreed that the radi­
olysis of the water, if formulated in accordance with eq 1 , 
may be represented as follows:21’22®
H,0 0.284(H2O r  +  0-2841OH) +  0.284H3O+ +

( 11)0.053(H-) +  0.074H,02 +  0.047H,

Cytosine reacts very rapidly with (OH-'), the specific rate 
constant being fei2 -  (2.5-4 X 109 Af-1  sec- 1 ):5

cyt +  (OH-) -»• (cytOH-) ( 12)

It may therefore be expected that all (OH-) will react in 
this way, even in the most dilute solutions studied. Cytos­
ine also reacts very rapidly with the hydrated electron {k  13 

= 7-13 X 109):5

w

n

cyt + (H20-) —► (cyt-) + H20 (13)
and somewhat more slowly with (H-) (A 14 = 108 at pH l ):5

cyt + (H-) — (cyt H-) (14)

In oxygen-saturated solution, the situation is complicated 
by the fact that (H20-)-  and (H-) also react very rapidly 
with the oxygen:22c

(H20-)-  + 0 2 —*■ (0 2-)_ + H20  k 15 = 2 X 1010 (15) 

(H-) + 0 2 —► (H 02 ) fc16 = 2 X 1010 (16)

On the basis of the above rates, it may be inferred that 
(H-) will be completely consumed by reaction with the oxy­
gen. Reaction 13 should predominate over (15) in 10 mM  
cytosine solution, but the reverse should be true in 0.1 mM  
solution. In point of fact, G(—cyt) is not substantially dif­
ferent in the three cases. This suggests that reaction with 
the hydrated electron does not cause destruction of the cy­
tosine; following (13), the electron would be transferred to 
oxygen:

(cyt-)-  + 0 2 — cyt +  (02-)-  (17)

(CytOH-) can react rapidly with oxygen:

(cytOH-) + 0 2 -  [cyt(OH)(02-)] (18)

Willson23 has estimated that the rate constant for this reac­
tion is kis = 2 X 109. Then (cyt(OH)02-) and (O^)-  will be 
the predominant intermediates present during the irradia­
tion.

We may expect these intermediates to react in three 
ways. (0 2-)-  may disproportionate; this is a well known re­
action (kig = 1.6 X 107):22c

2(02-)-  + 2H20  — 0 2 + 20H - + H20 2 (19)

Secondly, the two radicals may react one whh the other:
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TABLE IV: Molar Absorption Coefficients of Some Pyrimidine Derivatives

Wavelength,
Compound pH nm e ,A f'‘ cm-1 Ref

Cytosine 11

5,6-Dihydrocy tosine 8
Photohydrated 3-cytidylic 8.4

acid 1.9
Uracil glycol 10
Uracil 11

5-Hydroxycy tosine 11

a Estimated.

[cyt(0 H)02-] + (Û2-)-  + H2O —*-02 + cyt(0 H)02H + 0H~
( 2 0 )

This reaction is, of course, analogous to (19). Finally, there 
could be disproportionation of the hydroxycytosineperoxyl 
radical. Little is known about such reactions but likely the 
molecule would be fragmented, giving urea, ammonia, and 
other small products:

2(C4H6N30 4-) + i'h2oH20 —» (CH4N2O) + NH3 + . . .
( 21)

It is pertinent to consider, in this connection, the work of 
Daniels and Schweibert,24 although this was done largely at 
pH 2. At that pH, cytosine is in a different state of ioniza­
tion, and (H20 .) -  is undoubtedly consumed by reaction 
with H30 +:22d

(H20 - r  + H30 + — (H-) + 2 H20  k22 = 2.3 X 1010
(22)

G(—cyt) was nevertheless found to be 3.2-3.3, about the 
same as in the present work at pH 7, and this supports the 
inference that (H20-)-  does not cause the destruction of 
cytosine.

The cited authors obtained evidence for the formation of 
a peroxide, as represented in eq 20. This peroxide was rap­
idly converted to a nonperoxide product and H2O2, and the 
rate of this reaction increased with pH so that no apprecia­
ble amount of peroxide would accumulate at pH 7. Al­
though the nonperoxide product was not directly identi­
fied, it is plausible that this reaction pathway would lead to 
the cytosine and/or uracil glycols isolated by Ekert and 
Monier.11

From the stoichiometric point of view, if all of the cytos­
ine were decomposed via reactions 12, 18, and 20 the de­
composition yield would equal G(OH-), 2.7.21 To rationalize 
the somewhat greater yield found in fact, one must accord­
ingly postulate that some 20% of the cytosine reacts by 
some additional pathway; either one of the reactive inter­
mediates must attack an additional molecule of cytosine, or 
(cyt-)- , formed in reaction 13, must undergo, to some ex­
tent, some reaction other than (17) to form a derivative 
product. A possibility is that the (C^H-) radical would react 
directly with cytosine

(cyt) + (0 2H-) — (cyt02H-) (23)

and that the product would then react further, e.g., by dis­
proportionation. Just the right amount of (C^H-) is avail­
able from reactions 11, 15, 16, and 17 since [GfHaO-) + 
G(H-)] is 0.34.21 Because there is more than one possibility,

298 300 This work
315 ~0
239 (max) 11300 26
2 4 0 (max) 13700 27
240 2000
2 2 0 (max) 28
2 8 5 (max) 5900 This work
298 1300 This work
315 0 This work
221 (max) 11
273 (min) 11
298 3000« . 11
317.5 (max) 4200 11

the present results do not prove the occurrence of reaction 
23, and it must be admitted that there is no precedent for 
postulating reaction between the relatively unreactive 
(O2HO and pyrimidine compounds.25

Further Characterization of the Products. As we have 
noted, if at some wavelength a, €2“ = 0, while at some other 
wavelength /3, > 0, the value of the latter can be calcu­
lated by solving eq 4 and 5 simultaneously. It may then be 
instructive to compare the results with what is known 
about the products from the work of Eckert and Monier11 
and of Polverelli and Teoule.6

Table IV reports selected spectral data for some of the 
substances that have been identified as products in the ra­
diolysis of cytosine, or that may plausibly be products.

We see from this table that at pH 11 P for 5-hydroxycy- 
tosine and uracil are much larger than €cytx in the region X 
285-320 nm. In point of fact, the irradiated solutions, after 
adjustment to pH 11, showed negligible absorption at 317.5 
nm, and the yield of 5-hydroxvcytosine must therefore 
have been less than 3% (this would give A = 0.010 in 5 X 
10-4 M  solution. Similarly the low absorbance found at 290 
nm allows us to exclude the formation of uracil.

Our deduction concerning uracil is in full agreement with 
the work of Polverelli and Teoule,6 who found none of this 
product. With respect to 5-hydroxycytosine, on the other 
hand, our inference does not agree with the result of Eckert 
and Monier,11 who found this compound to be a product of 
cytosine irradiated “ under air”. However it should be npted 
that 5-hydroxycytosine is a prominent product in the ab­
sence of oxygen,12’13 and that in the conditions employed 
by Eckert and Monier (1 mM  cytosine, 24 krads min-1) the 
dissolved oxygen would soon have been exhausted.

As we have noted, at pH 7 «2 is somewhat larger than rcyt 
in the region from 250 to 225 nm; moreover, (2 around 250 
nm decreases drastically when the pH is lowered from 7 to
3. We see from Table IV that photohydrated 3-cytidylic 
acid, the product derived by adding H and OH to the 5,6 
double bond, has the requisite spectral properties, and we 
may expect that other dihydrocytosine derivatives would 
be similar. Our data, then, are consistent with the possibili­
ty that such derivatives be the main products of the radiol­
ysis (G ca. 2).

According to Polverelli and Teoule,6 a product or prod­
ucts having the formula C9H7N3O4, i.e., oxidized deriva­
tives of dihydrocytosine, are indeed the principal products 
(G = 0.6 out of a total 2 G = 1.2 for all identified products). 
However, in spite of the assiduous work by the investiga­
tors cited above, the products derived from about one-half 
of the cytosine still remain unidentified.
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We do not wish to imply that the spectrophotometric 
measurements can in any way substitute for more direct 
ways of characterizing the products. However they can 
make a significant contribution to the problem by indicat­
ing the spectral characteristics of the products to be 
sought. Once the products have been isolated and their 
spectra determined, a comparison can be made between the 
values of czx obtained, respectively, from eq 4 and 6 and 
from eq 2; this comparison would provide a check on the 
completeness of the products inventory.
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The effects of dopants and pretreatment, mechanical and thermal, on the thermal decomposition of sodi­
um azide have been investigated with a view to understanding the role of crystal imperfections in the de­
composition. It has been observed that allovalent ions, Ba2+ and SO42- ions, as well as precompression, 
sensitize the decomposition while preheating lowers the decomposition rate. The effects have been dis­
cussed in terms of the dependence of the decomposition rate upon the concentration of gross imperfections 
in the sodium azide lattice.

Introduction

The role of crystal imperfections in the thermal decom­
position of solids has been stressed by several workers.1-5 
Boldyrev3 has proposed a classification of reactions of ther­
mal decomposition of solids. It has been shown that various 
types of macroscopic and microscopic defects have differ­
ent effects depending upon the category of reactions. The 
role played by dislocations in thermal decomposition is well 
exemplified by the cases of calcite,6 NaBrOa,7 a-Pb(Na)2,7 
and NH4CIO4.8’9 Rajeshwar and Pai Verneker4’5 have 
shown that prior mechanical and thermal treatment of am­

monium perchlorate and alkali metal perchlorates results 
in enhanced decomposition rates. They have demonstrated 
that the increase in the density of the gross imperfections 
in the lattice upon prior treatment is responsible for the 
changes in the thermal reactivity of these materials.

Point defects also have been shown to play a significant 
role in thermal decomposition of solids.10-12 The results of 
the numerous investigations11’12 carried out on the thermal 
decomposition of the alkali and alkaline earth metal azides 
clearly establish that point defects play a vital role in ionic 
diffusion and electron transfer processes taking place dur­
ing decomposition.
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A survey of the work done on the thermal decomposition 
of sodium azide reveals that, though the decomposition of 
sodium azide has been the subject of a number of investiga­
tions, 13-18 the importance of crystal imperfections in the 
decomposition mechanism is not clearly understood. Most 
authors report a value of ~36 kcal mol-1  for the activation 
energy of decomposition. The rate-limiting step has been 
argued to be the thermal excitation of the electron of the 
azide ion to the conduction band. The fact that electron 
transfer reactions play an important role in thermal de­
composition of sodium azide receives support from the ob­
servation of Jacobs and Kureishy15 that Fe3+ ions, which 
could act as electron traps, sensitize the decomposition. 
However, Torkar17 et al. from a study of the effect of allo- 
valent cations and anions on the thermal decomposition of 
sodium azide arrived at the conclusion that the decomposi­
tion is diffusion controlled. Divalent cations have been 
found to enhance the decomposition rate. The sensitization 
was ascribed to an increase in the diffusion rate of sodium 
ions in Mn2+ doped NaN3 samples. However, the effect of 
divalent anions could be seen to be concentration depen­
dent; sodium azide doped with 0.01 mol % C 032“  ions de­
composed at a slower rate than pure sodium azide while the 
opposite is true in the case of 0.1 and 1 mol % CO^2- ions 
doped samples. An altogether different type of observation 
has been reported by McGill18 from a study on the influ­
ence of univalent cationic impurities on the thermal de­
composition of sodium azide. Univalent ions, for example, 
K + and Cs+ ions, having an ionic size larger than that of 
the host ion, decrease the induction period for decomposi­
tion. The author18 speculates that this effect is due to an 
increase in the local strain energy on doping sodium azide 
with ions of greater size than the host cation.

It is, thus, evident from the above discussion that the 
present understanding of the exact manner in which do­
pants affect the decomposition kinetics of sodium azide is 
poor. Moreover, no investigation has been carried out to 
date to point out the role played by gross imperfections in 
the decomposition mechanism of sodium azide.

The present work was, therefore, carried out with a view 
to (i) study the effect of divalent cations and anions, and 
(ii) examine the effects of precompression and preheating 
on the thermal decomposition of sodium azide.

Experimental Section
Sodium azide used in the present investigation was sup­

plied by Riedel, De Haen Ag Seelze, Hannover. All the 
samples were reprecipitated twice from double distilled 
water by acetone.

Doped materials were prepared by coprecipitation from 
an aqueous solution of sodium azide containing the desired 
concentration of the dopant. The dopants used were bari­
um azide and sodium sulfate, both of Analar quality. The 
concentrations studied were 0.01 mol % (Ba2+ and SO42“  
ions) and 0.05 mol % (Ba2+ ions). No attempt was made to 
determine the actual concentration of the dopant in the 
host lattice.

The effect of precompression on the thermal decomposi­
tion of sodium azide was studied by pelleting the samples 
at 200 and 300 kg/cm2 in an uniaxial hydraulic press. After 
pelleting, the pellets were ground and then passed through 
sieves to obtain the desired particle size. Experiments on 
the precompressed samples were carried out on the same 
day to preclude the effects of ageing.

The kinetic studies of the thermal decomposition of

NaN3 samples were followed in the temperature range 
240-300° C in a constant volume vacuum line with an initial 
pressure of 1 X 10“5 Torr. The pressure rise was measured 
using a McLeod gauge. All kinetic runs on the pure and 
doped materials were carried on samples having the parti­
cle size range 149-177 nm.

Infrared spectra of the sodium azide samples were taken 
on Carl-Zeiss UR 10 spectrophotometer.

Results
The isothermal decomposition of pure and doped sodium 

azide has been studied in the temperature range 240- 
300° C. Typical plots of the fractional decomposition, a, 
against the time, t, of heating are shown in Figure 1 . The 
kinetic plots have been fitted to Avrami-Erofeev equation 
with n = 2. Table I gives the values of the rate constants 
for the thermal decomposition of pure and doped NaN3. 
The activation energy values remain unchanged at 36 kcal 
mol“ 1 for both the samples. It could be seen from Table I 
that allovalent ions, both cationic and anionic, sensitize the 
decomposition.

The effect of precompression (at 200 and 300 kg/cm2) 
and preheating (at 150°C for 1 hr) on the subsequent ther­
mal decomposition of sodium azide has also been investi­
gated in the same temperature range, i.e., 240-300°C. The 
values of the rate constants, at a representative tempera­
ture, for the thermal decomposition of the precompressed 
and preheated sodium azide samples are also given in 
Table I. It could be seen that precompression enhances the 
decomposition rate while preheating lowers it. The activa­
tion energy for the decomposition of precompressed NaN3 
was found to be the same as that for pure NaN3.

Doped as well as precompressed (not shown in the fig­
ure) NaN3 show a considerable broadening of the ir peaks.

‘  To illustrate the broadening effect a typical peak corre­
sponding to the asymmetric stretching of the azide ion is 
displayed in Figure 2. The preheated samples exhibit a nar­
rowing of the peaks.

Preliminary examination of the x-ray diffractograms, 
taken on a Phillips diffractometer, of precompressed sodi­
um azide revealed a broadening of the diffraction peaks.

Discussion
The general form of the a-t curves obtained in the 

present work is similar to that observed by earlier workers. 
The present value of activation energy, 36 kcal mol“ 1, is 
also in close agreement with the values reported in litera­
ture. Moreover, the activation energy for the thermal de­
composition for pure, doped, and precompressed sodium 
azide is found to be the same. This indicates that the basic 
mechanism for decomposition remains unaltered in the 
case of these materials.

It is evident from the present work on the thermal de­
composition of pure and doped sodium azide that the effect 
of doping the sodium azide lattice with allovalent ions is in­
dependent of the nature of the ion, as both anions and cat­
ions sensitize the decomposition. A consideration of the 
ionic radii of the foreign ions constituting the dopant mate­
rials, viz., Ba2+ ions and SO42“  ions, reveals that both the 
ions are larger than the host ions (ionic radii of Ba2+, 1.35 
A; SO42“ , 2.4 A; Na+, 0.95 A; N3“ , 1.7 A). As both the ions, 
Ba2+ and SO42“ , are larger than the ions constituting the 
host lattice, doping the sodium azide lattice with these ions 
results in an increased strain in the lattice. The number of 
gross defects would, therefore, increase as a consequence of
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Figure 1. Plots of the fractional decomposition, a, vs. the time, f, (in 
min) of heating sodium azide.

2700 2300 1900 1500
v  cm-1

Figure 2. Infrared spectra of sodium azide samples.

TABLE I: Rate Constants for the Thermal Decomposition 
of Sodium Azide

Rate constant
Type of the sample k (min-1) at 280°C

Preheated NaN3 0.0008
Pure NaN3 0.0015
NaN3 doped with 

S042- ions (0.01 mol %) 0.0022
NaN3 doped with 

Ba2+ ions (0.01 mol %) 0.0021
NaN3 precompressed 

at 200 kg/cm? 0.0028
NaN3 precompressed 

at 300 kg/cm2 0.0035
NaN3 doped with 

Ba2+ ions (0.05 mol %) 0.0050

the increased strain and hence the decomposition would be 
sensitized. Ir spectra of the doped samples show that the 
absorption peaks of the azide ion undergo a considerable 
broadening on doping sodium azide. It has been established 
earlier4’5 that broadening of ir peaks arises as a conse­
quence of an increase in the concentration of gross imper­

Figure 3. Plot of the rate constant, k (in min-1 ), for the thermal de­
composition of sodium azide against, vv2, the band width of half ab­
sorption maxima: ( • )  preheated NaN3; (□) pure NaN3; (A) precom­
pressed NaN3; (O) NaN3 doped with 0.05% Ba2+ ions.

fections in the lattice. Rajeshwar and Pai Verneker4’5 have 
observed that precompression of ammonium perchlorate 
and alkali metal perchlorates results in a broadening of the 
perchlorate infrared absorption peaks along with a sensiti­
zation in their decomposition characteristics. From de­
tailed x-ray diffraction studies they have concluded that 
the broadening arises as a consequence of an increase in the 
density of gross imperfections. A broadening of the ir ab­
sorption peaks, in the case of the doped sodium azide sam­
ples, would also imply an increase in the concentration of 
the gross defects in the lattice.

Precompression of sodium azide has also been observed 
to have a sensitizing effect on the decomposition. Prelimi­
nary examination of the precompressed samples shows that 
precompression results in a broadening of the diffraction 
peaks. Keating and Krasner19 have found a similar broad­
ening on subjecting sodium azide to mechanical grinding. 
They have attributed this broadening to the production of 
strain in the lattice upon grinding. The ir spectrum of the 
precompressed sodium azide shows a broadening of the ab­
sorption peaks. These observations clearly indicate that 
precompression results in the production of gross imperfec­
tions within the lattice. The increase in the decomposition 
rate upon precompression can be attributed to the larger 
concentration of imperfections in the precompressed sam­
ples.

Further support for the dependence of the decomposi­
tion of sodium azide upon gross imperfections comes from 
the observation that the decomposition rate decreases 
when sodium azide is preheated at 150°C for 1 hr. No de­
composition has been observed during the preheating peri­
od. Preheating of the samples might result in an annealing 
of the defects within the crystal. The ir spectrum of pre­
heated sodium azide shows a sharpening of the absorption 
peaks (see Figure 2). The change in the thermal reactivity 
of sodium azide bears a direct relationship to the change in 
the broadening of the ir bands as is evident from Figure 3. 
The effect can be seen to be independent of the nature of 
the pretreatment.

The present studies, thus, clearly establish that the ther­
mal decomposition of sodium azide is highly sensitive to 
the concentration of gross defects within the lattice. It is 
likely that point defects, especially anion vacancies, which 
act as electron traps, play a significant role in the decompo­
sition mechanism but such effects are overshadowed by 
those produced due to gross imperfections.
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From the measured solubility of biphenyl in liquid ammonia for the temperature range 21 to —15.5°, 9.4 
kcal mol-1  for the heat of solution and 30 cal deg-1  mol-1  for the entropy of solution for a 1 M  standard 
state are calculated. Nanosecond pulse radiolysis of biphenyl solutions in liquid ammonia show that the re­
action of eam“  with biphenyl produces the biphenyl anion and it is reversible. From the values of the equi­
librium constant (the equilibrium concentration of the biphenyl anion divided by the initial concentration 
of biphenyl and the equilibrium concentration of eam- ) at 21.6 and 10.5°, —20 kcal mol-1  for the heat o f re­
action and —44 cal deg-1  mol-1  for the entropy of reaction for a 1 M  standard state are calculated. The 
specific rate of the reaction of eam-  with biphenyl is equal to 1.24 X  io<12 1600/2.3«7’) f o r  t h e temperature 
range 21.6 to —15°. The extinction coefficient of the biphenyl anion at 0.403 p, the wavelength of maximum 
absorption, is 3.1 X  104 M -1  cm-1 for the temperature range 23 to —76.5°. The calculated values of the 
standard heat of formation of eam-  and the entropy of eam~ for a 1 M  standard state are —14 kcal mol-1  
and 13 cal deg-1 mol-1 , respectively.

Introduction

The solvated electron in a mixture of methylamine and 
liquid ammonia reacts reversibly with benzene.3 The equi­
librium is interesting because in the reverse reaction an 
anion gives an electron to the solvent. Similar reversible re­
actions of the electron with CO2 in isooctane, neopentane, 
and tetramethylsilane, and with biphenyl, B, in tetrameth- 
ylsilane, have been reported.4-5 In this communication, a 
study of the reversible reaction of eam-  with B in liquid am­
monia and various measured or calculated thermodynamic 
properties of species involved are reported.

E xperim ental Section
Biphenyl was obtained from Eastman Kodak. The puri­

fication of ammonia, and the vacuum line are described
elsewhere.6-7

The vessel used for the determination of solubility of B 
in liquid ammonia is shown in Figure 1 . The volume of the 
vessel up to any point between marks a and /3 is the sum of 
the previously determined volume up to the mark a and 
the computed volume of the length of precision bore capil­

lary tube between mark a and the point of interest. After 
weighing a known amount of B in the vessel, it was at­
tached to the vacuum line and evacuated. Such an amount 
of ammonia was condensed into the vessel, so that at the 
temperature of interest the saturated solution of B would 
fill the vessel to a point between marks a and 0. The vessel 
was sealed off, allowed to warm to room temperature 
(—23°), and both portions were weighed to determine the 
weight of liquid ammonia in the vessel. By immersing the 
vessel in a bath (contained in a Dewar) of dissolved solid 
CO2 in alcohol, the clear solution was cooled to crystallize 
out white needles of B. Except a tiny crystal of B, all B was 
redissolved by warming and shaking the vessel. The vessel 
was again immersed in a cold bath, and temperature was 
adjusted to give a preceptible growth of the tiny crystal of
B. Most of the crystal was redissolved by warming and 
shaking the solution, and cooled again to a temperature a 
few tenths of a degree higher than previous crystal growth 
temperature. A fast crystal growth would indicate a repeat 
of above procedure- at a higher temperature. The procedure 
was repeated till a temperature was found at which the
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TO VACUUM

Figure 1. Pyrex glass vessel for solubility determination.

crystal would not grow for hours. However, a lowering of
0.2° in the temperature would give an effective growth of 
the crystal. For the temperature at which no crystal growth 
was observed, it was assumed that all B would dissolve in 
all liquid ammonia to give a saturated solution. The volume 
of the solution was determined as explained above. The sol­
ubility of B in liquid ammonia and the density of the satu­
rated solutions were then calculated. Corrections for the 
vapor phase ammonia and volume change of the vessel at 
the lower temperature were made. The temperature of the 
cold bath was measured by a copper-constantan thermo­
couple and was read on a digital thermocouple thermome­
ter (Model DS-100-T3 of Doric Scientific Corp.).

The irradiation cell and solution preparation are de­
scribed elsewhere.7 Because dilute solutions of B were diffi­
cult to prepare by direct weighing of the solute, a degassed 
known volume (maximum 50 /ul at room temperature) of a 
methanolic solution of the required solute concentration 
was mixed with 1.56 g of degassed ammonia. The presence 
of methanol in solutions had no effect on the results; cf. 
Results section. For samples containing N2O, 24 ml of N2O 
at 23° and 1 atm was condensed in the irradiation cell and 
allowed to mix with 1.56 g of liquid ammonia; the cell was 
sealed to a final volume of ~5.5 ml. Assumption that all 
N2O is dissolved gives a concentration of ~0.4 M at 23°.

The pulse-radiolysis system, split-beam technique, 
quartz Dewar for low temperature pulse radiolysis, and sys­
tem for cooling irradiation samples are described else­
where.6-8 In the split-beam technique, the analyzing light 
beam after its passage through the irradiation cell (optical 
path length ~1 cm) and emergence from Linac room was 
split into two light beams by impinging it on a Balzer neu­

tral-density filter at a 45° angle. The transmitted beam was 
focussed on the entrance slit of one monochromator and 
the reflected beam was focussed on the entrance slit of an­
other monochromator. The technique permits a simulta­
neous study at two wavelengths of transient absorption sig­
nals. For study of the transient absorption spectrum, a se­
lected wavelength of the reflected beam is used to monitor 
the dose per pulse delivered to the sample, and the waVè- 
length of the transmitted beam is changed from pulse to 
pulse to obtain transient absorptions at various wave­
lengths. In study of kinetics of transients, the decay of the 
absorption signal at a properly selected wavelength for one 
species, and the growth of the absorption signal at another 
properly selected wavelength for another species can be in­
vestigated simultaneously by the spliVbeam technique.

The samples were irradiated with 5- or J0-nsec pulses of 
10-MeV electrons from the Notre Dame ^.inac. Unless oth­
erwise specified all concentrations given are for ~23°.

Results
Biphenyl Solubility. The solubility of B in liquid ammo­

nia was determined at various temperatures. The results 
are summarized in Table I. For a 1 M  standard state, the 
heat of solution, AH\°, and the entropy of solution, AS]°, 
are 9.4 kcal mol-1 and 30 cal deg-1 mol-1, respectively. At 
23°, from the density data for the various concentrations of 
B given in Table I and 0.606 g ml-1 density of liquid am­
monia,9“ a partial molar volume of B, V(B), of 159 ml 
mol-1 is calculated, which gives 4 A for radius of solvated 
B, Bam.

Transient Absorption Spectra. At 23° and for a wave­
length range 0.31-0.75 p, the transient absorption spectrum 
induced by an electron pulse in a 18 mM solution of B (no 
methanol) in liquid ammonia was measured by the split- 
beam technique.7 To avoid any complication owing to exci­
tation of B itself, a 0.3-^ cutoff filter was placed between 
the xenon lamp and the sample. The spectrum is shown in 
Figure 2 and is ascribed to biphenyl anion, Bam- . For a 2 
mM B solution, the transient absorption at all wavelengths 
was decreased by ~99% in the presence of ~0.4 M N2O. For 
a 20 mM B solution, the measured transient absorption 
spectra at —50° for the wavelength range 0.35-0.45 p, and 
at —25 and 0° for the wavelength range 0.39-0.42 p, had 
peaks in agreement with the peak in the spectrum at 23° 
for the corresponding wavelengths. However, the shoulders 
at 0.390 and 0.375 p in the spectrum were better resolved at 
—50° than at 23°. The wavelength for major peak in the 
spectrum shown in Figure 2 is invariant for temperature 
range 23 to —50° and it is assumed that its temperature in­
variance extends to the freezing point of ammonia.

For the temperatures and B concentrations in mM given 
in parentheses [23° (1 and 18); —0.9, —26.7 and —46.1° (10 
and 20); and —76.5° (saturated >1)], the extinction coeffi­
cient of Bam- , «(B6m- ), at 0.403 p, the wavelength of maxi­
mum absorption, was measured relative to the extinction 
coefficient of eam- , €(eam- ), at 1.73 p at 23° and at 1.45 p for 
other temperatures, respectively. The pertinent values of 
f(eam- ) were obtained from absorption spectra of eam-  at 
different temperatures8 and a maximum extinction coeffi­
cient 4.8 X  104 M -1 cm-1 of eam-  at all temperatures.10-11 
The maximum f(Bam- ) was the same for all solutions and 
all temperatures, and it was calculated to be 3.1 X  104 M -1 
cm-1  for the temperature range 23 to —76.5°.

Reaction Kinetics. In experiments to measure specific 
rates, (i) the concentrations of reactants were adjusted for
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TABLE I: Solubility of Biphenyl in Liquid Ammonia at 
Various Temperatures

Temp, °C

Saturated solution
Density,

[B],m M  g ml"1
Density at 

23°, g ml““1

21 437 0.660 0.657
8 210 0.638 0.617
6.5 193 0.640 0.617
4.2 171 0.641 0.613

-15.5 44.5 0.662 0.609
a Saturated solutions (with no solid phase) at lower tern 

peratures were brought to 23°.

Figure 2. The absorption spectrum of the biphenyl anion in liquid am­
monia at 23°.

500 nsec/div
Figure 3. Transient absorption signals induced in a 62.3 txM solution 
of biphenyl (no methanol) in liquid ammonia at 21.6° by a 5-nsec 
electron pulse: decaying signal, eam~ absorption at 1.75 ¡x\ growing 
signal, biphenyl anion absorption at 0.403 p.

pseudo-first-order kinetics and (ii) irradiation conditions 
were fixed such that the transient signal of eam-  in neat 
ammonia showed negligible decay 1.5 ^sec after the pulse.7 
The reaction of eam-  with Bam was followed by recording 
either the growth of the absorption of Bam-  at 0.403 m or 
the decay of the absorption of eam-  at 1.75 n at 21.6, 10.5, 
—2, and —26.3°, and at 1.4 n at —44.6 and —75°. In some 
cases, the growth of the Bam~ absorption and decay of the 
ea,n-  absorption were recorded simultaneously (cf. Figure
3). In one experiment at 23°, the decay of the eam-  absorp­

tion was observed at 1.2,1.3, 1.4, and 1.7 p. At least four de­
termination of reaction rates were made for each concen­
tration of Bam. For temperatures >10.5°, the absorption 
signal of eam-  decays to a plateau value greater than zero 
absorption (cf. Figure 3). This suggests that the reaction of 
eam-  with Bam is reversible. For the reversible reaction

-  kl -6am T Bam  ̂ Bam (1)
* 2

in which ki and k2 are the specific rates of forward and re­
verse reactions, respectively, a standard kinetic treatment 
gives the following equations:

—In [At — A „] = (&i[Bam]o + k^t + C (2)

—In [Da, — Dt\ = jfei[Bam]o + k2}t + C (3)
fci[Bam]o _  Dre«(eam ) 

k2 A„e(Bam-)
In eq 2-4, A is optical density of eam- , D is the optical den­
sity of Bam- , [Bam]o is initial concentration of Bam, t is the 
time, C is a constant, subscripts °° and t refer to at time °° 
(i.e., plateau value) and t respectively, and c(eam~) and 
«(Bam- ) are for the respective wavelengths of absorption 
measurements of eam-  and Bam- . At a given temperature, 
by analyzing the decay of eam-  by eq 2 and the growth of 
Bam-  by eq 3 the values of l&i[Bam]o + k2\ were evaluated 
for various values of [Bam]0; and subsequently from the 
slope and intercept of a linear plot (cf. Figure 4) of 
|fex[Bam]o + k2\ vs. [Bam]o values of k\ and k2 were obtained. 
The values of ki/k2 obtained at 21.6 and 10.5° are 7 X 104 
and 29 X 104 M -1, respectively. The values obtained for k\ 
are given in Figure 5.

The presence or absence of methanol in a solution had 
no effect on the results. Similarly, the presence or absence 
of the 0.3-m Cutoff filter placed between the xenon lamp 
and the irradiation sample did not affect the results. A fur­
ther confirmation of the kinetic analysis was provided by 
the fact that at 23° the observed decay of eam-  absorption 
at 1.2, 1.3, 1.4, and 1.7 p for a solution of B gave values of 
{fei[Bam]o + k2[ which were the same within experimental 
error. In a second approach, the plateau values of absorp­
tion signals of eam-  and Bam-  obtained from simultaneous 
recording of decay of eam-  and growth of Bam-  (cf. Figure
3) were analyzed with eq 4, in which appropriate values of 
«(eam- ) (obtained by the method described above) and 
t(Bam- ) were used. For [Bam- ]o = 103.5, 82.8, 62.1, 41.4, 
and 21.6 pM, the average values of ki/k2 obtained are 9.6 X 
104 and 33 X 104 M -1  at 21.6 and 10.5°, respectively. These 
values are in reasonable accord with the values determined 
above by use of eq 2 and 3. The mean of values of ki/k2 ob­
tained by two methods are 8.3 X 104 and 31 X 104 M -1  at
21.6 and 10.5°, respectively, and thereby the calculated 
heat of reaction, AH °,  and the entropy of reaction, ASr°, 
are —20 kcal mol-1  and -4 4  cal deg-1  mol-1 , respectively.

For temperatures <10.5°, k\ was evaluated from the 
decay of eam-  and the growth of Bam-  by straightforward 
pseudo-first-order kinetics. The results shown in Figure 5 
give k\ = 1.24 X io(12_1600/2-3flT\ in which R is the gas con­
stant and T is absolute temperature.

Discussion

Absorption Spectrum of Biphenyl Anion. The transient 
absorption spectrum presented in Figure 2 for B solutions 
in liquid ammonia is attributed to Bam-  produced by the 
reaction of eam-  with Bam. Such an assignment is supported
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Figure 4. The plot of (MBamlo +  M  vs. [Bam] 0 at 21.6°: (O) eam 
decay; (□ ) Bam growth. Each point is a mean of at least two obser­
vations.

Figure 5. The plot of In k-¡ vs. 1/ T.

by the effect of N20  on the transient absorption spectrum 
of 2 mM  biphenyl solution. Furthermore, the rate at which 
the 0.403-/U absorption grows is equal to the rate at which 
eam— absorption decays (cf. Figure 3). The wavelengths for 
the peaks in the absorption spectrum in Figure 2 agree well 
with the wavelengths for the peaks in the absorption spec­
tra of the biphenyl anion reported at room temperature in 
tetrahydrofuran,12 water,13 and ethylamine.14 The absorp­
tion spectra of the biphenyl anion at 77 K in a glassy mix­
ture of 3-methylpentane and 2-methyl-l-pentene15 and at 
room temperature in ethanol16 are also comparable with 
present results. In Table II, some characteristics of the 
major peak in absorption spectrum of the biphenyl anion 
are summarized for various solvents. The data indicate that 
the bandwidth at half-height and maximum extinction 
coefficient of the biphenyl anion are solvent dependent. 
Thus, it will be necessary to reexamine the yields of solvat­
ed electrons which were calculated in amines, deuterated 
ammonia, and ammonia on the basis that maximum extinc­
tion coefficient of the biphenyl anion is solvent indepen­
dent.14

Reaction Kinetics. At 25°, for a reaction of eam-  (diffu­
sion coefficient of eam~ is 4.88 X 10-4 cm2 sec- 1 )7 with a 
neutral molecule of 3.5-Â radius (crystal radius of B is 3.7 
Â18), the calculated diffusion-controlled specific rate by the

TABLE II: Wavelength for Maximum Absorption, Xm ax, 
Bandwidth at Half-Height, W, and Maximum Extinction 
Coefficient, em ax , f° r the Absorption Spectrum of 
Biphenyl Anion in Various Solvents at Room Temperature“

Solvent
^m a x '
nm

w ,
nm

emax> 
M -' cm ' 1 Ref

Water 405 38 2.6 X 10" 13
Ammonia 403 28 3.1 X 104 Present work 

at 23°
Ethylamine 408. 41 14
Tetrahydrofuran 400 3.8 X 104 17
Tetrahydrofuran 402 34 3.8 X 104; 12

“ Note Added in Proof. K. Sehested and E. 4. Hart (J. Phys. 
Chem., 79, 1639 (1975)) report a X m a x  of 390 nm, W = 38 
nm, and an e m a x  of 1.9 X 104 M~' cm -1 for the biphenyl 
anion in water at room temperature.

Smoluchowski-Debye equation7 and its calculated activa­
tion energy front the viscosity, of liquid ammonia for a tem­
perature range —65 to 50° 9a>w are 2.9 X 1011 M -1  sec-1  
and 1.6 kcal mol-1, respectively. Thus h\ = 8 X 1010 M -1  
sec-1  at 21.6° and its activation energy of 1.6 kcal mol-1  
determined in present studies suggest that the reaction of 
6 am with Bam is probably diffusion controlled.

Partial Molar Volume of Bam. Combining 130 ml mol-1  
volume of B in crystal18 with V(B) = 159'ml mol-1  deter­
mined in present studies for Ban, at 23°, a displacement of 
29 ml of ammonia is calculated for dissolution of 1 mol of B 
at infinite dilution in liquid ammonia. For a heat of vapor­
ization = 4.78 kcal mol-1  for liquid ammonia at 23°,20 a 
displacement of 29 ml of ammonia requires 4.9 kcal, which 
is less than AHi° = 9.4 kcal mol-1 . Thus, dissolution of B in 
liquid ammonia must also cause other changes in the struc­
ture of ammonia.

Heats and Entropies. For discussion of standard ther­
modynamic properties, AHf°(xy) and S°(xy) refer to the 
heat of formation and entropy, respectively, of a species x 
in a state y. Gaseous electrons in the standard state have 1 
atm fugacity, and the 1 M standard state refer to solvated 
species. All heats and entropies are in units of kcal mol-1  
and cal deg-1  mol-1, respectively, and are for 25°. Various 
values of heats and entropies of B are AH°(BS) = 24.03,21 
Aflf°(Bg) = 43.53,21 S°(Bs) = 49.2,22 and S°(B g) = 92.2,23 
in which subscripts s and g refer to solid and gaseous state, 
respectively. Temperature invariance up to 25° of values of 
AH\°, AS\°, AHr°, and AST° determined in present studies 
is assumed.

By combining AH)0 with AHf°(Bg), and AS)° with 
S°(B3) values of 33 and 79 are calculated for AHf°(Bam) 
and S°(Bam), respectively. For zero energy assumption 
(i.e., translational entropy of a neutral species for a 1 M 
standard state in gas and in solution is the same),24 the 
comparison of S°(Bam) = 79 with the calculated value 85.8 
of entropy of Bg for a 1 M  standard state indicates a small 
decrease in internal entropy of Bg on dissolution.

The values of AH °  and AST° on combination with 
values of AHf°(Bam) and S°(Bam) respectively give

AHf°(Bam- ) -  AHf°(eam- ) = 13 (5)

S°(Bam- ) -  S°(eam- ) = 35 (6)

Thus a knowledge of the values of AHf°(Barn- ) and 
S°(Bam- ) will give values of AMf°(eam- ) and S°(eam- ).

In liquid ammonia, the entropies of monovalent monoa- 
tomic ions,25 Zam1:fc, with reference26 to S°(H am+) = -2 9  
can be represented by the empirical equation27
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3 12.3
S°(Zam1;t) = -Rln F ------------7.6

2 r
(7)

in which F is formula weight of Z1* and r is Pauling’s esti­
mated value of the univalent radius of the ion.28 If B were 
monoatomic, then use of eq 7 with r = 3.7 A (crystal radius 
of B 18)29 would give 4.1 for the empirical entropy of Bam_, 
S°(B am_)emP- For zero energy assumption,24 S°(Bam_)emp 
= S°(B g)trM + S'ei°, in which S°(Bg)trM is entropy of trans­
lation of Bg in a 1 M  standard state and Sei° = [S°(Bam~) 
-  S°(Bam)] is electrostatic entropy. Combining 34.7, the 
value of S °(B g)trM calculated from translational partition 
function, with 4.1 for S°(B am- ) enip, Sel° = -3 1  is calculat­
ed, which on subsequent combination with S°(Bam) = 79 
gives S°(B am") = 48. Substitution of 48 for S°(B anT ) in eq 
6 gives S°(eamJ) = 13, which compares well with 18, a value 
of S°(eam~) obtained (for conditions in present investiga­
tions) from the calculated entropy of eam~ by Lepoutre and 
Jortner.30

To a good first approximation, the heat of solution of a 
i gaseous ion in a dielectric liquid can be calculated with the 
Born equation.31 For a 3.7-A radius of B_ 29 and 16.9 for 
the dielectric constant of liquid ammonia,9b such calcula-. 
tions give -4 6  for heat of solution of Bg_ in liquid ammo­
nia. Use of this value with AiJf°(Bg) = 43.53, H°(eg~j =
1 .5,30 and an electron affinity of B ~ 0,32 gives Aflf0(Bam~) 
= —1 and thereby use of eq 5 gives AHf°(eam~) = —14. The 
value of AiZf°(eam~) given by Lepoutre and Jortner30 con­
verts to -21  for conditions in the present discussion. Con­
sidering the limitations involved in use of the Born equa­
tion, the agreement between two values is good.
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The vaporization of cuprous chloride is considerably enhanced in the temperature range 189-390° by the 
presence of aluminum chloride vapor. Evidence is presented to support the conclusion that the molecular 
species CuAICU is an important constituent of the vapor phase. Thermodynamic properties of this mole­
cule have been derived from transpiration data. For the reaction CuCl(s) + AlCl:l( g ) ►  CuAlCl4(g), 
Aff°640K = —0 .8  kcal mol and AS°64ok = —2 'cal mol- 1  deg- 1 . The values A // ° 473k = 34 kcal mol and 
AS°473K = 48 cal mol- 1  deg- 1  are derived for the process CuA1C14(s) = CuAlCl4(g). The vapor phase com­
plex does not show a strong absorption band in the wavelength range 200-600 nm, in contrast to CU3CI3.

Introduction

Relatively little is known about the cuprous chloride- 
aluminum chloride system. A  melting point study by Kend­
all, Crittenden, and Miller1 indicates the existence of only 
one solid state intermediate compound, CuA 1C14, with a 
congruent melting point of 235°. The catalytic activity of 
CuAICU in the preparation of olefines has been a matter of 
considerable interest and has generated a substantial pat­
ent literature. 2’3 We have been interested in the nature of 
molecules formed in the vapor phase of such systems.4-6 

Cuprous halide vapor molecules have a strong absorption 
band in the region 200-250 nm and can be detected spec- 
trophotometrically at relatively low concentrations.7 In the 
present work we have demonstrated by transpiration ex­
periments that the presence of aluminum chloride pro­
duces a considerable increase in the amount of copper in 
the vapor phase in equilibrium with cuprous chloride in the 
temperature range 180-390°. This is attributed to forma­
tion of CuAICU molecules and thermodynamic constants 
for this mixed metal dimer species have been derived. The 
vapor phase shows no new absorption band in the range 
200-600 nm or appreciable enhancement of the character­
istic cuprous chloride absorption. It is suggested that the 
vapor complex is fundamentally an ion pair, much like 
NaAlCU, rather than a molecule in which the bonding be­
tween copper and chlorine is similar to that in CU3CI3, the 
principal species in the saturated vapor of pure cuprous 
chloride in this temperature range.

Experim ental Section

The experimental method used for the transpiration 
studies was basically that described by Richards.8 Argon at 
ca. 1000 Torr and at flow rates between 9 and 72 cm3 min- 1  

served as a carrier gas. The argon was made to flow either 
directly over C uC1-A1C13 mixtures or first over a solid sam­
ple of AICI3, heated in a compartment adjacent to the main 
reactor furnace to a temperature appropriate to introduce 
the desired partial pressure of aluminum chloride, and then 
over a sample of pure CuCl or over condensed mixtures of 
CuCl and AICI3. Partial pressures in the equilibrium vapor 
were deduced from the relative number of moles of Al, Cu, 
and Ar in the transported sample. Results showed no sys­
tematic dependence on flow rate in the indicated range. 
The amounts of aluminum and copper transported were 
determined by atomic absorption analysis9 of material

Which condensed outside the reaction zone. The pressure of 
argon was measured manometrically; the number of moles 
of. argon flowing through the reactor was determined by 
eyap'orating the sample of solid argon, collected in a liquid 
nitrogen cooled trap, into a calibrated volume and measur­
ing the pressure of the gas at room temperature. Ideal gas 
behavior was assumed.

The CuCl sample was prepared by reaction of copper at 
500° with chlorine; the latter was generated by thermal de­
composition of CuCl2, formed by vacuum dehydration of 
CuCl2*2 H2 0  (Baker Chemical, 99.1%). Samples of CuCl 
were subsequently sublimed under vacuum twice before 
being transferred into the transpiration reactor vessel. Alu­
minum trichloride was prepared by reaction of aluminum 
wire (Baker’s Analyzed Reagent) and HC1 (generated from 
Mallinckrodt Analytical Reagent NaCl and Allied Chemi­
cal 95.5-96.5% H2S0 4). The product initially formed was 
resublimed twice under vacuum, with a sample finally col­
lected in a side-arm extension of the transpiration appara­
tus where it could be introduced into the system by fractur­
ing a Pyrex breakseal.

Results and Discussion

The transpiration data are summarized in Table I (see 
paragraph at end of text regarding supplementary materi­
al). In all experiments CuCl(s) was present as a separate 
solid phase. The contribution to the total number of moles 
of copper in the vapor phase expected from the vapor pres­
sure of CuCl(s) was predicted from the data of Shelton. 10 

Relative to the total collected this amount was negligible 
for the majority of runs but constituted as much as 85% in 
experiments in the high temperature range and in which 
the partial pressure of AICI3 was very low. The additional 
copper in the vapor was attributed to the presence of the 
mixed metal dimer CuAlCl4(g). The indicated number of 
moles of this species was subtracted from the total number 
of gram atoms of aluminum transported to give the number 
of gram atoms of aluminum in the form of the monomer 
and dimer of aluminum chloride. The relative amounts of 
AlCU(g) and Al2Clfi(g) were calculated using data from the 
JANAF Tables. 11 Partial pressures of the various compo­
nents were calculated using Dalton’s law, P , =  X,Pt; P t 
(the total pressure) and n t  (the total number of moles of 
gas) were taken as the values measured for argon, since nAr 
»  ncuaC b +  n c u A ic ii +  « a ic i3 +  n.AioCifi-
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Table I (supplementary material) includes several series 
of experiments in which CuCl(s) at a given temperature 
(very nearly the same if not identical) was allowed to equil­
ibrate with various partial pressures of AICI3. It will be ob­
served, for example, that around 640 K  six experiments, in 
which the AlCl3 pressures differ by factors as large as 70, 
were conducted. The amount of copper transported as the 
complex showed only a first power dependence on the 
AICI3 pressure which indicates that complex molecules con­
taining more than one aluminum atom were not present at 
significant concentrations. A similar test of the number of 
copper atoms in the complex molecule was not feasible; 
however, in five experiments deposits of CuCl, the com­
plex, and AICI3 appeared reasonably well separated and 
were analyzed separately. While the separation was not 
perfect the analysis generally confirmed the expected com­
positions. The material thought to be the complex gave 
Al/Cu ratios of 0.91, 0.97, 0.95, 0.94, and 0.98, respectively. 
The slight excess of copper over that expected for the for­
mula CuAlCU could be due to (a) the concomitant deposi­
tion of some CuCl with the complex, (b) a small amount of 
decomposition of CuAlCU after condensation in the warm 
condensation region, losing A1C13, or (c) the deposition of 
small amounts of species such as CU2AICI5 or CU3AICI6. 
The observed ratios are close to unity, however, and we 
have assumed that the deviation was caused by (a) or (b) 
and hence that the principal vaporization reaction is

CuCl(s) + AlClstg) = CuAlCMg) (1 )

This conclusion also seems consistent with the reported 
composition of other similar complexes of aluminum chlo­
ride. 12 13  Alternatively, of course, (1) could be written with 
’/¿AUCMg), the dominant molecular form of aluminum 
chloride vapor at moderate to high pressures, as the reac­
tant.

Equilibrium constants derived for (1) are shown in Table 
I (supplementary material) and are displayed graphically 
in Figure 1 . At temperatures above 500 K, a liquid phase of 
unknown composition but presumed to be the complex was 
observed in the reactor along with CuCl(s) in several of the 
experiments. In the cases marked with an asterisk (Table I, 
supplementary material) the final equilibrium vapor mix­
ture was generated by decomposition of this condensed 
complex, i.e. no aluminum chloride was introduced into the 
carrier gas before it entered the reaction zone. In the other 
experiments (in which a liquid phase may or may not have 
been present) equilibrium was approached by the reaction 
of an initial excess pressure of aluminum chloride with the 
copper chloride (i.e., (1) proceeding to the right). Values of 
K 1 in these two cases show good consistency.

A least-squares treatment based on an equation of the 
form log Ki =  A T ' 1 + B gave the line shown in Figure 1 
with constants corresponding to an enthalpy change of 
—0.78 ± 0.06 kcal mol- 1  and an entropy change of —2.0 ±
0.1 cal mol- 1  deg- 1  for the mean temperature of 560 K. 
The indicated uncertainties represent the least-squares 
analysis of the spread of the experimental data. Using 
JANAF values for the standard entropies and enthalpies of 
formation of CuCl(s) and AlCU(g), our result leads to 113.7 
cal mol- 1  deg“ 1 and —172.8 kcal mol- 1  for the standard en­
tropy and enthalpy of formation, respectively, of 
CuAlCMg) at 560 K.

Information on the vibrational frequencies and the 
structure of the CuAlCU molecule has not been found. We 
have used data for similar molecules to see if the experi-

Figure 1. Temperature dependence of the equilibrium constant for 
.feaction 1 (O, ordinate scale on left), and of the vapor pressure of 
“CuAlCU In equilibrium with its solid phase and CuCI(s) ( • ,  ordinate 
scafe on right).

mentally derived value for the entropy is reasonable for 
such a molecule. The combined translational and rotational 
contribution is expected to be 77 cal mol- 1  deg- 1 , including 
a rotational contribution of 31.8 based on an assumed 
structure consisting of a tetrahedral A1CU group with the 
copper atom bridging through coordination with two chlo­
rine atoms (forming a planar AlCI2Cu ring) with overall 
symmetry C 2,,. The bond distances were assumed the same 
as the ljnean values reported in a crystal structure study of 
NaAlCU-14 From an analysis of the Raman spectrum of liq­
uid NaAlCU, Balasubrahmanyam and Nanis15 have as­
signed frequencies for the tetrachloroaluminate ion of 
145(2), 183(3), 349, and 580(3) cm“ 1. If these values are 
used for nine of the vibrational degrees of freedom for the 
CuAlCU molecule, the remaining three degrees of freedom 
would have to contribute 13 cal mol- 1  deg“ 1, the equivalent 
of three frequencies of the order of 123 cm“ 1, which ap­
pears generally reasonable. 16

An estimated value11 of A C P for (1) of —2.0 cal mol“1 
deg“1 leads to a predicted heat of formation of CuAlCU(g) 
of —173 kcal mol“1 and an absolute entropy of 95 cal mol“1 
deg“1 at 25°.

In experiments below 500 K and with a sufficiently high 
partial pressure of aluminum chloride, the solid complex 
condensed in the reactor. In these cases the partial pres­
sures of CuAlCU reflect the saturation vapor pressure of 
the solid. Partial pressures of AICI3 were varied significant­
ly above the saturation limit without observable effect on 
the apparent vapor pressure of the solid complex. The 
pressures of AICI3 generally remained above values expect­
ed for equilibrium with the excess of CuCl present and 
hence it appears that the solid complex formed a protective 
coating over the CuCl(s) crystals which prevented rapid 
equilibration through reaction 1 . The P cuAICu/Baicu ratios 
(Table I, supplementary material) in parentheses are seen 
to be abnormally low. In two instances (marked with aster­
isks) AICI3 was not introduced into the carrier gas prior to 
its entry into the reactor and after substantial amount of 
the solid complex had been formed in earlier runs; then the 
solid complex, by decomposition, generated the aluminum 
chloride vapor found in the exit gas and the resulting data 
gave pressure ratios in good agreement with values of K 1 

projected from the results at higher temperatures (see Fig­
ure 1 ).
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The consistency of the derived sublimation vapor pres­
sures at various aluminum chloride pressures suggests that 
the CuAlCLj solid phase remained at fixed composition. 
Data from the 11 runs in which CuA1C14(s) was present are 
tabulated below the dotted line in Table I (supplementary 
material); the vapor pressure dependence on temperature 
is also shown in Figure 1. A least-squares treatment, as­
suming the simple vaporization reaction

CuAlCU(s) = CuAlCMg) (2)

led to a predicted enthalpy of 34.3 ± 1.0 kcal mol- 1  and an 
entropy of 47.8 ± 2.4 cal mol- 1  deg- 1  for (2) at a mean tem­
perature of 473 K. With an estimated ACp of — 6  cal mol- 1  

deg- 1  for (2 ), a combination of results for (1 ) and (2 ) with 
JANAF values for CuCl(s) and A1C13 leads to a predicted 
standard enthalpy of formation of —208 ± 3 kcal mol- 1  and 
an absolute entropy of 44.5 ± 4 cal mol- 1  deg- 1  for 
CuAlCLds) at 25°. The entropy value is not greatly differ­
ent from the sum of the entropies of CuCl(s) and AlClsCs), 
47 cal mol- 1  deg- 1 , as generally expected for such com­
plexes.

The temperature dependence of the saturation pressures 
of CuAlCLt(g) when a liquid phase is present along with 
CuCl(s) reflects not only the variation of the vapor pressure 
with temperature but also the effect of the change in solu­
bility of CuCl in the liquid complex with temperature. 
While the calculated pressures of CuAlCU above 500 K  
(Table I, supplementary material) do appear to converge, 
at a given temperature, on a limiting value presumed to 
characterize the saturated liquid, this upper limit could not

be reliably fixed, i.e., one could not be certain in every case 
when a liquid phase was actually present, or if the liquid 
phase had reached saturation equilibrium with CuCl(s). 
Hence we have not attempted to calculate the properties of 
the liquid phase.
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Continued fractions have been developed for the second virial coefficient for the Barker Bobetic potential 
which contain, without significant error, all the thermodynamic information contained in the exact expres­
sion. Constants are obtained for the BB potential for Ne, Ar, Kr, and Xe. The general problem of obtaining 
approximate expressions for the results of statistical mechanical theories is discussed and compared with 
the analogous problem of using analytical mathematical functions on digital computers.

Introduction

Empirical correlations for the second virial coefficient, 
B ,  are still widely used today , 1-3  even though there are a 
number of intermolecular potentials which describe the 
second virial data for many substances better than any em­
pirical correlation.4-6 The reason for this is the complexity 
of the calculations to evaluate B  from the intermolecular 
potentials, which precludes the use of these models for rou­
tine calculations of B .  It is the purpose of this note to show 
how simplified expressions for the values of B  calculated 
from intermolecular potentials may be obtained which are

simple enough to use routinely. Since this is a general prob­
lem with all statistical mechanical theories, we start by dis­
cussing what is required of such simplified forms before 
discussing the application of the method to the calculation 
of B  for the Barker Bobetic (BB) potential,7 which was 
chosen as an example because it is one of the best poten­
tials for argon which has yet been devised. We conclude 
with a short discussion of the application of the method to 
other statistical mechanical theories.

The integral for B  for a realistic potential is typical of 
statistical mechanical theories of fluids in that the answer 
is provided as an intractable integral which can only be
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evaluated by a numerical integration. It is this feature 
which makes all these theories so inconvenient to use. 
However, to use these theories it is not necessary to have 
the exact answer; in fact, such exact answers always contain 
far more information than is ever required. For example, 
exact answers provide exact information for all orders of 
derivatives for all values of the temperature and density in­
cluding negative and complex values of these variables. (In 
practice the accuracy is limited to the round-off error of 
the computer even for exact answers.) Clearly, to use these 
theories to calculate thermodynamic properties, much of 
this information is not required, as we are normally only in­
terested in the free energy, and its first few derivatives, 
over a restricted range of temperature, density, and compo­
sition. The initial problem then reduces to representing, 
sufficiently accurately, the results of numerical integra­
tions in the statistical mechanical theories over a very re­
stricted range of temperature, density, and composition.

This problem is in many ways analogous to that faced by 
computer manufacturers in representing mathematical 
functions for use on a computer. They solved that problem 
by developing expressions, normally continued fractions, 
which represented the function over a range of values with 
an error about equal to the round-off error of the computer. 
Similar techniques can be used for statistical mechanical 
theories as is shown below for B. While the best possible re­
sult is to develop an expression with an error equal to the 
round-off error of the computer, in many cases even this is 
not necessary. It is frequently sufficient that the errors in 
the calculated values, and the first few derivatives, be 
much less (say a factor of 1 0  less) than the errors in the ex­
perimental data; the errors in the calculated values will 
then not be significant in making comparisons with experi­
mental data.

The problem then becomes one of obtaining such ap­
proximate forms. It is shown in the next section how this 
may be done for B  for the Barker Bobetic potential using 
continued fractions obtained by standard methods from 
the r e s u l ts  of numerical integrations of eq 1 .

A Continued Fraction for B

The values of B  for the BB potential are obtained from 
the following integral:

B  = - 2 w N  { e ~ u /k T  -  \ ) R 2 dR (1 )

where u  is the BB potential. For the reduced temperature 
range of 0.5-20.0, this integral can be represented by the 
following continued fractions:

B *  =  B h *  +  B s *  (2 )

where B *  is the reduced value of B ,  B/(2irrm3/3),

B h *  = e®T> o  + a J T *  + a 2 / T * 2 +
1.0/T*3)/(fe0 + b J T *  + b 2 / T * 2)

B s *  = exp ( f / T ) ( c 0 + c i / T *  +  c 2 / T * 2 +
1.0/T*3)/(T*Wo + di + d 2 / T *  + d 3 / T * 2) )  (3)

a0 = +916.14919 b 0 = 1914.8161a, = 8555.2627 6, = 13230.40a2 = +8101.6196
g  = —0.008

b 2 = 11315.04
c0 = 58147.879 d 0 = 35416.003c, = +8618.2141 d, = 10895.233
c 2 =  1468.565 t—©II d 2 = 1132.4217

TABLE I: Force Constants for the BB Potential

Substance e/fc,K
r min» 
nm,

rms error, 
cm3 mol-1

Neon 42.00 0.3084 0.5
Argon 140.58 0.3777 2.6
Krypton 199.60 0.4004 3.8
Xenon 186.06 0.4468 0.4

where T *  is the reduced temperature, k T / t ,  and e and rm 
are force constants for the BB potential as defined in ref 7. 
The root-mean-square errors for these expressions for B * ,  
T *  d B * / d T * ,  T * 2 d 2B * / d T * 2 are <1.0 X 10-3, <2.0 X 10-3, 
<2.0 X 10-3, respectively. (For argon at the critical point, 
these rms errors would mean errors of < 0 .1  cm3 mol-1 , 
<1.5 J mol- 1 , and <0 .0 2  J mol- 1  K - 1  in B ,  the enthalpy, 
and heat capacity, respectively.) These errors are much less 
than the experimental errors of the corresponding mea­
sured quantities and so can be ignored in making compari­
sons with experimental data. It may also be noted that 
these expressions can be extrapolated to reduced tempera­
tures of 0 .2  and 1 0 0 .0  without introducing any large errors 
and are well behaved at infinite but not at zero tempera­
tures.

Though the BB potential is based on data for argon, it 
can be extended to other substances by assuming that the 
potentials are conformable. This is the underlying idea of 
the corresponding states principle, and, while it may not be 
strictly true, it is sufficiently good to allow accurate calcu­
lation of thermodynamic properties. The results for values 
of B  calculated from the BB potential for the inert gases 
shown in Table I illustrate this. The rms error values are 
small and are mostly due to the scatter in the data particu­
larly at low temperatures, as was found for the same sets of 
data in ref 4 for a series expansion for B .

Discussion

These results show that such continued fractions can 
represent the classical integral for B  over a reduced tem­
perature range of 0.5-20.0 and can be used in its place, 
without introducing significant errors over the whole tem­
perature range of interest. (For argon, 0.5 < T* < 20 corre­
sponds to 75-3000 K.) The same approach can be used for 
any potential since the constants are obtained from the r e ­
s u l ts  of the numerical integrations for B .  Since we have 
previously developed a series expansion for B ,4 it is worth 
pointing out why this representation is superior. The series 
expansion in ref 4 was almost as accurate for B  as the con­
tinued fraction, but the errors in the derivatives of B  ob­
tained from the series expansion had errors about equal to 
the errors in the experimental data for specific heat, en­
thalpy, and Joule Thomson coefficients, whereas the errors 
in these quantities calculated from the continued fraction 
were much less. From the point of view of calculating ther­
modynamic properties, then, the continued fraction is a 
complete replacement for the classical integral for B  calcu­
lated from the BB potential and yet is still as simple to use 
as an empirical equation.

It is pertinent to ask if continued fractions can be used in 
this way to avoid complex numerical integrations in other 
physical theories. It has been used successfully for the ex­
ponential integral functions8’9 which occur in the BH theo­
ry with the Lennard-Jones potential. It seems possible that 
this technique can be used in many theories where the ana­
lytical answers are too unwieldy to be of practical use. It 
could provide a way of avoiding the complex numerical in­

The Journal o f Physical Chemistry, Voi. 80, No. 2, 1976



Isotope Effect of Deuterated Methanols In n-Hexane 131

tegrations which always occur in the answers for statistical 
mechanical theories using realistic potentials, and so make 
it possible for these theories to be used widely for routine 
calculations.

References and Notes

(1) J. P. O'Connell and J. M. Prausnitz, Ind. Eng. Chem. Process Des. Dev.,

6 , 245 (1967).
(2) K. S. Pitzer and R. F. Curl, J. Am. Chem. Soc., 79, 2369 (1957).
(3) C. Tsonopoulos, AChEJ., 20, 263 (1974).
(4) R. M. Gibbons, Cryogenics. 13, 658 (1973).
(5) R. M. Gibbons, Cryogenics, 14, 399 (1974).
(6 ) J. R. Johnson, and P. R. Eubank, Ind. Eng. Chem., Fundam,;'\2, 156 

(1973).
(7) J. A. Barker and M. V. Bobetlc, Phys. Rev. B„ 2, 4176 (1970).
(8 ) R. M. Gibbons, J. Chem. Soc., Faraday Trans., 71, 301 (1975).
(9) R. M. Gibbons, J. Chem. Soc., Faraday Trans., 71, 353 (1973).

Association and Vapor Pressure Isotope Effect of 
Variously Deuterated Methanols in n-Hexane
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Activity coefficients have been determined for solutions of CH3OH, CH 3OD, CD3OH, and CD 3OD in n -  
hexane between 35 and 75°C from isothermal vapor pressure measurements. Using Wilson’s equations for 
representing the activity coefficients, curves for the partial pressure ratios of the deuterioisomeric metha­
nols do not show oscillating behavior as they do when using the Redlich-Kister type representation. In 
each case, Wilson’s parameters, association constants, association energies, heats of vaporization, and ex­
cess Gibbs free energies suggest that the energy of the deuterium bond of the methanols is larger than that 
of their hydrogen bond. An association energy of about 5 kcal/mol is derived using Wilson’s representation, 
while the value of 6-7 kcal/mol derived from the Redlich-Kister representation is too large. The ratios 
p(CD 3 0 H)/p(CH30 H) and p(CD 3OD)/p(CH3OD) are inverse (>1) in the whole concentration range, 
whereas p(CH 3OD)/p(CH3OH) and p(CD 3OD)/p(CD3OH) change from normal (<1) to inverse as the mole 
fraction goes to zero. Previous measurements on methylamines showed a similar behavior, except that the 
inversion point (p/p' = 1) occurs at a higher mole fraction. The pronounced difference is due to the weaker 
hydrogen bonding of the amino group compared to the hydroxyl group.

A. Introduction, Measurements, and Evaluation
The investigation of vapor pressure isotherms of binary 

mixtures from variously deuterated methyl- 1 or dimethyla- 
mines2 and saturated hydrocarbons revealed characteristic 
differences in the association and the vapor pressure iso­
tope effect of isomeric amines. The differences depended 
on whether the hydrogen-bonded group or the alkyl group 
was deuterated. So far, analogous investigations of the al­
cohols had only been made for CH3OH and CH3OD in solu­
tions with n -hexane.3 To consider in addition the metha­
nols which are deuterated in the alkyl groups and to com­
pare the results for the four variously deuterated com­
pounds, the vapor pressure isotherms were also measured 
for solutions of CD3OH and CD30D in n -hexane. In these 
investigations the preparation of the compounds and the 
pressure measurement method were the same as that de­
scribed for the solutions of CH3OH and CH3OD. The 99.96 
mol % product furnished by Fluka, Buchs, was used for n -  
hexane. CD3OH and CD3OD were products of E. Merck, 
Darmstadt, and C. Roth, Karlsruhe, being deuterated to 
about 99%.

In addition, the evaluation of the vapor pressure iso­
therms, which is basic to these investigations, so far fol­

lowed the representation of the activity coefficients accord­
ing to Redlich and Kister.4 Denoting the activity coeffi­
cients of the two components of the mixture by f \  and f  2, 
the mole fractions by x\ and x->, and the Redlich-Kister 
constants by A,-_i ( i  = 2, 3 .. .), these equations are

/1  = exp *22 Ë  A ; - i(2*i -  1)'
1 =  2

(2[i — l]*i -  1) da)

and

f  i  -  exp * i 2 L  A ,_ i(l  -  2x 2)‘ 3 X

( 1  -  2 [i -  l]x 2) (lb)

To represent the activity coefficients of methanol solutions 
by means of these equations, it is necessary to take five to 
eleven Redlich-Kister constants instead of the usual 
three.3 Denoting the partial pressures of a heavy and a light 
isomer in the same solvent at the same mole fraction by p 
and p ' and the vapor pressures of the undiluted isomers by
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P  and P ' ,  the partial pressure quotients of two deuterioiso- 
mers are given byIa

p i p '  = f i P i / f i ' P i ’ (2 )

When using the activity coefficients from equations with 
five to eleven constants to calculate p i p '  from eq 2 , the re­
sulting quotients as function of mole fraction oscillate.313 

The amplitude and the frequency of the oscillations in­
crease with growing number of the Redlich-Kister con­
stants, as shown iri Figure 1 for the quotients of CH3OH 
and CH3OD at the temperatures of 40 (nine-ten con­
stants), 50 (eight constants), and 70°C (six constants). 
When plotting the calculated partial and total vapor pres­
sures as well as their first and second derivatives with re- ■' 
spect to the mole fraction, oscillations appear in the curves 
of the pressures, as is demonstrated for the system 
CHsOH-n-hexane at 40°C:in Figure 2. This led us to try 
the representation of the activity coefficients by Wilson’s 
equations5,6 requiring only two constants and by the N R TL 
equations developed by Renon and Prausnitz7’8 requiring 
three constants.

The constants were determined by the least-squares fit 
developed by Barker9 for obtaining constants in the Re­
dlich-Kister equations. After transcription of that method 
to the Wilson or the N R TL equations, initial values of the 
constants were iterated fitting the measured pressures by

P  = x \ f \ R \ P i  + X2/2R2P 2 (3)

where f \  and f i  were the activity coefficients of the respec­
tive equations and where the R ’s were gas imperfection fac­
tors determined as in ref 3a and 3b.

However, plotting the relative differences AP/P_of the 
measured pressures P  and the calculated pressures P  vs. x j 
(Figure 3), AP / P  from the N R TL equations was found to 
be two to three times larger than AP / P  from Wilson’s 
equations, especially at low concentrations. Therefore, only 
activity coefficients according to Wilson were used in the 
calculations, which were performed mainly for Xi —*■ 0. Wil­
son’s equations are10

/1 =
1

Xi +  A12X2

L  / A 12 A2i \
l Vxj + A 12X2 A21X1 + x j

and

f i  -
1

*2 +  A21JC1

exp ( / A 12 A2i \ 1
XI 1

\xi + A 12x2 A21X, + x 2J J

where

and

V2 /  X12 — X
----- p y n  I ---------
v ,

A 12 = ~  exp ^ u)R T

_ V i / X12 — X22\ 
A „ - - e W ( —

(4a)

(5a)

(5b)

V \  and Vo denote the mole volumes of components 1  and 2 

in the liquid state. X]2 — Xn and X12 — X22 or the corre­
sponding A 12 and A2i represent the constants of Wilson’s 
equations.

p/p'

Figure 1. Partial pressure quotients of CH3OD (p) and CH3OH (p )  as 
calculated from the Rediich-Kister equations with nine-ten con­
stants (40°C), eight constants (50°C), and six constants (70°C). x, 
is the mole fraction of methanol.

4000

00

CNO
Q.CNO

-6000

Figure 2. Pressures and their derivatives with respect to the mole 
fraction for CH3OH-n-hexane at 40°C as calculated from the Re­
dlich-Kister equations with nine constants; P =  calculated total 
pressure; DP and D2P = first and second derivatives of P; D2p, = 
second derivative of the partial pressure of methanol. In the calcula­
tions the gas imperfection factors have been neglected, x, is the 
mole fraction of methanol.

B. Results and Discussion

1. M e a s u r e d  P re s s u r e s ,  A c t i v i t y  C o e f f i c ie n t s ,  a n d  R e ­
s u l ts  D e r i v e d  f r o m  t h e  R e p r e s e n t a t i o n  o f  t h e  A c t i v i t y  
C o e f f i c ie n t s  A c c o r d in g  to  W i ls o n .  The pressures measured 
for mixtures of C D 3 O H  and C D 3O D  with n-hexane are list­
ed in Tables I and II. About 10 measurements out of 25-30 
are chosen in the range xi < 0 .1  to represent the vapor 
pressure function at small mole fractions more exactly than 
would be the case at an equidistant distribution of mea­
sured points. The Wilson constants derived from these 
measurements and the constants obtained for the systems 
with the remaining isomers, when using the measurements 
from ref 3a and 3b, are listed in Table III. Figure 4, show­
ing the plots of A P / P  vs. xi obtained from these constants 
for C H 3 O H ,  C H 3 O D ,  and C D 3O D  in n-hexane, reveals the 
same magnitude of the relative deviations as Figure 3b.
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TABLE I: Vapor Pressures of the System 
CDjOH—n-Hexane in Torr^

+35°C +40°C +50°C +60°C +70°C +75°C

0.0000 229.6 279.4 405.1 571.6 788.0 920.2
0.0108 334.3 400.8 558.6 755.6 1000.6 1146.9
0.0149 349.5 421.5 595.0 806.5 1064.4 1217.9
0.0277 376.2 457.1 663.2 922.8 1237.1 1418.4
0.0358 385.9 471.8 687.4 965.0 1307.4 1507.3
0.0509 397.8 487.6 716.1 1016.9 1397.8 1624.0
0.0552 399.2 489.7 720.5 1025.8 1413.7 1645.3
0.0689 404.6 497.1 733.8 1049.8 1456.9 1702.3
0.0785 407.5 500.9 740.9 1062.0 1478.8 1732.0
0.100 412.6 507.8 753.4 1084.4 1517.4 1782.6
0.121 414.5 510.5 759.0 1094.7 1536.0 1808.8
0.170 417.9 515.8 768.8 1113.5 1570.0 1852.8
0.208 419.0 517.5 773.6 1120.8 1584.0 1872.0
0.224 419.8 518.9 774.9 1124.1 1589.2 1879.4
0.284 420.2 519.3 777.1 1128.3 1598.7 1892.9
0.338 420.4 519.5 777.3 1130.1 1603.0 1899.4
0.405 420.5 519.9 777.8 1131.9 1606.4 1903.6
0.465 420.5 519.9 777.9 1132.1 1607.8 1905.8
0.550 420.7 520.0 778.1 1132.3 1607.8 1906.1
0.610 420.8 520.3 778.3 1132.4 1608.0 1906.4
0.671 420.6 520.0 777.9 1131.8 1606.0 1904.5
0.726 420.6 519.7 777.1 1129.8 1603.6 1901.4
0.757 420.5 519.3 776.3 1127.7 1600.5 1896.8
0.775 420.3 518.8 775.0 1126.4 1597.6 1893.6
0.809 419.2 517.2 773.1 1120.6 1588.7 1882.5
0.856 415.9 511.9 763.2 1106.9 1566.7 1855.3
0.907 401.2 494.1 734.3 1063.7 1504.3 1781.1
0.937 378.5 466.0 693.1 1005.0 1421.7 1683.7
0.956 353.9 436.2 650.7 945.8 1342.6 1593.2
0.987 269.5 336.1 511.0 757.4 1094.3 1309.9
1.000 211.0 256.9 419.0 637.2 942.0 1138.9

a x, is the mole fraction of CD3OH in the liquid phase.

Figure 3. Relative differences AP/P of the measured and the calcu­
lated pressures as function of the mole fraction x 1 of the alcohol for 
CD3OH-n-hexane at 35, 50, 60, and 75°C: (a) representation of the 
activity coefficients by means of the NRTI equations; (b) representa­
tion of the activity coefficients by Wilson’s equations.

The systematic change with temperature and the similarity 
in the magnitude of the deviations prove these to be mainly 
due to the inadequacy of the representations. The differ­
ences are smallest at about 50°C, where AP  is smaller than 
1% in the whole range of mole fractions below xi = 0.7.

TABLE II: Vapor Pressures of the System 
CD3OD—n-Hexane in Torra

+35°C +40°C +50°C +60°C +70°C +75°C

0.0000 229.5 279.3 404.6 570.9 788.2 920.1
0.0146 344.6 417.2 588.5 800.1 1057.5 1209.8
0.0187 355.5 431.7 616.4 846.4 1121.8 1281.6
0.0281 371.5 453.2 656.9 916.4 1229.6 1406.4
0.0306 374.4 457.1 664.2 932.Ó 1-257.6 1448.7
0.0497 388.3 476.0 702.0 999.7 1375.6 1602.1
0.0594 391.0 480.2 710.2 1012.6 1401.5 1634.6
0.0691 396.2 487.3 716.8 1035.3 1442.0 1685.3
0.0794 398.8 490.9 729.3 1047.4 1461.5 1711.9
0.0965 402.9 496.0 738.0 1063.2 1491.0 1752.6
0.115 405.5 499.1 743.2 1073.0 1509.3 1777.3
0.120 405.7 500.2 745.1 1076.6 1516.6 1788.3
0.134 406.9 502.0 748.5 1084.2 1527.9 1802.8
0.146 409.1 502.7 750.5 1087.9 1536.7 1811.4
0.235 411.0 507.0 761.0 1104.7 1567.8 1852.7
0.248 411.2 507.2 761.1 1107.0 1570.5 1858.8
0.370 411.4 509.2 762.5 1110.9 1580.7 1874.2
0.485 411.7 509.3 762.6 1111.9 1581.5 1878.1
0.545 411.8 509.4 762.8 1111.9 1582.3 1878.6
0.604 412.2 509.7 762.8 1111.6 1582.5 1875.8
0.718 410.7 508.3 762.7 1110.6 1578.1 1871.8
0.867 405.9 498.5 743.0 1080.1 1529.8 1814.0
0.970 309.7 382.9 575.1 841.4 1201.4 1427.4
1.000 201.1 254.9 401.2 613.3 911.0 1103.1

“  x, is the mole fraction of CD3OD in the liquid phase.

2 - a ^ -1
\

7V
- i  -

Figure 4. Relative differences A P/P of the measured and the calcu­
lated pressures as function of the mole fraction x-, of the alcohol for 
CHaOH-n-hexane (a), CH3OD-n-hexane (b), and CD3OD-n-hexane 
(c) at 3 5 , 50, 60, and 75°C. The activity coefficients are represented 
by Wilson’s equations.

The X’s can be conceived as energy parameters reflecting 
the interaction between the components of the mixture, 
with the suffixes 1 for methanol and 2 for n-hexane.8,1112 
The parameters are negative by definition. The fact that 
Xj9 — Xu is positive and about four times larger than A12 — 
A22 is in agreement with the concept that the interaction 
between the methanol molecules is significantly larger than 
that between the hexane molecules, and also larger than
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TABLE III: Wilson Parameters X 12 — A.,, and \ 12 —  X 22 of Binary Mixtures from Variously Deuterated Methanols (1) 
and n-Hexane (2)a

^12 ^11» •̂12 -̂221 •̂12 -̂11» •̂12 ^22*
T, °C cal/mol (A I2) cal/mol (A2I) cal/mol (A 12) cal/mol (a 21)

a. CH3OH- n-Hexane b. CH3OD--n-Hexane
35 2745 (0 .0366i) 772 (0.0875) 2806 (0.03313) 735 (0.0929)
40 2726 (0.04054 ) 759 (0.0912) 2774 (0 .037 5 !) 726 (0.0962)
50 2662 (0.05142) 720 (O.IOO4 ) 2709 (0.04776 ) 688 (0.1055)
60 2597 (0.06443 ) 690 (O.IO82) 2636 (0.0607g) 658 (O .II37)
70 2530 (0.0799 i ) 659 (Q .II6 5 ) 2548 (O.O7784) 635 (0 .120g)
75 2498 (O.O8863) 651 ( 0 . 119 0 ) 2514 (O.O8661)

•*
629 (0 .1230 )

C. CD 3OH--n-Hexane d. CD3OD-
1*
-n-Hexane '

35 2786 (O.O3425) 810 (0.0823) 2799 (O.O3353) 767 ■ (0.0882)
40 2751 f0.0389g) 798 (0.0857) 2777 (0.0373g) 746 (0.0931)
50 2680 ^0.04999) 765 . (0.0936) 2713 (0.0474g) 729 (0.0989)
60 2604 10.06381) \ 736 (O.IOO9 ) 2637 (0 .0607i) 707 (0.1055)
70 2524 (0.0805g) 712 (0.107g) 2543 (0 .0783i) 693 (O.llOg)
75 2484 (0 .090 4 !) 700 (O.IIO9 ) 2499 (0.0884g) 689 (0.1127 )

“  Values of A 12 and A 21 in parentheses.

TABLE IV : Wilson Parameters X . 2 —  X . 1 äiicl A., -  \ 22 of the Systems from Variously Deuterated Amines (1) and
n-Hexane (2) Calculated from the Data in Ref 1, 2a, 13, and 14

Nondeuterated associating group Deuterated associating group

A. 12 A. j j , ■̂12 -̂22» >̂ 12 ^1 1 » 
cal/mol

Ü0

Amine cal/mol cal/mol Amine cal/mol

+20 CH3NH2 929 268 CH3ND2 973 263
+10 975 298 1015 307

0 1019 335 1058 359
-10 1067 376 1105 402

- 2 0 1118 420 1160 453
- 4 0 1227 569 1279 589
+20 c d 3n h 2 941 249 c d 3n d 2 972 268
+10 982 289 1019 311

0 1025 333 1060 341
- 1 0 1068 384 1106 412
- 2 0 1118 439 1159 483
- 4 0 1229 558 1278 635
+20 c 2h 5n h 2 690 85 C,H,ND, 729 81
- 2 0 836 133 864 159
+20 (CH3)2NH 571 - 4 7 (CH3LND 552 4
—20 670 55 696 61
+20 (CD3)2NH 526 6 (CD3LND 565 - 1 3
—20 657 72 689 69

TABLE V: Activity Coefficients f ,  and f 2 of the Binary Mixtures from Variously Deuterated Methanols i l l  and
n-Hexane (2) at 50 C

Mole
fraction

CH3OH—n-hexane CH3O D- n-hexane c d 3o h --n-hexane CD3OD•-n-hexane
MeOH f i A f i f i f i A f i fi
0 47.82 1 51.22 1 49.52 1 51.8g 1
0.01 34.2g I.OO2 35.87 1.002 35.1g 1.002 36.2g I.OO20.05 15 .0 ! 1.02g I 5 .I 9 I.O27 15.2i 1.02g 15.3i I.O270.10 8A 94 1 0 7  3 8.511 1.075 8.574 1.073 8.571 1.0750.15 5-8 62 1.130 5.854 I .I 33 5-908 1.13i 5.892 I .I 330.20 4-4go I .I 97 4.447 1.20i 4-492 1.19g 4.47g 1.20i0.30 3 009 I .363 2.997 1.367 3 029 I .365 3-0ig 1.3680.40 2-269 1 5 86 2-260 IO 90 2-283 ! - 588 2.273 1.5gi0.50 1 8 23 1 8 96 I .816 1 9 02 I .834 ! - 900 l -82fi i .9 030.75 1.234 3.634 1.23i 3.687 1.239 3-7 02 I .235 3.7qi1 1 25.7 3 1 24.57 1 27.62 1 26.2i

that between the hexane and the methanol molecules. The 
calculated values of Xi2 -  Xu, about 1000 and about 2500 
cal/mol for methylamine (Table IV) and methanol, respec­
tively, demonstrate the larger hydrogen bond energy of the 
methanols compared to the methylamines.

However, the most conspicuous observation is that X)2 — 
X] ] of the compounds deuterated in the associating group is 
greater than Xi2 -  Xn of the compounds in which this 
group is not deuterated. The same observation is made for 
n-hexane solutions of amines when using Wilson’s con-
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stants for representing their activity coefficients (Table 
IV). In accordance with the determination of somewhat 
greater activity coefficients for the respective compounds 
(Table V), therefore, the deuterium bond energy is some­
what greater than the hydrogen bond energy. (The larger 
values of the activity coefficients are observed only for suf­
ficiently diluted solutions, since the values at the undiluted 
state are unity by definition.)

The relation

(X12 -  Xn )cD{!OH -  (^ 12  — l̂l^CH3OH -
(X12 — Xii)cDsOD — (Xi2 — Xii)ch:)OD

can be expected to hold at any temperature. A compara­
tively large deviation at 35°C reflects the errors due to the 
small vapor pressures. At higher temperatures the agree­
ment is not quite as good as for the corresponding calcula­
tion with methylamines (Table IV). However minor differ­
ences prove the equation to be satisfied, thus attesting to 
the consistency of the data.

2. A s s o c ia t io n  C o n s t a n t s ,  A s s o c ia t io n  E n e r g ie s ,  a n d  V a ­
p o r i z a t i o n  E n e r g i e s .  The calculation of association con­
stants for methanols in solution with n-hexane is based on 
the assumption of equilibria of monomers with dimers, di­
mers with trimers, etc., permitting the equilibrium con­
stants to be different if necessary. Adopting this model, the 
binary solutions can be assumed to behave ideally if re­
garded as mixtures consisting of the solvent and of various 
forms of the associating component. As shown by Prigogine 
et al. , 15 thus two expressions for the Gibbs energy of the 
system as a function of the chemical potentials are ob­
tained. Viewing the mixture as a binary system of macro­
scopic components, the potentials depend on the activity 
coefficients and the stoichiometric mole fractions. Viewing 
the mixture as a multicomponent system, the potentials 
depend on the true mole fractions. Appropriate transfor­
mation and solution of the expressions for the Gibbs energy 
and of the relations for the various chemical potentials and 
for the stoichiometric and the true mole fractions yield the 
expression

ft =  /i /( /2 lim * 1̂ 0/'i) (6)

for the fraction of molecules of the associating component
which exist as monomers. The fraction of molecules exist­
ing as i  mers is13

ft = i x ( i ) / x i f 2 (7)

where *(,-) denotes the true mole fraction of the imers. In­
serting ft from eq 7 in 2 ft = 1 and multiplying the sum by 
x  ifo , one obtains

*d) + 2x (2) + 3x (3) + . . .  = X1/2 (8)

Taking into account the definitions of the equilibrium con­
stants

K i ' 2x =  X (2 ) / X ( i r ,  E 2 ,3x = X(3)/X(2)X(1), etc. (9)

eq 1 0  results:

X(d + 2 K i  2xX { i )2 +  3 K i  2xK 2 ,3xX ( d 3 + . . . = x i/ 2 (1 0 )

For sufficiently large dilution the dimerization constant 
can be calculated as

K  l.2X
1 - f t

2x i/2di2
(ID

by omitting the terms containing xni4, . . . and by

applying eq 7. Analogously the trimerization constant fol­
lows as

K  2,3*
Kl,2XXl2f 22Pl3

(12)

by omission of the terms with powers of *(d higher than
*(i)3-

To calculate the equilibrium constants directly from 
Wilson’s constants, f \  and f 2 may be taken from eq 4. From 
(4a) we find

lim j^o/i = ——.e£p(l — A2i) (13)
A l2 . *

Applying De L ’Hospital’s rule, we obtain from (1 1 ) for x i
- *  0 •

K l , 2 X
2 — A 12 — A i2A2i2 

2 A12
(14)

when taking eq 4, and eq 6  after inserting eq 13. Consid­
ering eq 4, 6 , and 13, and applying De L ’HospitaPs rule 
twice, the trimerization constant follows as

K 2,3x -  2Ki'2x +

(A21 -  1)2(1 + 2A21)A122 -  3(1 -  AI2)2 „

¡ v v  (15)
The association constants calculated in this way are list­

ed in Table V. Their values differ little from those obtained 
previously for CH3OH and CH3OD with the help of the Re- 
dlich-Kister equations.3 In agreement with the .values of 
X12 — Xu as well as those of the activity coefficients, the 
constants indicate a somewhat enhanced association for the 
OD compounds compared to their OH analogues.

The dimerization energies, At/i,2) calculated from the 
association constants according to van’t Hoff, are likewise 
shown in the table. Their values, ~5 kcal/mol, are smaller 
than those of 6-7 kcal/mol derived from the representa­
tions of f i  and / 2 according to Redlich and Kister. The 
smaller values agree better with other results. 16 They are, 
therefore, preferable.

The values for the dimerization energy do not permit the 
unequivocal conclusion that the energy of the deuterium 
bond is larger than that of the hydrogen bond. However, 
the vaporization energy

A l> \  = R T '2 d ^ ' -  R T  (16)

which is more reliably determined, supports this result 
(Table VI). A U v does not depend on the special assump­
tions of the association model used for the calculation of 
the association constants and the association energies. 
Thus, even if the present model were shown to be incorrect, 
the larger energy of the deuterium bridge is demonstrated.

3. V a p o r  P r e s s u r e  I s o t o p e  E f f e c t .  Previous authors1 7 1 9  

have determined, as a function of temperature, the vapor 
pressure isotope effect of the undiluted methanols, charac­
terized by the ratio of the pressures p  of the heavy and p '  
of the light compound. Figure 5 compares these ratios from 
our measurements to those of the corresponding methyla- 
mines.lb The inverse effect ( p / p '  > 1) of the pairs with the 
deuteration difference in the alkyl groups is significantly 
smaller (p/p' = ~ 1 .0 1 ) than that of the methylamines ( p / p '  
= ~1.04). The normal effect ( p / p '  < 1) of the pairs with the 
difference in the associating groups, however, is a little
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TABLE VI: Association Constants K , 2 •*, K 2 3 x , K X 1  ca  and Dimerization Energies A  [/, 2 of Variously Deuterated 
Methanols in Solution with n-Hexane,’and Vaporization Energies A  t/v of the Undiluted Methanols

Methanol T , ° C
A U .,2, 
cal/mol K  xA 2,3

A U y ,  
cal/mol

CHjOH 35 26.8 3.58 40.7
40 24.2 3.25 ) 36.8)
50 I 8.9 2.58 —4930 28.9 8390
60 15.0 2.08 1 23.0 ) )
70 8240
75 1

CH3OD 35 29.7 3.96 45.0 _f * '
40 26.2 3.52 I 3 9 .7 )
50 20.4 2.79 -5 1 3 0 31-2 852tr\\
60 15.9 2.2i 24.4 > )
70 8350
75 J

CDjOH 35 28.7 3.83 43.5
40 25.2 3.38 3 8 .3 )
50 19-5 2.66 -5 2 5 0 29-8 8380
60 15-2 2 .1o 23.3 ) I
70 8250
75 J

CD3OD 35 29.3 3.9i 44.5
40 26.3 3.53 39-9 )
50 20.6 2.80 —5150 31.3 } 8470
60 I 6.0 2.2 i 24.5 J )
70 } 8350
75 j

a K t j  c represents the dimerization constant defined as a function of concentration, it results from K t 2 x  by multiplying 
by thè molar volume of the solvent.

METHYLAMINES METHANOLS

Figure S. Vapor pressure quotients p / p '  of undiluted methanols and 
methylamines as function of the temperature: (1) CD3OH/CH3OH 
and CD3NH2/CH3NH2, (2) CD3OD/CH3OD and CD3ND2/CH3ND2, (3) 
CH3OD/CH3OH and CH3ND2/CH3NH2, (4) CD3OD/CD3OH and 
CD3ND2/CD3NH2, (5) CD3OD/CH3OH and CD3ND2/CH3NH2, (6 ) 
CH3OD/CD3OH and CH3ND2/CD3NH2.

greater than that of the amines. (At 40°C p / p '  is found to 
be about 0.95 for CH 3OH/CH3OD and CD 3OH/CD3OD, 
while a value of about 0.96 is extrapolated for the amines.)

Figure 6 , showing the concentration dependence of the 
ratios according to eq 2 , proves in addition the inverse ef­
fect to be nearly concentration independent, while the nor­
mal effect changes into the inverse effect with dilution. The 
curves, based on Wilson type representations of the activi­
ty coefficients and thus without oscillatory behavior, clear­
ly show this transition.

As seen in Figure 6 c,d, by comparison of the curves for 
methanols (solid lines) to those of the amines (dotted 
lines), the transition from the normal to the inverse effect

Figure 6. Partial pressure quotients p / p '  of deuterioisomerlc metha­
nols in solutions with n-hexane at 50°C (------ ) and of deuteriosimer-
ic methylamines in solutions with n-hexane at 20°C (..........) as func­
tion of the methanol or the methylamine mole fraction je-,: (a) 
CD3OH/CH3OH and CD3NH2/CH3NH2, (b) CD3OD/CH3OD and 
CD3ND2/CH3ND2, (c) CH3OD/CH3OH and CH3ND2/CH3NH2, (d) 
CD3OD/CD3OH and CD3ND2/CH3ND2.

results only at high dilution. The same characteristic be­
havior follows from the plot of the total pressure differ­
ences P '  — P  (Figure 7), showing the inversion ( P '  — P  =  0) 
for n-hexane solutions of CH3OH and CH3OD at a metha­
nol mole fraction x \  = 0.02. For the corresponding amines 
the crossover occurs at x i  = 0.17, even though the tempera­
ture is lower. (The maxima and minima shown by the 
curves at high mole fractions are due to the inadequacy of 
the representations in this range (cf. Figures 3b and 4). The 
differences were calculated from

P ' - P  =  x i R \ P \ \ f i  + x 2R 2P 2 ' A f 2 +  x l R 1f 1 ' A P 1 (17)

where P '  is the total pressure of the n-hexane solutions of 
CH3OH or CH3NH2, while P  is the total pressure of the
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Figure 7. Total pressure differences P' — Pof mixtures of variously 
deuterated methanols and n-hexane at 50°C (solid lines, ordinate 
values without parentheses) and of mixtures of variously deuterated 
methylamines and n-hexane at 20°C (doited lines, ordinate values 
within parentheses). P  refers to the mixtures of n-hexane and 
CH3OH or CH3NH2. P refers to the mixtures of n-hexane and (1) 
CH3OD or CH3ND2, (2) CD3OD or CD3ND2, and (3) CD3OH or 
CD3NH2. x: is the mole fraction of methanol or methylamine.

system with the deuterated compound. f \  and /2r are the 
activity coefficients of CH 3OH or CH 3N H 2 and of n-hex­
ane, while A/i and A/v denote the differences of the activi­
ty coefficients for the two systems compared. P \  and P 1 

are the pressures of the pure isomers, A Pt is the difference 
of these pressures, and P 2 is the pressure of pure n-hex- 
ane.)

According to the relation20 

P  _  / ir(Cond) sinh (U[(cond)/2) \ ^
P  1=1 '̂ ¿(cond) sinh (ui(cond)'/2 )/

/ ĵ(cond) î(gas) sinh { i i j (gas) /2 ) sinh (ni(cond)/ )̂\ (1 3 )
I —" 'Wifeond)f̂ i(gas) sinh { l l i (gas)/2 ) sinh (u/(cond) /2 )/

( u l =  h v i / k T ,  v, = wavenumber of vibrations) the vapor 
pressure ratio depends on the shifts of the intermolecular ( i  
= 1-6) and the intramolecular ( i  =  7-3N )  vibrations with 
condensation or solvation. Shifts to lower wavenumbers in­
crease while shifts to higher wavenumbers decrease the 
ratio. For the methylamine pairs with different methyl 
groups the occurrence of an inverse effect and the lack of a 
significant change of this inverse effect in the whole con­
centration range has been explained based on two assump­
tions: (1 ) the amino group vibrations, even those of the un­
diluted compounds, cancel in their influence on the ratio; 
(2 ) the influence of the red-shifted methyl group vibrations 
on the ratio is greater than that of the blue-shifted vibra­
tions. For the methanols with different methyl groups be­
cause of the smallness of their inverse effect one is lead to 
the conclusion that the hydroxyl group vibrations do not 
cancel to the same extent.

The normal effect of the methylamine pairs with differ­
ent amino groups has been interpreted assuming the fol­
lowing: the methyl group vibrations cancel in the ratio; the 
influence of the blue-shifted amino group vibrations (in 
particular of the hindered rotations or the torsions occur -

137

Figure 8. Differences G6 — ( f  of the excess Gibbs free energies of 
mixtures of variously deuterated methanols and n-hexane at 50°C 
(a) and of mixtures of variously deuterated methylamines and n-hex- 
ane at 20°C (b). (P  refers to the mixtures of n-hexane and CH3OH 
or CH3NH2. refers to the mixtures of n-hexane and (1) CH3OD or 
CH3ND2, (2) CD3OD or CD3ND2, and (3) CD3OH or CD3NH2. x-i is the 
mole fraction of methanol or methylamine.

ring with the association) is greater than the influence of 
the red-shifted amino group vibrations. For the normal ef­
fect of the methanols substantially the same explanation 
holds true with respect to the hydroxyl group vibrations, ir­
respective of the degree ter which the methyl group vibra­
tions of the alcohols cancel.

• • .;.iS

The change from the normal to the inverse effect results f  
from the dissociation of the associated molecules into the |  
monomers. This transition is accompanied by a reduction 
of the vibrational shifts. In particular the torsions of the 
hydroxyl groups, observed at 655 and 475 cm- 1  for undilut­
ed CH3OH and CH3OD, respectively,21 are considerably 
lowered (to about 275 and 215 cm“ 1, when considering the 
values for the torsions of the monomers in an argon ma­
trix22). Thus the vibrations fall in the range where both the 
vibration of the deuterated and the vibration of the non- 
deuterated molecule are largely excited, and where, there­
fore, their influence on the ratio is significantly reduced. As 
a consequence of this the inverse effect of the red-shifted 
vibrations, though likewise reduced, predominates.

The appearance of the inversion only at high dilution 
conforms to the concept that the methanols form much 
stronger hydrogen bonds than the methylamines.

4. E x c e s s  G ib b s  F r e e  E n e r g ie s .  The maximum value of 
the excess Gibbs free energy has been calculated to about 
200 cal/mol for mixtures of methanol and n-hexane at 50°C 
as well as for mixtures of methylamine and n-hexane at 
20°C.2:! Figure 8  represents the differences of the excess 
Gibbs free energies calculated from

G E' -  G E = R T  +  x-2 In y -)  (19)

where G E refers to CH3OH or CH3NH 2 in n-hexane, while 
G E refers to the system with the deuterated compound.

The values of —(GE — GE) are distinctly greater for the 
pairs with CH3ND2 and CD3ND2 (Figure 8 b, curves 1  and
2) than for the pair with CD3NH2 (Figure 8 b, curve 3). The 
greater values result from /1 and f  > being greater than f \
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and f i . That means, the curves for GE — GE of the methyl- 
amine solutions reflect the somewhat enhanced association 
of the compounds deuterated in the associating groups.

The curves for the methanol solutions (Figure 8 a) are 
more complicated, possibly in part due to the insufficiency 
of the data. However, at low concentrations, where GE' — 
GE depends mainly on f\ and f\ ,  the curves show the 
course observed for the methylamines in the whole concen­
tration range. Considering the different hydrogen bond 
strengths of the hydroxyl and the amino groups, thus the 
results for the variously deuterated methanols conform 
again to the concepts on hydrogen bonding and vapor pres­
sure isotope effect of the variously deuterated amines.
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Partial molal volumes (V2) and apparent molal compressibilities ( 0 k ) have been measured for the following 
amines and pyridine in aqueous solutions from density and sound velocity measurements at 20°C (or 
25°C): ¿-PrNH2, ¿-BuNH2, sec-BuNH2, f-BuNH2, l,2Pr(NH2)2, l,4Bu(NH2)2, ethanolamine, pyrrolidine, 
piperidine, and morpholine. The limiting partial molal excess volumes (V20E) are in general negative and 
go through a minima with increasing concentration except for pyridine. The limiting apparent molal com­
pressibilities ( 0 k ° )  are also found to be negative except for pyridine and i-BuNH2. The magnitudes of 
V20E, 0k°> and the slopes of the P2(x2) and 0 k ( x 2 )  curves are higher for solutes with more hydrophobic 
character and decrease on substitution of a second amino or hydroxy group. These results are consistent 
with the promotion of structure of the solvent. There appears to exist a one to one correspondence between 
the limiting volumes and compressibilities as well as the slopes of the concentration plots of the partial vol­
ume and apparent compressibility. The isomeric butyl amines however show higher slopes for the compres­
sibility plots. Moreover, t-BuNH2 exhibits the unique behavior of yielding a positive value for 0 k ° ,  a mini­
mum in the 0k(*2) curve, and also a minimum value for d0K/dx2 in the isomeric series. These pecularities 
are believed to arise out of the unique way of dissolution of i-BuNH2 in water, substitutional dissolution in 
very dilute solutions, and interstitial dissolution at higher concentrations.

Introduction

In the previous work,1 the volumetric and compressibili­
ty behavior in dilute aqueous solutions of some straight

chain mono- and dialkylamines was reported and the re­
sults discussed from the point of view of solute-solvent in­
teractions. Of special interest was the observation that the 
apparent molal compressibility ( 0 k ) for some of the lower
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TABLE I:

10'°

Solute
Concn 

range, m
V  0

ml mol 1
V2oE, 

ml mol 1
dV 2/dx2, 
ml mol-1

1O , o0 k - 
cm1 dyn 1 

mol-1

(d0K/d *2), 
cm2 dyn-1 

mol-1
EtNHj 0 .5 -1 8 58.0 - 8 .0 - 6 9 —2.5 200
n-PrNH2 0 .3 7 -5 .5 74.0 - 8 .5 -1 5 9 - 9 .5 357
i-PrNHj 0.4—5.9 75.5 —10.3 -1 6 5 —12.0 324
n-BuNH2 0.3—3.6 88.8 —10.1 -1 6 3 —16.0 1150
j-BuNH2 0.4—3.9 89.5 —11.6 -1 8 0 -1 8 .0 1000
sec-BuNH. 0 .2 5 -3 89.1 —11.7 -2 4 0 -1 8 .0 832
ferf-BuNH2 0 .0 6 -5 92.4

93.0»
—12.2 -3 6 2 + 10.0 735

(Et)2NH 0 .2 5 -8 .6 90.8 —12.1 -1 5 3 -1 0 .0 416
Et(NHj)2 2 .5 -4 0 .0 62.1 - 5 .0 - 3 9 - 6 .5 45
l,2Pr(NH2)2 1 .6 -1 8 .8 78.1 —7.0 - 4 8 - 4 .5 85
l,4Bu(NH2)2 1 .1 -1 7 .6 92.5 - 3 0 - 6 .0 100
Et(OH)NH2 1 .9 -4 1 .0 58.8 —1.2 - 1 5 + 3.5 20
Pyrrolidine12 1 .9 -8 .9 77.0 * 

77.8 C
- 5 .8 - 1 1 2 »

—137°
—3.5 217

Piperidine0

0001LO©

9 2 . 4 b  
92 .5 C

- 6 .8 —1 54» 
—267 2

-1 2 .0 545

Morpholine2 1 .7 -2 2 .5 82.7 -4 .7 - 3 0 + 4.0 66
Pyridine2 1 .0 -2 4 .4 77.0 

1 1 . I d
—4.1 + 6.2 

+ 2.2 d
190

a These solutes are studied at 25°C, while the rest of the data are at 20°C. » Data obtained after applying the hydrolysis 
correction. c These values are taken from ref 5. d From ref 7.

amines exhibited a minimum in the 4>k ( x 2) curves. This 
fact was used to support the concept of substitutional dis­
solution2 for these amines and an interstitial mode of disso­
lution for others which did not show a minimum in the 
tj>k (x2) curves. Slopes of the <pk (x2) curves also exhibited 
significant differences for related compounds.

The effect of chain branching in monofunctional mixed 
solutes as well as the effect of substitution of a second hy-: 
drophilic interacting center on the solution properties of al­
cohols, ethers, cyclic ethers, and cyclic amines have been 
studied extensively and relevant information has been 
summarized lucidly.2-3 The highly symmetrical t-BuOH, 
for instance, shows maximum enthalpy and entropy effects 
and has also a maximum value for A0str, the structural con­
tribution to the rise in the temperature of maximum densi­
ty of water (TMD). This has been interpreted in terms of 
maximum solvent structure stabilization caused by dis­
solved solute molecules. Similar extensive information on 
enthalpy and entropy effects in branch chain amines, di­
amines, and cyclic amines is lacking. Also, no information 
is yet available on the volumetric and compressibility be­
havior of these compounds in dilute aqueous solutions. In 
the present paper sound velocity and density of dilute 
aqueous solutions of the following compounds have been 
obtained experimentally and the results analyzed: i -  
PrNH2, i-BuNH2, see-BuNH,, f-BuNH2, l,2Pr(NH2)2, 
l,4Bu(NH2)2, ethanolamine, pyrrolidine, piperidine, mor­
pholine, and pyridine.

Experim ental and Results

i-BuNH2 (Fluka-Purum), sec-BuNH2 (Fluka-Purum), 
f-BuNH 2 (Fluka-Pract), ethanolamine (Fluka-Purum), 
morpholine (BDH), pyrrolidine (Merck), and piperidine 
(Riedel-de-Haen) were dried over potassium hydroxide 

pellets for at least 48- hr, distilled twice, and the middle 
fractions were collected. 1,2-Propanediamine (Fluka- 
Pract), 1,4-butanediamine (Merck), and isopropylamine 
(70% in water) were used directly. All solutions were pre­

pared fresh before measurements with double distilled 
water by weighing in glass stoppered flasks.

Sound velocity ( U )  and compressibility (d) for the 
amines handled in this work show4 a maximum in U  and a 
minimum in d at a concentration which is governed by the 
geometry and chain length of the solute.

Densities at constant temperatures (2 0  or 25°C) were 
measured with a calibrated 1 0 -ml density bottle suspended 
in a thermostat held at constant temperature (±0.02°C) for 
over 1  hr. The densities are considered to be accurate to ±5 
units in the fifth decimal place.

Partial molal volumes ( V o )  of the amines were calculated 
from the density data by first calculating the apparent 
molal volumes (<t>v) given by the expression

1 0 0 0 (d0 — d )  M 2
4>\’ = ---------------------+  —  (1)

cd  o do

(where the symbols have their usual meanings) and then 
converting the 4>v into V 2 using the equation

v2 = <t>v + m  j  (2)

where m  is the molality. The slopes ( d 4> v /d m )  were evalu­
ated by drawing tangents by the mirror method. V2°’s, the 
limiting partial molal volumes, were evaluated by extrapo­
lating V 2 to zero concentration. However, for most of the 
amines (except pyridine, morpholine, and ethanolamine) 
the pKa values are around 10.5-11.2. Hence strictly speak­
ing corrections for the hydrolysis of the amines should be 
applied as done by Cabani et al. ,5 in order to obtain true 
V 2°’s for the unhydrolyzed amine molecules. The concen­
tration range handled in this work is not too low and the 
V 2° ’s have been evaluated to indicate trends rather than to 
yield precise values. In view of this, the correction proce­
dure turned out to be meaningful only in the case of pyrrol­
idine and piperidine, in which cases inspite of the relatively 
high concentrations our V 2° values show good agreement 
with those reported by Cabani et al.5 (cf. Table I). Of the

The Journal o f Physical Chemistry, Vol. 80, No. 2, 1976



140 M. V. Kaulgud and K. J. Patil

other amines corrections applied6 in the case of i-BuN H 2 

(where the corrections were found to be necessary on ac­
count of the low concentrations handled) caused an in­
crease of 0.6 ml in Vo0 (cf. Table I and Figure 4), which is of 
the order of accuracy (±0.5 ml) claimed for the V2° values. 
Hence it was not thought necessary in the purview of this 
paper to correct" for hydrolysis for the rest of the amines. 
V26’s for all the -amines except pyrrolidine and piperidine 
were hence obtained by smooth extrapolations. The dis­
crepancy in the limiting volume for pyridine obtained by us 
(77.0 ml mol-1) qnd that of Conwqy et al.7 (77.7 ml mol-1 ) 
is believed to arise from extrapolation done from higher 
concentrations'..-'

Figures ±~3 show the variation of V 2 with mole percent 
amine. FoV pyrrolidine, piperidine, and t-BuNH 2 the ap­
propriate’ function $*/(l — d) has been plotted against ( 1  — 
<x ) c b °  (cf. eq 4 in ref 5)'in Figure 4.

The apparent molal compressibility (<pk) were calculated 
from the expression:

4>k
iooo(i8 -  go)

c
+  M v (3)

where 0  and 0 o are the adiabatic compressibilities of the so­
lution and pure solvent, respectively, and c is th)e concen­
tration in molarity. Estimated uncertainties in • <j>k are 
about ±1 X 10-1° cm2 dyn- 1  at the lowest concentration. 
For i-BuN H 2 where the measurements were extended to 
very low concentrations, these are higher as shown in Fig­
ure 5. Figures 5 and 6  show the variations of 4>k  with mole 
percent amine for all the compounds handled in this work. 
The limiting values of $k° have been obtained by smooth 
extrapolations.

In Table I we have collected values of V2°, VY)E, slopes of 
the V 2(x2) curves (dV2/dx2) (hereafter abbreviated as h '), 
<t>K° values as obtained above, and the corresponding slopes 
(d<i>i</dx2) (hereafter abbreviated as k ' ) .  For the sake of 
comparison the corresponding parameters for rc-PrNH2, 
n-BuNH2, EtNH 2, (Et)2NH, and Et(NH 2) 2 reported ear­
lier1 have also been included in the table. The slope values 
are taken to indicate trends and no claim is made regarding 
their absolute values.

Discussions

The excess partial molal volumes V2E are all negative 
and go through a minima with increasing concentration ex­
cept for pyridine. In an isomeric series the concentration at 
the minimum in V 2 is least for the symmetrical isomer. The 
magnitude of the limiting partial molal excess volume V 20E 
is least for the straight chain isomer and highest for the 
highly symmetrical isomer (cf. n-BuNH2 and f-BuNH 2). 
Introduction of an additional amino (or hydroxy) group,
i.e., on making the molecule more hydrophilic, brings about 
a reduction in the magnitude of V20E (cf. n-PrNH 2 and 
l,2Pr(NH2)2; EtNH 2 and Et(NH2)2; as also Et(OH)NH2. 
The <)>k° values in general are negative and become more 
negative with increasing chain length and/or hydrophobic 
character. This is also true for the cyclic amines pyrrolidine 
and piperidine. It appears that chain branching leads to 
more negative values for 4>k u (cf. the isomeric butylamines). 
However, additional experimental evidence is needed be­
fore this statement can be generalized. The case of t -  
B uNH2 showing a minimum in the 0k ( x 2)  curve and hence 
yielding a positive </>kc is unique and deserves special men­
tion (see below).

These and the earlier observations1 regarding the volu­

Figure 1. Partial molal volume vs. mole percent amine at 20°C for 
aqueous solutions of (a) isopropylamine, (b) isobutylamine, (c) sec-  
butylamine, and (d) feri-butylamine.

metric behavior of straight chain and branch chain amines 
are similar to those of the corresponding alcohols.''1 It is 
thus reasonable to conclude that similar structural promo­
tion for solvent water molecules must be occurring in dilute 
solutions of amines as well. The negative <t>k° values corro­
borate these conclusions in as much as they reflect the loss 
in the structural compressibility of water on account of the 
solute induced order in the solvent. Even pyrrolidine and 
piperidine showing negative 4>k° and appreciable loss of 
volume in solution must be looked upon as causing a rein­
forcement in solvent structure. However, in view of the op­
posite trends in the entropy and enthalpy of hydration, 
namely, TASh° £ A//h° for cyclic amines11 and TASh° > 
AHh° for straight chain monofunctional solutes, one is 
forced to conclude that structure promotion in these two 
classes of compounds must be taking place in different 
ways. Introduction of a second amino or hydroxy group 
leads to a simultaneous decrease in both V20E and <t>k° indi­
cating loss of the structure-promoting ability (cf. diamines 
and ethanolamine). These interrelations can possibly be 
better demonstrated on a plot of V20E vs. <j>k° (Figure 7).
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Figure 2. Partial molal volume vs. mole percent of amine at 20°C for 
aqueous solutions of (a) ethanolamine, (b) 1 ,2 -propanediamine, and 
(c) 1,4-butanediamine.

Figure 3. Partial molal volume vs. mole percent for aqueous solu­
tions of (a) morpholine and (b) pyridine at 25°C.

(1 - oOCb0-----►

Figure 4. The function <j>‘ ! (1 — <*) ml mol- 1  ns a function of (1 — 
a)cB° for iert-butylamine (O, 20°C), piperidine (A, 25°C), and pyr­
rolidine ( • ,  25°C) (right-hand scale).

All points seem to group around the straight line drawn. 
Highly hydrophilic and weak structure forming solutes 
seem to cluster at the lower end of this line whereas hydro-

Figure 5. Apparent molal compressibility at 20°C vs. mole percent 
of amine for the aqueous solutions of isopropylamine (O) isobutyla- 
mine (A), sec-butylamine (□), and tert-butylamine (•).

Figure 6. Apparent molal compressibility vs. mole percent amine for 
the aqueous solutions of (a) 1,2-propanediamine (A), 1,4-butanedi­
amine (O), and ethanolamine (□) at 20°C and (b) pyrrolidine (•), pi­
peridine (O), morpholine (A), and pyridine (□) at 25°C.

phobic structure forming solutes occupy positions at the 
upper end. The only exception seems to be f-BuNH^ which 
falls way below the line, thus stressing its unique character 
once again (see below).

Slopes of the partial volume-concentration plots h '  (= 
d V J A x  2) and the apparent compressibility-concentration 
plots k '  (= d0 i</d*2) for all the compounds including ear­
lier results1 have been plotted in Figure 8 and show some 
significant trends. Both of these parameters show a monot­
onous almost linear dependence from MeNH2 to PrNH2.
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Figure 7. (1) MeNH2, (2) EtNH2, (3) o-PrNH2, (4) i-PrNH2, (5) n- 
BuNH2, (6 ) /-BuNH2, (7) sec-BuNH2, (8) f-BuNH2, (9) (Me)2NH, (10) 
(Et)2NH, (11) Et(NH2)2, (12) 1,2Pr(NH2)2, (13) 1,4Bu(NH2)2, (14) Et- 
(OH)NH2, (15) pyrrolidine, (16) piperidine, (17) morpholine, (18) pyri­
dine.

Substitution of a second polar group causes a simultaneous 
decrease in both these parameters (cf. PrNH 2 and 
l,2Pr(NH2)2; EtNH 2 and Et(NH2)2; EtNH 2 and Et- 
(OH)NH2 etc). Even cyclic amines, diamines, and dialk-

ylamines fit into this interrelationship, the points lying 
near this line. Pyrrolidine and diethylamine lie considera­
bly apart, thus corroborating the earlier statement regard­
ing the stabilizing influence being exerted in a different 
way. Slopes for piperidine are greater than for pyrrolidine 
in conformity with the viewpoint that increase in the num­
ber of the hydrophobic centers leads to enhanced structur­
al effects. The highly hydrophilic ethanolamine shows very 
small values for h '  and k ' .  As in Figure 7, one can see here 
too that weak structure forming solutes occupy positions at 
the lower left end of the graph, being followed successively 
by strong structure formers as one proceeds along the l in e .  
There appears to exist a one to one correspondence be­
tween the solute-solute interactions and their effects on 
the slopes of the partial volume and compressibility.

The isomeric butylamines however seem to behave en­
tirely differently. In the first place the k ’ values are consid­
erably larger while h '  appears to show a normal trend. Sec­
ondly, f-BuNH 2 surprisingly shows the smallest value for 
k \  though one would have anticipated the highest value in 
the isomeric series for the following reasons: (a) maximum 
value for h '  suggesting strongest solute-solute interac­
tion8’9 and hence maximum ordering of the solvent struc­
ture; (b) maximum loss in volume on dissolution, indicating 
least disturbance of the existing order; and finally (c) high­
est value for the viscosity B  coefficient10 in the isomeric se­
ries indicating the extent of tightly bound cosphere water. 
The observed reversal in the trend of k '  as against the ex­
pected trend, n  <  iso < sec < tert, strongly suggests a basic 
differences in the mode of interaction of the isomeric buty­
lamines with the surrounding water cage structure. As is 
well known, f-BuNH 2 forms a unique clathrate hydrate in 
which the amine molecule is free to rotate inside the cage 
whereas normally the polar end of the solute is known to 
become anchored into the surrounding solvent cage.

Mention must be finally made of one more uniqueness of 
f-BuNH 2 of showing a minimum in the <j>k ( x 2) curve. Just 
as a minimum in the V2E(x2) curves is taken as an indica­
tion of different modes of solute-solvent interaction before 
and after the minimum, similarly a minimum in <Pk  must 
also arise out of different modes of dissolution before and 
after.

A positive value of 1 0  units of <j>k° for £-BuNH2 indicates 
that the introduction of the first molecules in water must 
be leading to an incipient structural breakdown of water. 
This might be due to the displacement of the “ frame­
work” 2 water molecules into the “ interstices” 2 and occu­
pation of the amine molecules at the framework sites. Such 
a mode of “ substitutional” dissolution (as was also pro­
posed for methyl- and dimethylamine1) apparently persists 
upto the minimum in <j>k (0.7-1 mol %). The monotonous 
increase in <fik thereafter resembles the 0 k (*2) curves for 
other amines. The limiting partial molal excess volume 
V20E, which is negative for all the butylamines, does not 
however enable such a distinction, because it denotes the 
net volume loss due to the accommodation of the amine 
molecules in cavities, whether already present or created by 
displacement of network water molecules into the intersti­
ces.

It can be said in conclusion that whereas the lower mem­
bers of amines, diamines, dialkylamines, and also cyclic 
amines seem to fit well into a scheme of interdependence of 
volumetric and compressibility parameters, the higher 
members beginning with butylamines show marked depar­
tures. Before an exact meaning can be attached to these ob­
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servations, more extensive measurements at still lower con­
centrations are desirable.
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An expression for irreversible entropy production is developed for constant volume systems which are ca­
pable of heat and mass transfer. The expression is derived in two forms, one of which does not include an 
assumption of local equilibrium. When accepted mathematical forms of pertinent fluxes are substituted 
into the expression in either of its forms, the results properly display positive values for non-steady-state 
systems and correctly reduce to accepted forms for the entropy production at the steady state. The expres­
sion is thus in accord with known behavior;regardless of whether local equilibrium is an adequate descrip­
tion of real kinetic processes. The entropy production function is shown to be consonant with classical 
thermodynamics by integrating it in space and time for two systems which are construed to proceed from 
one well-defined equilibrium state to another. The results of these integrations are identical with changes 
in entropy as calculated by techniques of classical thermodynamics. In order to perform the integrations, 
assumptions of not only specific forms for the pertinent fluxes but also of local equilibrium are necessary. 
Since the integrals yield accurate results even though infinite gradients are sometimes experienced, there 
are evidently connections between the assumptions of local equilibrium and accepted kinetic laws. This re­
lationship is explored in order to clarify the role played by local equilibrium in irreversible thermodynam­
ics. The time-space integrals of the reduced entropy production expression are shown to be analytically in­
dependent of kinetic parameters and a case is made for the instantaneous validity of the entropy produc­
tion expression.

Several investigators2-7 have deduced an expression for 
the local time rate of creation of entropy. In all cases, the 
authors assume local existence of thermodynamic proper­
ties, local conservation of energy, and local conservation of 
mass. Another feature which is common to all macroscopic 
theories of irreversible processes is the assumption of equi­
librium locally at all points and times in nonequilibrium 
systems. This last assumption is the one which is most sus­
pect. Its rationalization is discussed at some length by some 
of the investigators4-7 who assert that the assumption is 
best justified by the validity of conclusions drawn from ir­

reversible thermodynamics. The discussions caution that 
erroneous conclusions ar likely when considering systems 
that are at some point and time experiencing steep thermo­
dynamic gradients.6

In order to clarify the role played by the local equilibri­
um assumption, in the present work, an entropy production 
expression is first derived without the imposition of local 
equilibrium. This expression properly displays positive 
values for nonequilibrium systems and correctly reduces to 
the accepted value for steady-state entropy production.

To develop a calculable expression for instantaneous
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values of entropy production for nonstationary states, the 
local equilibrium assumption is hypothesized and the re­
sult is tested in a simple, but stringent way, i.e., by integra­
tion.

When a well-defined thermodynamic system proceeds 
between two well-defined equilibrium states, the net entro­
py change of the universe due to such a process is ascertai­
nable by methods of classical thermodynamics. That 
change, which is precisely known, should be calculable by 
integrating the entropy production expression over the vol­
ume of the system ar.d over all time.

Such calculations are done for two different transport 
systems. The results of the calculations demonstrate that, 
when properly integrated, for simple systems, the entropy 
production expression is consonant with classical thermo­
dynamics. The calculations furthermore demonstrate that, 
although real systems may not behave in accord with local 
equilibrium, such an assumption leads to no erroneous con­
clusions, even when steep thermodynamic gradients exist 
at some points along the real path.

1. The Entropy Production Expression

The following development is limited to a constant vol­
ume system in which the spontaneous processes are heat 
and mass transfer. At each point, and at every instant of 
time within such a system, the laws of conservation of ener­
gy and mass may be stated as

au/dt = —V • J e (1.1)

aci/at =  — V • J, (1.2)

where u is the time and position dependent energy per unit 
volume, Cj is the concentration of species i, and Jg and J, 
are local fluxes of energy and mass, respectively.

Entropy is a nonconserved quantity for which a continui­
ty equation may be written

as/at =  - V • J s +  i, (1.3)

where r; >  0 is the local entropy production per unit vol­
ume, s is the time-position dependent entropy per unit vol­
ume, and J s is the local entropy flux which, for a constant 
volume system, is defined by the relation

j  _  _  (J e ~
s T  ~ T

(1.4)

where m, T, and J q are the local chemical potential, abso­
lute temperature, anc flux of heat, respectively.

Substitution of eq 1.4 into 1.3, solution for 17, and rear­
rangement through use of vector identities, results in

steady-state systems by assuming that the combined state­
ment of the first and second laws for reversible processes at 
constant volume applies locally to the nonequilibrium sys­
tem:

du = T ds +  E mi dc, (1.7)

Incorporation of this assumption into eq 1.6 results in 
the following expression for the local entropy production

i  =  ( 1.8)

2. Case Studies

The following case studies will demonstrate the consis­
tency which exists between classical thermodynamics and 
the entropy production expression.

The case studies take the following format: first, a sys­
tem process between two fully defined equilibrium states is 
defined; second, the net entropy increase in the system and 
its isolated surroundings is calculated by methods of classi­
cal thermodynamics. Next, the entropy production expres­
sion is properly integrated in space and time. Finally the 
net entropy change calculated by the integration is com­
pared with the classical result.

In order to integrate the entropy production expression, 
it is necessary to assume that the mathematical expressions 
for the pertinent fluxes are known.

H eat Transfer. The system consists of an infinite flat 
plate of pure solid and of thickness L. The faces are main­
tained at constant and equal temperatures, T 2, by contact 
with isothermal surroundings. The system is initially at a 
uniform temperature T 1, and spontaneously proceeds to T 2 
at constant volume. The combination of the system and its 
surroundings constitutes an isolated system. The net entro­
py change due to relaxation between equilibrium states is

AS =  ASsys +  A Ssurr

and is calculated along reversible paths which connect the 
initial and final equilibrium states of system and surround­
ings.

/ ' • I I  /'•11
AS = dSsys +  dS9urr

The combined statement of the first and second laws for 
closed systems on reversible paths at constant volume is

d A',vs T sys dSsys id.' t cl 7'sys 

dESurr — T sutt dSsurr T ‘2 dSsurr — d £ sys

V =  J e • V ( i )  -  ( 2 > j () • V ( i )  - 1  T.Ji • V mi +

as 1 -  -,
- — H—  V - J E 
aT T

(1.5)

Substitution of eq 1.1 and 1.2 into the last two terms o: 
(1.5) and reassertion of (1.4) over the first two terms yields

I d  n • v  , x( ? ) - ? « * m * ( * - k * * k z « 2 )

( 1.6)

\af T a t  T

The bracketed term is by definition equal to zero for 
points within systems which have relaxed to a steady-state 
configuration, but is also hypothesized to be zero for non­

Thus

where pCv (the constant volume heat capacity per unit vol­
ume) is assumed independent of temperature. Therefore

AS = pALCl. [in  g ? )  -  (2.1)

where A is any chosen area of the infinite flat plate.
Since.J, = 0, the entropy production expression (1.8 ) be­

comes

T' =  _ ^ eV ^ 7’ (2.2)
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where T is the local absolute temperature at any time and 
J q is the local flux of heat. Integration of (2.2) between 
equilibrium states should yield the classical expression 
(2.1). Thus

(2-3»

The volume integral above is over the volume of the sys­
tem, i.e., the infinite flat plate because, by definition, the 
temperature gradients in the surroundings are identically 
zero.

Rearrangement of (2.2) by vector identities results in

(2.4)

Also, since heat energy is conserved

and, by the divergence theorem

f  V - ^ d V  = P ^ - n d a  
J v  T  J r  T

(2.5)

(2.6)

where T is the surface bounding the system, h  is the unit 
outward normal to that surface, and da is the differential 
area identified with h.

When (2.4), (2.5), and (2.6) are incorporated into (2.3), 
the expression for the change in entropy for an area A of 
the flat plate becomes

A S  =  A - ^ | o] d t  +

^ m (f),d- (2.7)

The second term of AS becomes

pCvA d(ln T )  d x  = p C vA L  In (2.8)

In order to evaluate the first term of (2.7), a precise ex­
pression for the heat flux must be known. Thus Fourier’s 
law for heat conduction will be considered applicable, i.e.

J q = - k V T (2.9)

ASo [ r | t ‘ r L ] d l ’ pC'A i (2V i ) 6 ) x

Since

£  
n = 1

exp
[ - £ <

( M )

<2 n -  l ) 2
(2.12)

n = i (2 n  -  l ) 2 8

completion of the integration indicated in (2 .1 2 ) results in 
the following value for the first term of (2.7):

d I '  [ r  L -  f  I J dl ■ - f C " A L  (2'13)
Substitution of (2.8) and (2.13) into (2.7) results in

AS = p A L C v [in  ( | j )  -  (2.14)

which is the same expression as (2 .1 ), the entropy increase 
as calculated by classical thermodynamics.

M a s s  T r a n s f e r  ( D i f f u s i o n ) .  The system consists of an in­
finite flat plate of a two-component ideal solid solution. 
The plate is of thickness L  and is constrained at constant 
temperature, pressure, and molar quantity. The two com­
ponents are identified as species i =  1 , 2 . The faces are 
maintained at constant and equal chemical potentials (p,11) 
by contact with reservoirs of constant T, P ,  and composi­
tion. The system is initially at equilibrium at uniform 
chemical potential m l , specified by T, P ,  and an initial 
mole fraction N ,1. It proceeds spontaneously to m; 11 and a 
corresponding IV;11 at constant T  and P .

Since the system and its reservoirs constitute an isolated 
system, the net entropy change due to relaxation between 
the two equilibrium states is

AS = ASsys + AS surr

Also, since the change in volume upon mixing an ideal 
solution from pure components is zero, the process takes 
place at constant volume.

The combined statement of the first and second laws for 
open systems at constant volume defines reversible paths 
for system and surroundings, i.e.,

where k is the thermal conductivity and, for simplicity, will 
be considered independent of temperature. Equations 2.5 
and 2.9 along with the boundary conditions for the system 
define the time-temperature-position path traversed by the 
system as it proceeds to the final equilibrium state. The 
temperature is given by8

dE a =  T d S a +  Y p ( '  d n ^  

d£« = T  d S 1* + £ m/  d n /  = - d £ "  

where a  and d imply system and surroundings, respective­
ly.

Thus

T ( x , t )  = T 2 -  4(T2 -  T j) £  ------- 7—  :
n =  1 (2n -  l)ir

and thus, by (2.9), the heat flux is given by

4 k ( T 2 ~~ T i) \ ( 2 n - l U x ~ \i— J
exp

— K
I p C ,

* T(2n — l)7r12
J ( 2.11)

Substitution of (2.11) into the first term of (2.7) with 
boundary temperatures held constant at T 2 yields

X II /»II
dS" +  dS^ =

- f ( X " Y.Pi" drcf' + J
.11

d n / (2.15)

It follows from the definition of the system that (a) m/  = 
constant, (b) = total number of moles in the system =
constant, (c) dnx" = 0 , and (d) d n /  = — d .V  = dlV,"
where N f  =  the mole fraction of i  in a  (the system). Also

£ p ; “  d N r  =  £ d ( M , " N , “ ) -  E M "  ¿ m,

where E M "  dMi" = 0 by virtue of the Gibbs-Duhem rela­
tion. Therefore
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AS = y *  [ - L  d (« “N i“ ) + E m.-* j ; 11 dN,-»] (2.16)

Also, by definition, m̂  = Mi“ ’11 = Mi11 = the chemical poten­
tial of component i  ir. the system at state II. Therefore

AS = ^  -  M2n) + N ^ mi1 -  m i11)] (2.17)

All quantities in (2.17) refer to the system where the sub­
scripts index a component and the superscript a thermody­
namic state.

The chemical potential of a component in an ideal solu­
tion is

M, = Mi° + R T  In TV,

Also «t  = A L / u  where A  is some chosen area of the flat 
plate and v is the molar volume of the solid solution.

Substitution of the above observations into (2.17) results 
in

(2I8)

or, when expressed in terms of a single component

+

When the change in states of the system takes place by 
isothermal mass diffusion, V T  = 0, and the entropy pro­
duction expression (1 .8 ) becomes

V m, (2 .2 0 )
1  i

where m  is the local chemical potential of species i and J ,  
is its local flux. If (2.20) is a valid expression, then integra­
tion between equilibrium states should yield the classical 
result (2.19). Thus

AS = -  f " f  ¿ ¿ J i - V M . - d V d f  (2.21)
0 %) V  1  x

but, since T  is constant

f  •VMt = ^ V . ( M iJ I) - ^ V . J i

therefore

= ^  ' (miJ i + M 2=̂2) — ^ V - J i  — ^  V •

Also, since the molar volume is constant, when the dimen­
sions of J  are taken to be moles/unit area/unit time

J  2 = —J  1
and
1  2 _ .
— I =
1  1

— V - ( n  — M2)=7i — ~  (mi — M2)V • t/i (2.22) 

(2 .2 2 ) causes (2 .2 1 ) to become

AS = :
A L R m i ,

1

AS = -  r  r  — V • (mi -  M2P 1 d V d t  + 
J o  J v  T

J *» r  1
0 J v  T

(m i - m2) V - J i d V d t  (2.23)

.■ The divergence expression in the integrand of the second 
term for a constant molar volume system is

V  \  d t /  X
(2.24)

+  R  In ( — ) \ i - n J
(2.25)

and, for ideal binary solutions

(mi ~ M2) _ (mi° ~ M2°)
T  T

Upon substitution of (2.24) and (2.25) into (2.23) and in­
version of the order of integration, the second term be­
comes

- -  f L M2° + R  In ( N l  )  ]  d N } d x
v Jo J a/i> L t  Vi  -  n J  J

Completion of the integration reduces this term to 

A L

'"(rfl̂ )] (2-2e>
Consider now the first term of (2.23). By application of 

the divergence theorem and recognition that the system is 
a flat plate undergoing unidirectional diffusion, the first 
term becomes

- n
- * s :

but (mi — m2)/T is the same at both boundaries and is given 
by

— — —  J \ - h  A a  di = 
r T

' ( mi -  M2)
J 1 dt (2.27)

Ml -  M2 Ml° ~ M2°
OX

-t-filn l - W - \  Vi - n j v
(2.28)

Combination of (2.28) and (2.27) reduces the first term of 
(2.23) to

I t  Vi -  Mi11/ J
J ^ ” (Ji|i.-«/i|o)dt (2. 29)

Completion of the analysis of (2.29) requires a precise 
knowledge of the mass flux. Thus Fick’s law for mass diffu­
sion will be considered applicable i.e.

J 1 = —D jVc 1 (2.30)

where D 1 is the concentration independent mass diffusivity 
of species 1 .
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Equations 2.30, 1.2, and the boundary conditions for the 
system define the time-concentration-position path tra­
versed by the system during its procession between equilib­
rium states I and II. The concentration is given by8

ci(x, t )  =  C]n -  4(Cln -  ct1) f ;  —— P —  X

f(2n —l)irx~| f(2r? — l)7r“|2 ]
sm ----- —------J e x p j —D,  -----------I t j  (2.31)

By virtue of (2.30), J \  is given by 

^ l - i P . l c ^ - C , ' )  ¿ C0. [ (2"  X

exp j - P i  [ ' - n ^ 1 ^ J i j  (2.32)

Use of the above to define the integrand of (2.29) causes
(2.29) to become

E
71 =  1

expMj"(2n - l)?r jM,(2n - l)2 !
Since

ciI! — c,i = -  ( N i n  — N i1) and £  2 = p
v l (2 n -  l ) 2 8

(2.29), the first term of (2.23), becomes

-  P2°) (TV! 11 -  N 11) +]A L p n °

vfi M"ln (MtM 'N''ln (rMM) ] ,i33)
Finally, AS as defined by the entropy production expres­

sion, is just the sum of (2.26) and (2.33) and

A S  =  — R
V n ' H w ö t w ) \

In
\1 -  IV,11/

(2.34)

which, by comparison with (2.19), is again seen to be the 
same as the entropy change calculated by methods of clas­
sical thermodynamics.

3. Dependence of Entropy Production on Kinetic 
Parameters

The foregoing case studies have resulted in calculations 
of net entropy changes between equilibrium states by inte­
gration of the entropy production expression. The final ex­
pressions were independent of any assumed kinetic param­
eters as, of course, they must be for consistency with classi­
cal thermodynamics. Thus the entropy production expres­
sion has been shown to be an effective tool for calculating 
changes in entropy between equilibrium states. If an entro­
py state can be unambiguously assigned to all points at all 
times then its time rate of change may also be assigned and 
the summation property of entropy makes it possible to 
calculate changes between any two arbitrary times. In 
order to calculate such changes, it is necessary only to ac­
cept that, since the entropy production expression is valid 
over all time, it is equally valid between any two arbitrary 
times. This hypothesis is considered in the Discussion.

The following discussion will show that the total entropy 
change between equivalent dimensionless, but arbitrary, 
times is independent of kinetic parameters.

H e a t  T r a n s f e r  ( T h e r m a l  C o n d u c t i v i t y ) .  Equations 2.3 
and 2.9 give the increase in entropy between any two arbi­
trary times ii  and ¿2

AS ( t u t 2) =  K C 2 C  ^ \ V T \ 2 i V d t  (3 .1 )
• Jt i  V

which, for the system under consideration

J» t 2 p L  i / s T \ 2
I in2 ( — ) d* d* (3.2) ti J o  T 2 \ax/ 1

where T  is given by (2 .1 0 ) and (d T / d x ) t is readily deduced 
from (2 .1 1 ).

Upon introduction of the dimensionless variables

6  = K t / p C vL 2

-  IT ( 3 -3 )X = x / L

into (3.2), the entropy change becomes 

A S(ii, i 2) = A<S(0i, 8 2 ) =

pc ua l  r r  Y 2  ( — Y de <3-4>J t \  J o T 1 \ d x i  e

The above expression is independent of the thermal con­
ductivity except that it is contained in the 8 limits.

Two observations are now possible: (1 ) if t \  =  0 and i 2 = 
°° then, regardless of the thermal conductivity, 81  = 0  and 
6 2  = 00. Therefore the total entropy produced daring relax­
ation between two equilibrium states is analytically inde­
pendent of the thermal conductivity and dependent only 
on the thermodynamic parameters, as it should be. (2) The 
change in entropy between any two dimensionless times is 
a function only of thermodynamic variables.

M a s s  D i f f u s i o n .  Upon reference to (2.20) and (2.30), the 
increase in entropy between any two arbitrary times, t \  and 
1 2, due to mass diffusion of the type defined in the previous 
section, is given by

Vc, - ^ )  dV  di (3.5)

The assumptions of ideality and constant molar volume 
lead to

Vjfi
T

—  VNi  = -  Vet  
Ni a

and, since J 1 = —J 2, DiVci  = — D 2Vc2, and c 2 = p — Ci, 
V c2 = —Vc 1 and thus D \  = D 2.

Incorporation of the above observations into (3.5) and 
assertion of unidirectional diffusion as the mode of trans­
port causes the entropy change to become

AS ( t u t-ù  =  p R D A  P  P — ^---- - ( — ) 2 d* di (3.6)
J t i  J o  Clip — ci) \ ex  / t

where ci is given by (2.31) and D ( a c / d x ) is given by (2.32).
It is possible to convert the integrand of (3.6) to dimen­

sionless form by defining

4> = D t / L 2 

x = x / L
(3.7)

When (3.7) are incorporated into (3.6) the entropy change 
becomes
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A S ( t h  t 2) =  AS(d>x, cp2) =

J- * <t>i f *  1 1 / ( 5 C \ 2
-------- T i l “  d * d<t> (3-8)

01 J o  [c ( p  — c ) ]  V a x / ^

The above expression is seen to be independent of the 
mass diffusivity except that it is contained in the cf> limits.

Two observations similar to those for heat transfer may 
now be made. (1) If f i = 0 and f 2 = °°, then 0 i = 0 and $ 2 = 
oo. Therefore the total entropy produced by relaxation be­
tween two equilibrium states by mass diffusion is analyti­
cally independent of the mass diffusivity and dependent 
only on thermodynamic parameters. (2) The change in en­
tropy between any two dimensionless times (<t>) is depen­
dent only on thermodynamic parameters.

4. Discussion

The entropy production expression (1.6) which resulted 
from the assumptions and attitudes as outlined in the in­
troductory sections is. for clarity, reproduced here:

V =  j q - v  ^  ~  s y ,  • v Ml +

1 au 

T  at
(4.1)

The development of this expression was based upon two as­
sumptions of conservation, a mathematical statement of 
continuity, and a definition. The two assumptions of con­
servation were that energy and mass are at all times locally 
conserved (1.1 and 1 .2 ). Since the second law states that 
entropy is not conserved, it was only possible to construct a 
continuity expression (1.3) involving its local time deriva­
tive and its flux. The j) term of the continuity expression is 
taken to be the local entropy production. In order to de­
duce a testable expression for i), the entropy flux J s was 
then defined in terms of other, less ambiguous, fluxes (1.4).

Since experience dictates that assumptions of conserva­
tion of energy and mass are highly plausible and one can 
certainly write a continuity equation for any defined pa­
rameter, the only cogent question involves whether the rj 
which balances the continuity equation is actually the local 
rate of creation of entropy. Since entropy and its time de­
rivative exist, whether 17 is entropy production rests entire­
ly upon whether the entropy flux is properly defined. But 
such a definition canr.ot be directly tested.

The investigation then most fruitfully turns to the ques­
tion of whether the entropy production expression (7/ of
4.1) is in mathematical accord with known behavior. Such 
investigation begins by assuming that, since Fourier’s law 
of heat conduction (2.9) and Fick’s law of mass diffusion
(2.30) are experimentally verifiable, these laws are applica­
ble to entropy production. Incorporation of these laws and 
the definition of chemical potential into (4.1) yields

'? = ^|VTP + JR £^|V c,.|2 +

fas
Kat

1 au 
---------h
T  at

(4.2)

Now the second law states that

dS > 8 q / T

Thus the combined statement of the first and second laws 
for a constant volume element is, in general

du < T  ds + Y .U i  dc,

It is then possible to state that, in general

as
at

1 au  1  „  ac.
(4.3)

The first two terms of (4.2) are positive or zero and the 
bracketed term, which is identical with (4.3), is positive or 
zero, and, therefore

i l >  0

which, of course, it must be. It is of interest to note that 
this necessity is met by only assuming the validity of testa­
ble kinetic laws. No assertion of local equilibrium has been 
necessary.

•As a second query, if 77 of (4.1) is to be entropy produc­
tion, it must also be consonant with accepted expressions 
for that quantity when a system is in a stationary thermo­
dynamic state. Since “ stationary state” is defined to be 
that state wherein the time derivatives of all thermody­
namic state variables vanish, for such a state, the bracketed 
term in the entropy production expression vanishes. Thus, 
for simple heat conduction, the entropy production expres­
sion reduces to

V .J „

At stationary state, the divergence of the heat flux is ident­
ically zero. Consider now an infinite flat plate of thickness 
L  the faces of which are maintained at temperatures T x 
and T 2, assume Fourier’s law to be applicable, and note 
that the overall entropy production, Sjrr, is the volume in­
tegral of i). Thus the steady state entropy production is

Sjrr — A
A k Ì Tz - T J 2 
L  T ,T 2

The above expression is a plausible result2 and an accepted 
expression for the steady-state entropy production of such 
a system .9 It is here again noteworthy that the above result 
was achieved only by assuming the validity of a testable ki­
netic law and that, once again, no assertion of local equilib­
rium has been necessary.

A similar result is deducible for simple mass diffusion 
but such a development yields no new information.

In this report, a new and more stringent test of the en­
tropy production expression has been conducted through 
the following reasoning. If 77 of (4.1) is the local rate of cre­
ation of entropy, not only must it always be positive and re­
duce to the proper steady-state expression for that quanti­
ty but it must also reflect the change in entropy of an iso­
lated system by virtue of its integral in time, i .e . ,  between 
equilibrium states. Since such an entropy change is readily 
and separately calculable by techniques of classical ther­
modynamics, it was possible to test this property of the en­
tropy production expression. Such tests were conducted, 
with positive results, in the text of this report.

The applicability of testable kinetic laws was assumed 
and, also, it was finally necessary to assume local equilibri­
um, i.e., that the bracketed term of (4.1) vanishes for all 
times and at all positions. It was strictly only necessary to 
assume that the integral of the bracketed term of (4.1) be­
tween equilibrium states vanishes but, by virtue of (4.3), 
such can be the case only if the term vanishes identically. 
The entropy production expression which was actually 
tested by integration between equilibrium states was that 
of (1 .8 ) which, for clarity, is reproduced here:
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v =  - j r 2 J q - v T - ± Z J i - V m  (4.4)

Thus, because of the positive results of the integral tests, 
one of only two possibilities must prevail; namely, either 
(1 ) local equilibrium and accepted linear kinetic laws accu­
rately describe such nonequilibrium systems at all posi­
tions and times or (2 ) at some positions and/or some times 
both fail. The failure of one at any point and time demands 
a failure of the other at some point and time because the 
integrals of the bracketed term of (4.1) and the terms in­
volving fluxes must be precisely compensatory. Although 
simultaneous failure seems probable, the integral tests can­
not establish the time or locations of the compensatory fail­
ures. Whatever be the case, however, adoption of the com­
bined assumption of local equilibrium and linear kinetic 
laws led to the proper change in the entropy of systems be­
tween equilibrium states.

Several investigators4’6 7  have expressed doubt con­
cerning the accuracy of the assumption of local equilibrium 
in systems which are widely displaced from equilibrium 
and thus forced to sustain large thermodynamic gradients. 
The systems investigated here experienced infinite gradi­
ents at their surfaces for times approaching zero (see 2 .1 0  

and 2.31) and yet the combined assumptions of local equi­
librium and linear kinetic laws at these times and positions 
led to precisely accurate results. Thus the combined as­
sumptions of local equilibrium and linear kinetic laws have 
considerable utility even when applied to highly nonequi­
librium systems in which their individual applicability 
might be questionable.

It thus seems probable that local equilibrium accurately 
describes all points at all times whereat the linear kinetic 
laws are accurate and experimentally verifiable. Further­
more, when and if one assumption fails, the other fails si­

multaneously in an entirely compensatory manner. This as­
sertion of simultaneous and compensatory failure then 
implies that 7/ of (4.1) is pointwise and timewise the rate of 
creation of entropy and that it may be properly calculated 
by applying the assumption of local equilibrium and known 
laws of kinetics. There is thus merit in an investigation of 

'the volume integral of the reduced form of i) (4.4) which in­
corporates the assumption of local equilibrium and the ap­
plicability of accepted laws of kinetics. Such an investiga­
tion will be the subject of a later report.
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Desorption of Oxygen from the Silver (110) Surface1
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The kinetics of oxygen desorption, from a silver single crystal with the main faces parallel to the (110) 
plane, was studied in a LEED-Auger apparatus. On the basis of the thermal desorption spectrum, obtained 
at maximum oxygen coverage, the process appears to be second order, with an activation energy of about 
40 kcal/mol. The same activation energy was derived from the rate of decomposition of the (2 X 1 ) super­
structure which is observed with LEED on the (110) face at maximum coverage. The results indicate that 
at high coverages oxygen desorbs directly from an immobile layer, so that the desorption process can be 
considered as the decomposition of a two-dimensional oxide. At lower oxygen coverages, at which other or­
dered two-dimensional phases are observed with the LEED, oxygen becomes mobile above 150°C and de­
sorbs at temperatures slightly lower than those observed for high coverages.

1. Introduction

The kinetics of oxygen desorption from silver polycrys­
talline samples has recently been studied by Kollen and 
Czanderna23 and Czanderna, Chen, and Biegen.2b These 
authors found two types of desorption: one occurring below 
100° C and attributed to a molecular adsorbed species; the 
other observed above 180°C and attributed to dissociative- 
ly adsorbed oxygen. The latter form was considered to be 
mobile at the temperature of desorption.

Previous work conducted in this laboratory with low- 
energy electron diffraction (LEED)-Auger techniques and 
thermal desorption on the chemisorption of oxygen on the 
low index faces of silver4 5 showed that, under the experi­
mental conditions employed, only the second type of oxy­
gen adsorption is observed, which has been considered to 
be the dissociated form. This oxygen, at least on the (111) 
and (1 1 0 ) faces, forms ordered surface phases at maximum 
coverage (reached a* pressures higher than 10~ 3 Torr), 
which are stable up to the temperatures of rapid oxygen 
desorption. The desorption spectra showed a peak with 
maximum at about 280°C. This temperature is higher than 
that reported for maximum desorption rate by Kollen and 
Czanderna23 (230-250°C, depending on the initial cover­
age). It must, however, be considered that a much lower 
heating rate was used by these authors. Taking this into ac­
count, the desorption process was considered to be essen­
tially the same.

Since it is difficult to use samples bounded by only one 
crystal face, the desorption spectra obtained from single 
crystals cannot be interpreted on the basis of a unique ge­
ometry. If, however, the oriented face of the sample is a 
large fraction of the geometrical area, the desorption pro­
cess on this face might dominate the observed kinetics.

The data obtained from the LEED diagram, on the other 
hand, concern only the crystal plane corresponding to the 
oriented face of the single crystal observed, so that th is1 

technique is highly specific for studying adsorption or de­
sorption phenomena occurring on sites of uniform and 
well-known geometry.

As mentioned above, previous LEED studies showed 
that, on the ( 1  lO)0 as well as on the (1 1 1 ) silver surface,4 

the ordered layer formed by oxygen chemisorption at maxi­
mum coverage disappears at the same temperatures at

which rapid desorption is observed. This can be interpreted 
by two mechanisms. The first is that the ordered surface 
phase (which can be considered as a two-dimensional 
oxide) collapses at temperatures very near to that of de­
sorption giving a mobile layer from which the recombina­
tion of atoms and the desorption occur. The second is that 
the ordered phase remains stable and that oxygen desorbs 
directly from the immobile layer.

The aim of the present work was to give more specific 
support for the interpretation of the mechanism of oxygen 
desorption from the silver surface by comparing thermal 
desorption results with more specific data obtained with 
LEED on a single crystal face. The (110) face was preferred 
because a well-ordered (2 X 1) superstructure is formed at 
full coverage upon oxygen chemisorption.® This surface 
phase gives very strong extra beams, whose intensities are 
easier to measure in comparison with the (4 X 4) super­
structure found on the (111) face. Moreover, other ( n  X 1 ) 
structures were observed on the (1 1 0 ) face at lower cover­
ages with a different thermal stability. On the (100) face, 
strong faceting was found upon oxygen adsorption on some 
samples,3 while on others, with a better prepared surface, 
the faceting was much less important; no strong chemisorp­
tion was observed on the (1 0 0 ) domains, giving ordered sur­
face phases.6

2. Experim ental Section

The experimental conditions were described and dis­
cussed elsewhere,4-5 so that they will be only briefly re­
viewed here.

A standard three-grid LEED system was employed, in 
which the residual pressure was usually of the order of 1 0 ~ 9 

Torr or less. Auger spectra were obtained using the LEED 
grids as an analyzer, and an auxiliary electron gun at glanc­
ing incidence. A quadrupole mass spectrometer was used to 
analyze the gas composition.

The sample was a silver single crystal disk (6  N  purity) 
about 2 mm thick, with the two faces of about 8  mm diame­
ter, cut parallel to the (110) plane within 1 °. After the final 
chemical treatment, the sample surface was cleaned in the 
LEED system either by ion bombardment or by heating in 
oxygen, both treatments being followed by heating in the
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ultrahigh vacuum. No significant difference in the surface 
properties was observed after the two treatments.

The exposures to oxygen (pressures higher than 1 0 ~ 3 

Torr were found to be necessary to saturate completely the 
silver surface in a few minutes) were performed by enclos­
ing the sample in a special isolation valve, in which oxygen 
could be introduced at the desired pressure and pumped 
off by an auxiliary gas manifold. In the manifold, a residual 
pressure of 10- 8  Torr could be maintained under pumping. 
Without pumping, the residual pressure could rise up to 
the 1 0 - 5  range, and experimental evidence showed that the 
residual gas pressure did not rise significantly during ad­
mission of oxygen. ..----

The desorption spectra were obtained in the LEED 
chamber by rapidly raising the temperature of the sample 
in the ultrahigh vacuum and following the oxygen pressure 
with the mass spectrometer. The sample temperature was 
measured by a P t— Pt-R h thermocouple welded to the 
clamping support very near to the sample. The tempera­
ture reading was usually accurate to within ±2°C: this was 
the interval of the automatic regulation during heating at 
constant temperature. During rapidly increasing tempera­
tures, a nearly constant difference between the sample 
temperature and that measured by the thermocouple could 
arise, but a rough estimation showed that the difference 
should not have exceeded 20° C at the highest heating rates 
employed. Significant differences in the temperature of 
different parts in the sample were not expected because of 
the high thermal conductivity of silver.

3. Results and Discussion
The starting condition of the sample surface for studying 

the desorption was usually obtained by exposing the sam­
ple to 10- 1  Torr of oxygen at 150°C for 5 min in the isola­
tion valve. After pumping the oxygen while cooling the 
sample and reexposing the latter again to the ultrahigh 
vacuum, the LEED diagram indicates the formation of the 
well-ordered (2 X 1) superstructure, whose structure and 
stability were studied in a previous work.5 This two-dimen­
sional phase seems to correspond to the maximum oxygen 
coverage on the (110) silver surface. When the sample cov­
ered by this superstructure is heated, the mass spectrome­
ter indicates only one desorption peak, with a maximum at 
about 280°C, like that reported in Figure 1 . No significant 
desorption of oxygen below 100°C was observed, even if the 
sample was allowed to cool to room temperature in an oxy­
gen atmosphere.

Taking into account the higher heating rate, the ob­
served desorption temperature is in agreement with that 
attributed by Kollen and Czanderna2® to the oxygen which 
is adsorbed on the silver surface in the dissociated form. In 
order to show that the same desorption process is occur­
ring, an analysis of the desorption kinetics has been made 
on the basis of the peak profile.

In the apparatus used, experiments were conducted in 
order to ascertain that the pumping speed for oxygen was 
constant in the pressure range observed during the desorp­
tion. The results showed that, although the pumping speed 
is not very reproducible after long periods, it is sufficiently 
independent of the pressure and constant for a series of ex­
periments conducted for short time intervals. Thus, it can 
be assumed that during the desorption the oxygen pressure 
variation is related to the desorption rate, — d N / d t ,  by the 
equation:

T (°C)

0 1 2
time (mm)

Figure 1. Thermal desorption spectrum of oxygen after exposure of 
the sample to 10~ 1 Torr oxygen at 150°C for 5 min.

d N _  V fd p  S  

d t  A k T 0 L dt + V (P ( 1)

where po is the background pressure of oxygen, S is the 
pumping speed of the system for oxygen, V  the volume, T 0 
the temperature of the system, and A  the sample surface. 
Measurements of the S / V  ratio gave a value of about 8 

sec- 1  for the system. Since in the desorption spectrum, as 
that reported in Figure 1, the maximum value of dp/dt is 
less than 5% with respect to the term S / V ( p  — p 0), the first 
term can be neglected, so that the increase of the oxygen 
pressure is directly proportional to the desorption rate to a 
good approximation, and the area under the desorption 
peak is directly proportional to the amount of oxygen de­
sorbed.

I t  is assumed, following Kollen and Czandema,2a that 
the desorption rate can be described by the relation

-  ^  =  vne - ElRT6- (2)

where 8  is the oxygen fractional coverage, vn a frequency 
factor, n the order of the process, and E  the activation en­
ergy. This relation should hold if the desorption is a simple 
process. In this case, vn and E  are independent of 6 and can 
be derived by analyzing the experimental data for n  =  1 or 
n  =  2. If the rate of temperature variation as function of 
time is known, the kinetics parameters can be evaluated 
using integrated forms of eq 2. In the present case, the rate 
cannot be reduced to a simple form, so that another analy­
sis of the experimental data will be applied.

Combining eq 1, with the term d p / d t  neglected, and eq 2 
we obtain

Ap = p — po = K ne E / R T e n

where K n is a constant whose value is difficult to estimate 
for the system considered, with sufficient accuracy. This 
equation, however, allows the value of E  to be determined, 
if a value of n  is found for which the equation is verified.

The fractional coverage 8  can be evaluated at each point 
of the desorption peak by a graphical integration, assuming 
that the total area of the peak corresponds to 8 =  1. An Ar­
rhenius plot of the ratio Ap / 8 n should then give a straight 
line for the correct value of n .  This is shown in Figure 2 , in 
which the data obtained from the peak of Figure 1 are re­
ported for first and second order plots. The experimental 
points cover a range of 8  from about 0.1 to 0.9. The second-
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Figure 2. Arrhenius plot o f the quantity R =  A p / 8 n, obtained from 
the desorption peak o f Figure 1: • ,  n = 1; O, n = 2.

order analysis gives the best result, in agreement with the 
more accurate study of Kollen and Czanderna.2®

The activation energy derived by the straight line (with 
the least-squares method) is 40.3 ± 4.1 kcal/mol. Different 
runs gave values differing by no more than 2 kcal/mol. The 
value of E  obtained is in satisfactory agreement with the 
value of 34.5 ± 3.5, obtained from thermal desorption data, 
and with 41.8 ± 3.5, obtained from isothermal desorption 
data, as reported in ref 2 a.

Although the frequency factor was not evaluated in the 
present analysis, the result confirms that the desorption 
process observed is fundamentally the same as that studied 
by Kollen and Czanderna on a polycrystalline sample.

As mentioned in section 1, however, the desorption spec­
trum cannot be considered characteristic of the desorption 
mechanism from the (1 1 0 ) domains only, although about % 
of the geometrical area of the sample could be considered 
in principle as (1 1 0 ) faces.

On the (110) domains, LEED indicates that the (2 X  1) 0 
superstructure maintains a good long-range order up to the 
temperature at which oxygen desorbs. The decomposition 
of the (2 X 1 ) phase has thus been followed by measuring 
the intensity of a diffracted beam, characteristic of this su­
perstructure. In Figure 3, a series of curves is reported, 
which shows the variation of the intensity of the (1 /2 , 0 ) 
beam as function of time, during heating the sample at con­
stant temperatures. The intensity for each curve was nor­
malized to the initial value measured at the corresponding 
temperature, after the background intensity was subtract­
ed. In this way the difference in intensity between the 
curves, due to the Debye-Waller effect, should in principle 
be eliminated. Since the (1 /2 , 0 ) beam is characteristic of 
the (2 X  1) phase, it can be assumed that its intensity is a 
unique function of the fraction of the surface covered by 
the ordered domains. If the mechanism of destruction of 
this phase is the same in the temperature range considered, 
equal intensity for different curves in Figure 3 should cor­
respond to equal fractional coverage. For a simple desorp­
tion process, the integrated form of the kinetic equation 
may be considered tc be of the form f(0,0o) = Kf, where f  is 
a function depending on the order of the process, do is the

Figure 3. Ag(110) (2 X  1)0 superstructure. Plot of normalized Inten­
sity vs. time for the (1/2, 0) beam (47 eV), at constant temperatures.

initial fractional coverage, and K  is the temperature-de- 
pendent rate constant. Thus, for a given process, runs 
made at constant temperatures, in which 8  is recorded as 
function of time, starting with the same do, allow relative 
values of the constant K  to be determined by measuring 
the time necessary to obtain the same fractional coverage. 
For the curves of Figure 3, this corresponds to the time 
necessary to reach the same relative intensity.

In Figure 4a, the time necessary to reach the half-value 
of the intensity at seven different temperatures is reported 
in an Arrhenius plot, from which an activation energy of
41.7 kcal/mol can be derived.

In Figure 3, it can be seen that all the curves show an al­
most linear portion which, for t  =  0 , extrapolates to about 
the same point, so that the slope of this portion may be 
considered to be a measure of the rate constant of the pro­
cess. The slopes, derived with the least-squares method, are 
reported in the Arrhenius plot of Figure 4b, which gives a 
better fit to a straight line. From this, an activation energy 
of 39.6 kcal/mol is obtained.

Thus, the value of the activation energy for the destruc­
tion of the (2 X 1 ) 0  surface phase is the same as that de­
rived from the desorption spectra, within the limits of 
error. This strongly indicates that the destruction of the (2 
X 1) phase is the rate-determining step of the whole de­
sorption mechanism. That is, if this superstructure is 
formed by atomic oxygen, the atoms desorb directly from 
the immobile layer by recombination to molecules. In this 
case, an oxygen atom must recombine with a nearest neigh­
bor in order to form an activated complex from which the 
O2 molecule desorbs.

The desorption with recombination in an immobile ad­
sorption layer has been treated.9 If each atom has z nearest 
neighbors, the equation for the desorption rate is

d e  K ( z -  i ) 2 g0

di z(z — 8 )

In the model proposed for the (2 X 1) O superstructure, 
which is considered as a two-dimensional oxide with a dis­
torted hexagonal packing, each oxygen atom has six oxygen
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Figure 4. Arrhenius plot of the time necessary to observe the half­
value (a) and of the slope of the linear portion (b) in the curves of / 
vs. time, for the (1/2, 0) beam.

neighbors at about the same distance. This high value of z 
approaches the above equation to that for a simple second- 
order law, in agreement with the order indicated by the de­
sorption spectra.

The same mechanism would also be valid for the desorp­
tion of pxygen from the silver (111) surface. On this sur­
face, oxygen forms a two-dimensional oxide which is inter­
pretable on the basis of an hexagonal packing, probably 
similar to that found on the (110) face. The superstructure 
found on the (1 1 1 ) face is also observed up to the tempera­
ture of oxygen desorption.

The decomposition of the surface layer can be considered 
as that of a two-dimensional oxide. In a previous paper,4 it 
was pointed out that the observed activation energy for the 
desorption of oxygen from the silver surface is very close to 
that reported by Allen8 for the decomposition of bulk silver 
oxide.

The above mechanism is different from that proposed by 
Kollen and Czanderna.28 These authors, on the basis of the 
value of the preexponential factors, concluded that oxygen 
atoms-recombine from a mobile adsorption layer, forming 
an activated complex with greater mobility. Czanderna9 

considered that atomic oxygen becomes mobile above 
100°C on the silver surface. Sandler and Durigon, 10 on the 
basis of isotope exchange experiments, concluded that the 
adsorbed oxygen atoms become mobile at about 160°C.

The present results indicate that the adsorption layer 
formed on the (1 1 0 ) face at full coverage, which can be con­
sidered as a two-dimensional oxide, maintains a rigid struc­
ture up to the temperature of desorption, and that oxygen 
desorbs from an immobile layer.

However, on the (110) face, oxygen forms other ordered 
two-dimensional phases at lower coverages, characterized 
by (n  X 1) periodicity, with n  >  2.° These phases seem to 
correspond to a much lower content of oxygen and to have 
a different type of structures with respect to the (2 X 1) su-

Figure 5. Thermal desorption spectra observed when the sample is 
covered by the (2 X 1)0 superstructure (maximum coverage; upper 
curve) and by the (3 X 1)0 superstructure (lower curve I.

perstructure. They also have a different thermal stability, 
since they are reversibly disordered at about 150°C; the 
formation of streaks in the LEED pattern along thé [110] 
direction accompanying the disordering, indicates that 
oxygen becomes mobile at this temperature along the 
trough present on the (110) face in this direction. The low 
coverage structures can be obtained by partial desorption 
of oxygen from the (2 X 1) superstructure and allowing the 
adsorbed atoms to rearrange in a new ordered phase by 
heating at temperatures just lower than that of desorption. 
In fact, when the (2 X 1) structure is partially destroyed by 
rapidly desorbing some oxygen, the low coverage (n X 1) 
structures are not immediately observed after cooling. It is 
necessary to heat at about 150°C for several minutes, in 
order to transform the residual disordered (2 X 1 ) into a 
well-ordered (3 X 1) or (4 X 1) superstructure.

When the surface is covered by these phases, oxygen is 
observed to desorb at temperatures slightly lower than that 
at which it desorbs from the maximum coverage structure. 
In Figure 5, two desorption spectra are reported: one ob­
tained at full coverage of the surface; the other after about 
% of the initial oxygen was previously desorbed, leaving the 
surface covered mainly by the ( 3 X 1 )  superstructure with 
small residual domains of the (2 X 1). The sample, in the 
latter conditions, gives a desorption peak with a maximum 
at a temperature lower by about 15°C. This is in contrast 
with the behavior expected for a second-order desorption, 
for which the maximum in the desorption rate should be 
observed at increasing temperatures with decreasing cover­
age, as indeed observed by Kollen and Czanderna.28 These 
authors, by desorbing oxygen from a coverage about % of 
the maximum coverage, found an increase of 24° C in the 
temperature of the maximum desorption rate.

The present results indicate that, at lower coverages, 
oxygen desorbs from the (1 1 0 ) face with a different mecha­
nism, which, if the order is unchanged, should be charac­
terized by a lower activation energy or higher preexponen­
tial factors. In particular, at low coverages oxygen becomes 
mobile before desorbing, in agreement with the previous 
results of other authors.9’ 10

It may be concluded that, starting the desorption from 
the full coverage, if the heating rate is sufficiently high, the 
desorption kinetics are probably dominated by the decom­
position of the immobile layer (corresponding to the (2 X 1) 
superstructure for the (110) silver surface). If the heating 
rate is low, a rearrangement of the adsorbed oxygen may 
gradually change the mechanism to that of a desorption 
from a mobile layer.

Although these results have been obtained on a single
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crystal face, they can probably be generalized to indicate 
that the mechanism of desorption of oxygen from the silver 
surface may not only depend on the crystal face, but also 
on the coverage. Correspondingly, different parameters in 
the desorption kinetics should be found. Significant varia­
tions at least in the preexponential factor of the rate con­
stant are expected, due to the different degrees of freedom 
of the surface atoms. Further work on single crystal faces, 
with a precise evaluation of the desorption kinetics param­
eters at different coverages, should significantly improve 
the understanding of the states of oxygen chemisorbed on 
the silver surface.
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The temperature dependence of pK a has been measured spectrophotometrically for p-cresol (used as indi­
cator), fluoral hydrate, and chloral hydrate. Parameters for acid dissociation at 25° in aqueous solution are 
(given in order are pK a, i \ H °  in kcal mol-1 , AS °  in cal deg- 1  mol-1 , and AC p ° in cal deg- 1  mol- 1 ): p- 
CH 3C6H4OH, IO.2 6 7 , 5.74, -2 7.73, and -35; CF3CH(OH)2, 10.249, 6.69, -24.47, and -37; CC13CH(0H)2,
10.07, 7.1, —22.2, and AC p ° not determined. The values of AS° for the aldehyde hydrates are in the range 
expected for dissociations of uncharged acids in aqueous solution; thus the CX 3 substituent in these acids 
does n o t  lead to anomalous (near zero) values of AS °  such as are observed for dissociation of the structur­
ally similar trihaloacetic acids. The origin of that anomaly therefore must lie in some interaction which in­
volves the -C 0 2H and/or -C 0 2-  groups and which cannot occur when those groups are replaced by 
-CH (O H ) 2 and -CH (O H )0- .

Introduction
It is known that AS0 ~  0 for the dissociations of trifluo- 

ro- and trichloroacetic acids in aqueous solution. 1 -2 Com­
parison of the thermodynamic parameters for the dissocia­
tion of these trihaloacetic acids to those for the dissocia­
tions of unsubstituted carboxylic acids shows that the acid­
strengthening effect of the C X 3 group is almost entirely 
manifested as a change in AS ° ;  AH °  is near zero for the 
dissociations of both sets of acids. These trihalo acids (and 
to a lesser extent, the dihaloacetic acids) are thus among 
the very small number of acids which disobey the common­
ly accepted generalization3 that all ionizations of un­
charged acids in aqueous solution have standard entropy 
changes near — 2 2  cal deg- 1  mol-1 . In contrast, ACP° for 
trichloroacetic acid dissociation is “ normal” (ca. -40 cal 
deg- 1  mol-1).

In order to interpret the values of A S 1 and ACp* for 
water-catalyzed trihaloacetate ester hydrolyses (which 
have been under study in these laboratories) ,4 it is neces­
sary to know how general these anomalous effects of tri- 
halomethyl substituents may be. In particular, it would be 
useful to know the effect of a C X 3 group on AS° and ACp° 
for acid dissociation of the tetrahedral intermediates, 
C X 3C(OH)2OR, in those hydrolyses. Since the thermody­

namic parameters for dissociation of such unstable inter­
mediates are not amenable to direct measurement, the 
structurally similar trihaloacetaldehyde hydrates, 
C X 3C(OH)2H. were chosen as model acids.

Experimental Section

M a t e r i a l s .  The ethyl hemiacetal of fluoral (PCR) was 
purified by distillation through a Nester/Faust spinning 
band column; the central fraction was collected over a 0 .1 ° 
range at ca. 99° and atmospheric pressure. Solutions of 
fluoral hydrate were prepared by dropping the purified 
hemiacetal into a stirred solution of phosphorus pentoxide 
in sulfuric acid,5 passing the resulting gas through a column 
of phosphorus pentoxide on glass beads, and absorbing the 
fluoral in H20  or D20. No impurities could be detected by 
PM R either in the purified hemiacetal or in the fluoral hy­
drate solutions.

Borax was National Bureau of Standards pH standard 
(sample 187al. Chloral (Fisher), p-cresol (Aldrich Gold 
Label 99+%), and other reagents were found to be suffi­
ciently pure and were used without further purification. 
Ordinary distilled water was freed from C 0 2 and ionic im­
purities by passage through a mixed-bed ion-exchange col­
umn (Barnstead 0808).
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M e a s u r e m e n t s  U s i n g  B o r a x  a n d  F l u o r a l  H y d r a t e  B u f f ­
ers. Fluoral hydrate buffers were prepared from the aque­
ous fluoral hydrate solution and carbonate-free standard 
KOH solutions. The ionic strength was varied by changing 
the amount of KOH; no additional salts were added. Fluo­
ral hydrate/conjugate base ratios of ca. 2, 1, and 0.5 were 
used and the resulting three pK a values for each constant 
ionic strength were averaged. Borax buffers were prepared 
according to the instructions accompanying the NBS 
Borax.

To each optical cell was added 3.00 ml of a buffer and
20.0 nl of 0.092 M  p -  cresol in water. Solutions of perchloric 
acid and carbonate-free KOH were used in place of, the 
buffer in measurements of the optical densities arising 
from un-ionized p  -cresol and from the corresponding con­
jugate base. The silica stoppers were sealed into the 10-mm 
absorbtion cells with the minimum sufficient amount of sil­
icone grease to prevent drifts in optical density resulting 
from evaporation losses at the higher temperatures. After 
each cell was filled and stoppered, its optical density was 
measured first at 25.0° and then at the other temperatures; 
frequent remeasurements at 25.0° were made during the 
sequence of temperatures to ensure that no significant 
change in the optical density at 25.0° had taken place. The 
occurrence of such changes thwarted attempts to measure 
pK a values at temperatures higher than 55°. The blank 
(i.e., no p-cresol) optical density of each cell-solution com­
bination was measured at different temperatures by the 
same procedure.

Optical densities were measured at 295.5 nm with a Cary 
16K spectrophotometer and were reproducible within 
± 0 .0 0 1  over the range (up to 1 .8 ) observed in these mea­
surements. Temperatures were monitored with a thermis­
tor in an absorbtion cell; the resolution of the resistance 
bridge was sufficient to detect temperature changes as 
small as 0 .0 1 ° at all temperatures used in these measure­
ments. The maximum possible error in the measured tem­
peratures is estimated to be 0.1°. Since the temperature 
dependence of the pKa of the indicator (p-cresol) is quite 
close to those of the buffer acids (boric acid and fluoral hy­
drate), the sensitivities of the observed optical densities to 
changes in temperature were small; for all solutions, an 
error of 0 .1 ° would cause an error in the observed optical 
density which was less than 0.0003.

M e a s u r e m e n t s  U s i n g  C h l o r a l  H y d r a t e  B u f fe r s .  The 
conjugate base of chloral hydrate decomposes in aqueous 
solution. A t the higher temperatures, that decomposition is 
sufficiently rapid to cause a significant drift in the optical 
density of p-cresol in a chloral hydrate buffer. Therefore at 
each temperature individual cells containing p-cresol and 
chloral hydrate were brought to temperature equilibrium 
in the cell compartment of the spectrophotometer; KOH 
solution (60 a»1 of 1.000 F )  was then added, the solution 
mixed without removing the cell from the thermostatted 
holder, and the optical density recorded as a function of 
time. The recorder trace was extrapolated back to the time 
of mixing to obtain the correct optical density. Other as­
pects of the procedure were as described for fluoral hydrate 
buffers. The extrapolated optical densities were less repro­
ducible than those of the stable fluoral hydrate buffers, and 
at temperatures above 55° the extrapolated values were too 
uncertain to be useful.

C a l c u l a t i o n s  o f  p K a. The value of pK a for p-cresol at 
each temperature was calculated from the observed optical 
densities of solutions of p-cresol in NBS borax buffer (OD),

0.1 F  HC104 (ODa), and 0.25 F  KOH (ODB) using eq 1. 
The value of the pH in eq 1  was taken as the value cited in 
the NBS certificate minus a correction for the change in 
pH resulting from partial reaction of the buffer with the 
added p-cresol. The extent of that reaction was calculated 
from the observed optical density and the resulting correc­
tion was always <0.004 pH units.

pK a = pH + log ODb -  OD 
OD -  ODa

-  log y - ( 1)

In using eq 1, the value of y - ,  the molar activity coeffi­
cient of the anionic conjugate base of p-cresol, was as­
sumed to be given by the Davies equation6 in the form of 
eq 2 where I  is the ionic strength and A is the Debye-Hüc- 
kleiimiting slope at the temperature of the measurement.

lo g y -  =
- A v ?
1  + V 7

+ 0.151 (2 )

An apparent value of pKa for fluoral or chloral hydrate 
in each fluoral or chloral buffer at each temperature was 
calculated from eq 3 in which (pKa)cresoi is the smoothed

p K a (pKa)cresoi ± log
[HA]

[A"]
log ODb ~ OD 

OD -  ODa
(3)

value of the p K a for p-cresol at that temperature (calculat­
ed from eq 4 and the A, B , C  parameters in Table I). The 
acid/base buffer ratio, [HA]/[A- ], in eq 3 was calculated 
from the amounts of fluoral or chloral hydrate and of KOH 
used to prepare the buffer and includes corrections for par­
tial reaction of C X 3CH(0 H)0 _ with the added cresol (as 
for the borax buffer) and with water (to give OH-  + 
C X 3CH(OH)2). The latter correction was computed from 

■ pK a for CX,3CH(OH )2 and pK w. The total correction was 
always <0.05 pH units.

Results and Discussion

The pK a of p-cresol was measured at each of six temper­
atures equally spaced between 5 and 55° inclusive; the ob­
served values were fitted by least-squares to the Everett 
and Wynne-Jones equation7 in the form of eq 4. At each of

—pK a = A/T + B  log T  +  C  (4)

the same temperatures, apparent values of pK a for fluoral 
hydrate were measured at ionic strengths of 0 .0 1 , 0 .0 2 , and 
0.04, and the apparent p K a of chloral hydrate was mea­
sured at I  =  0 .0 2 . The apparent p K a values for fluoral hy­
drate were extrapolated linearly8 to zero ionic strength and 
the extrapolated values were fitted to eq 4 by least-squares. 
Table I lists the A, B ,  C  parameters for the three acids 
along with the corresponding values of pK a (25°), AH °  
(25°), AS° (25°), and AC p ° (assumed temperature inde­
pendent). The relationships between these values and the 
A, B ,  C  parameters are given by eq 4-7 in which R  is the 
gas constant.

AH °  = R ( B T - A  In 10) (5)

AS° = i?[C In 10 + 13(1 + In T)] (6 )

A Cp° = R B  (7)

For p-cresol and fluoral hydrate the standard deviation 
of the observed pK a values from the smoothed values cal­
culated from eq 4 is ca. ±0.001; for chloral hydrate that 
standard deviation is near ±0.01. Those observed and cal-
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culated pXa values along with the error correlation matri­
ces9 for the A ,  B ,  C  parameters are given in microfilm. The 
standard deviations for AH ° ,  AS0, and AC p ° in Table I are 
calculated from the standard deviations of A ,  B ,  and C  to­
gether with the error correlation coefficients. No standard 
deviations for the p K a values are cited in the table, since a 
significant contribution to the uncertainty in p K a is likely 
to come from the approximation inherent in the use of the 
Davies equation. (Vide infra.)

Equation 3 is based on the assumption that y ha/t a - has 
the same value at any fixed value of I  independently of 
whether “ HA” is p-cresol, fluoral hydrate, or chloral hy­
drate. Extrapolation to zero ionic strength of the pK a for 
fluoral hydrate replaces that assumption with the assump­
tion in eq 1  and 2  that log y_ is correctly given by the 
'Davies equation when “ HA” is p-cresol and the solvent is 
0.01 m  Borax (for which / = '6.02). Comparison of predic­
tions from the Davies equation to observed mean activity 
coefficients for 1 : 1  electrolytes suggests that errors in the 
p K a values in Table I which arise from this assumption 
should be much less than 0 .0 1 , but may well be comparable 
to or larger than the experimental scatter (cited above as 
±0 .0 0 1 ).

Since such errors in log y_ should be approximately tem­
perature independent, it is probable that their contribu­
tions to the total uncertainties in A H ° ,  AS ° ,  and AC p ° are 
not conspicuously larger than the standard deviations of 
those parameters given in Table I. This expectation is in 
accord with the observation that the values of AH ° , AS ° ,  
and ACP° for fluoral hydrate vary over ranges of only ca. 
0.04 kcal mol-1 , 0.3 cal deg- 1  mol-1 , and 4 cal deg- 1  mol-1 , 
respectively, when they are calculated directly from appar­
ent pK a values at I  =  0.01, 0.02, and 0.04 instead of from 
the extrapolated p K a values. The entries for this work in 
Table I are also in good agreement with previously re­
ported values where such exist.

In conclusion, inspection of the entries in Table I reveals 
that AS° and ACP° for the ionization of C X 3CH(OH)2 

have “ normal” values. That is, their values are in the range 
commonly observed for ionizations of uncharged acids (e.g., 
phenols and halogen-free carboxylic acids). The anomalous 
values of AS° for the ionization of polyhaloacetic acids1 ’2 

thus appear to arise from some interaction which specifi­
cally involves the -CO 2H (and/or -C O 2- ) group. Whatever 
that interaction is, it does not occur when the carboxyl 
group is replaced by the structurally similar -CH(OH )2 

group. Perhaps this difference is a consequence of the pos­
sibility of stabilization of the RCH (0H )0-  anion by intra­
molecular hydrogen bonding10 in place of the hydrogen 
bonding to solvent which is required for a RCO2-  anion. 
Such a difference in solvent-anion interaction might well 
lead to a significant change in the effects of the ideomorph- 
ic solvent structure which has been suggested1 to be 
present in the neighborhood of halocarbon substituents.
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S u p p l e m e n t a r y  M a t e r i a l  A v a i l a b l e :  the supplement 
contains error correlation matrices and tables of observed 
and smoothed (via eq 4) p K a values- ( 2  pages). Ordering in­
formation is given on any current masthead.

The Journal o f Physical Chemistry, Vol. 80, No. 2, 1976



Interaction of p-Nitrosaiicylic Acid and Ethylenediamine 157

References and Notes

(1) J. L. Kurz and J. M. Farrar, J. Am. Chem. Soc., 91, 6057 (1969).
(2) J. Jordan, Rec. Chem. Prog., 19, 193 (1958).
(3) K. S. Pitzer, J. Am. Chem. Soc., 59, 2365 (1937).
(4) J. L. Kurz and G. J. Ehrhardt, J. Am. Chem. Soc., 97, 2259 (1975).
(5) M. Braid, H. Iserson, and F. E. Lawler, J. Am. Chem. Soc., 76, 4027 

(1954).
(6) C. W. Davies, "ion Association” , Butterworths, London, 1962, p 41.

(7) D. H. Everett and W. F. K. Wynne-Jones, Trans. Faraday Soc., 35, 1380
(1939).

(8) The total variation of the apparent pKa's through the range 0 <  / <  0.04 
was ca. 0.02 at each temperature and, as expected, was linear within 
the experimental scatter.

(9) A. A. Clifford, “ Multivariate Error Analysis", Wiley, New York N Y
1973. ’ ' "

(10) W. J. Middleton and R. V. Lindsey, Jr., J. Am. Chem. Soc 86, 4948
(1964).

Interaction of p-Nitrosalicylic Acid and Ethylenediamine 
in Mixed Solvents. A Proton Donor-Acceptor Equilibrium
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The proton transfer complex of p-nitrosalicylic acid with ethylenediamine has been studied in mixed sol­
vents with a view toward understanding the electrostatic and specific effects of protic and aprotic solvents. 
The equilibrium constants have been determined and the thermodynamic parameters, AG ° ,  AH ° ,  and 
AS ° ,  evaluated in several solvent systems. It has been observed that the solvent polarity fails to be a proper 
guide of complex formation. The formation can be appreciably arrested by the addition of a high polar sol­
vent such as formamide.

Introduction

A phenolic acid usually releases proton from the -OH 
group in a polar medium depending on the pK  of the com­
pound. In doing so, the anion exhibits a characteristic ab­
sorption band whose intensity can be a convenient measure 
of its dissociation. In a medium of low polarity electrostatic 
factors reduce the above ionization; in such a medium a 
withdrawing agent (an amine) is necessary for favorable re­
lease of the proton. The released proton is preferentially 
transferred to the base and a proton transfer complex or 
hydrogen bonded ion pair is formed. When the acid is not 
that weak, some of the »released hydrogen ions may be ac­
cepted by the polar solvent molecules (of course in a less 
preferential manner than the added base), thus making the 
whole transfer process complex. 1 Besides, specific solva­
tion, solute-solvent interaction, and solvent structural ef­
fects may also influence the ionization process. 1 ’2

Since in a solvent medium the electrostatic or solvent po­
larity effect on the proton transfer to a base is complicated 
by the additional acceptance of the protons by the solvent 
molecules, a condition is, therefore, needed to reduce the 
second process to a minimum for the understanding of the 
first. Under normal conditions, p-nitrosalicylic acid has 
been observed to satisfy this by not releasing its phenolic 
proton even into pure water when a base is absent. An or­
derly measure of the electrostatic effects on the proton 
donor-acceptor equilibrium of it with an amine (ethylene­
diamine) is expected in mixed solvent media. Results of 
such investigations using 1 2  nonaqueous solvents are re­

ported in what follows. Such an investigation can be impor­
tant for the basic understanding of the hydrogen bonded 
interactions between the acid and the basic groups in pro­
teins responsible for various biological activities.

Experimental Section

M a t e r i a l s  a n d  M e t h o d .  p-Nitrosalicylic acid of Eastman 
Organic Chemicals, mp 227-228°C, was recrystallized twice 
from conductivity water, and its melting point was checked 
for purity. All the solvents used were either E. Merck pro 
analysi or BDH AnalaR grades. They were further purified 
prior to use by standard chemical and physical treatments. 
The sample of urea (BDH, AnalaR) was used without fur­
ther purification. Aqueous solutions were prepared using 
double distilled conductivity water (specific conductance =
1.5 X  10_fi mho cm- 1  at 30°C).

Spectral measurements were taken in a Beckman DU 
spectrophotometer using 1-cm matched silica cells. The 
prepared samples were placed in a temperature controlled 
thermostatic bath (working in the deviation range of 
± 0 .2 °C) for a period of 1  hr, and the absorbances were 
measured in the spectrophotometer having arrangements 
for circulating the water of the bath around the cell com­
partment. Two types of experiments were performed. In 
the first, p-nitrosalicylic acid samples of a fixed concentra­
tion were mixed with increasing amounts of ethylenedi­
amine in a fixed solvent composition by placing equal 
amounts of the proton donor in different containers, and 
adjusting the final composition by the required addition of
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the amine and the solvent. The absorbances of each of 
these solutions were then measured over a wide range of 
wavelengths. In the second set of measurements, the con­
centrations of the proton donor and the acceptor were kept 
constant, and the solvent compositions were varied over a 
wide range. The absorbances of these solutions were mea­
sured at the characteristic wavelength of the complex, 
which is 414 nm in the present case.

Results

S p e c t r a  o f  p - N i t r o s a l i c y l i c  A c id .  As long as the phenolic 
proton is unreleased, the spectra of the acid in water and "in 
nonaqueous solvents, viz., alcohols, acetone, dioxane, etc., 
are all almost alike with a broad band at 320 nm, falling 
sharply in the visible direction (practically zero absorbance 
for a 4.03 X 10- 5  M  acid at 400 nm). In the presence of in­
creasing concentrations of the diamine a characteristic 
band appears at 414 nm, and sharpens with a concomitant 
decrease of the 320-nm band of the undissociated acid. 
This is a general tendency of a proton transfer process in 
which one form changes into another with a noteworthy oc­
currence of an isosbestic point1 (the isosbestic point in the 
present system is at 355 nm).

E q u i l i b r i u m  C o n s t a n t  o f  t h e  C o m p l e x .  To understand 
the thermodynamics of the process, determination of the 
equilibrium constant of the complex is obvious. This was 
done in the following way. For the reaction

AH + B A ” . . .H+B (1 )
donor acceptor complex

K  = C c]/[Ca — Cc][Cb — C c] (2 )

where [Ca -  Cc], [Cb — Cc], and [Cc] are the equilibrium 
concentrations of the donor acid, the acceptor base, and the 
1 : 1  complex, respectively. The concentration of the free 
base (equilibrium concentration) can seldom be deter­
mined. This was avoided by the use of large excess of the 
base, and eq 2  then becomes

K  = [Cc]/[Ca' - C c][Cb] (3)

Now the measured absorbance is

A  = *c[CJ + £a[Ca -  Cc] (4)

where t c and ea are the extinction coefficients of the com­
plex and the proton donor, respectively (the concentration 
of the amine is assumed zero, which is a reality).

Combining eq 3 and 4 we have

[Ca]/(A -  ta[Ca][ = 1 / k  -  tal + \ / K \ t c -  fa|[Cb] (5)

Equation 5 can be further reduced to

[ C M A  = l/fc + H K tc[ C h] (6 )

selecting a wavelength at which only the complex absorbs 
but the proton donor does not (in the present case the com­
plex only absorbs at 414 nm and above). In all the measure­
ments the concentrations of the base were kept nearly 1 0 0  

times more than the p-nitrosalicylic acid and eq 6  was used 
to evaluate tc and K  from the intercepts and the slopes, re­
spectively. Representative least-squares plots are illus­
trated in Figure 1 , and the comprehensive results are given 
in Table I with appropriate standard deviations. The very 
close fitting of the data to straight lines supports the pres­
ence of 1 : 1  complex formation. Chances of higher order 
complexes were, however, not truly zero. 1 The formation of

,/[cb]*io'*llt.mole’
Figure 1. Graphical determination of equilibrium constants of the 
complex in various mixed solvent media: (□, O) water, open and 
half-closed points represent duplicate experiments; (■) urea, 37.25 
wt %; (C) ethylene glycol, 14.24 wt % ; (E) methanol, 8.01 wt % 
(line 1), 16.46 wt % (line 2); (A) ethanol, 9.66 wt %; (B) 1-propanol, 
9.83 wt %; (®) 2-propanol, 12.15 wt %.

the complex was maximum in pure wa’.er, decreased with 
the addition of nonaqueous solvents, and was appreciably 
low in the presence of small concentrations of acetone and 
dioxane. The protic solvents behaved differently than the 
aprotic ones.

D e p e n d e n c e  o f  K  o n  S o lv e n t  P o l a r i t y .  The dielectric 
constants reported in Table I were taken from the work of 
Akerlof.3 Whenever direct data were not available, a meth­
od of interpolation was adopted. Those on dimethylform- 
amide and formamide were taken from the work of Rohde- 
wald and Moldner,4 and that of aqueous urea solutions 
were taken from the data of Wyman5 computed by Kundu 
and Majumdar.6 Dielectric constants of aqueous mixtures 
of acetonitrile are not available in the literature, therefore, 
the effects of this solvent could not be brought into the 
general line.

To test the requirements of Coulomb’s law, a plot of log 
K  against D ~ l was made for the hydroxylic solvents; the 
dependence was not linear (Figure 2). An apparent conclu­
sion is that solvent effects other than electrostatic are 
present. In this figure, the 30° set is seen to be above the 
55° set. It was observed that use of increased concentra­
tions of p-nitrosalicylic acid yielded higher K  values. This 
may then explain the increased K  values observed for the 
30° set which contained appreciably higher concentration 
of the proton donor. The altered activities of all the species 
at higher concentration of the donor probably made the 
equilibrium constant more for the 30° set than the 55° set. 
For a comfortable comparison a detailed knowledge of the 
activities of all the species is required. A sharp distinction 
among the mixed solvents appear in that the dipolar aprot­
ic solvents (acetone and DMF) reduced the equilibrium 
constant more than the protic ones.

E f f e c t  o f  T e m p e r a t u r e .  The effects of temperature on 
complex formation in various solvent media were studied
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TABLE I: Physicochemical Properties of the Complex in Various Environments0

Solvent
ec X 10-3, 
M '1 cm-1 D

K x  10-2, 
M-1

—A G°, 
kcal mol-1

Water 15.06 ± 0.16 76.7 9.60 ± 0.04 4.14 + 0.003
Glycol—water (14.24) 12.79 ± 0.38 72.5 6.80 ± 0.09 3.93 + ,0.008
Methanol—water (8.01) 12.17 ± 0.90 73.4 7.03 ± 0.07 3.95 ± 0 .0 0 6
Methanol—water (16.46) 8.67 ± 0.16 69.3 5.52 ± 0.001 3.80 ± 0.003
Methanol—water (25.21) 5.59 ± 0.17 65.2 3.44 ± 0.02 3.52 ± 0.004
Ethanol—water (9.66) 11.61 ± 0.10 71.4 6.30 ± 0.02 3.88 + 0.002
Acetone—water (3.96) 11.93 ± 0.43 74.4 5.24 ± 0.02 3.77 + 0.002
1-Propanol-water (9.83) 9.77 ± 0.10 70.0 6.10 ± 0.02 3.86 + 0.002
2-Propanol—water (12.15) 9.91 ± 0.15 68.2 4.98 ± 0.14 3.74 + 0.02
2-Methyl-2-propanol—water 11.61 ± 0.55 *66.7 3.91 ± 0.03 3.60 + 0.005

(12.06)
Dioxane—water (2.05) 23.31 ± 2.36 74.2 1.70 ± 0.09 3.09 + 0.03
Urea—water (37.25) 15.85 ± 0.38 92.9 5.01 ± 0.001 3.75 ± 0.003

0 Weight percent of the first named compound in parentheses. Temperature 30 ± 0.2°C. Transition energy at 414 nm =
70.2 kcal mol-1. Donor concentration = 5.16 X 10-4 M .

Figure 2. Effect of solvent polarity on complex formation. Depen­
dence of K on dielectric constants of solvent mixtures at five differ­
ent temperatures: for 25, 35, 45, and 55° sets: (□) water, .(H) 1-pro­
panol (8.2 wt %), (A) ethanol (12.15 wt %), (D) methanol (16.46 wt 
%); for 30° set: (□) water, (D) methanol (8.01, 16.46, and 25.21 wt 
% ), (C) ethylene glycol (14.24 wt %), (A) ethanol (9.66 wt %), (H)
1- propanol (9.83 wt %), (®) 2-propanol (12.15 wt %), (A) 2-methyl-
2- propanol (12.06 wt %), (€>) acetone (3.96 wt %), (O) dioxane 
(2.05 wt %).

to evaluate the standard enthalpy and entropy changes. 
The reaction was spectrophotometrically studied at four 
different temperatures at 10° intervals in the range 25- 
55°C. The equilibrium constants were determined applying 
eq 6, and log K  vs. T -1 plots were made to obtain AH °  
from the slopes. The thermodynamic parameters obtained 
at 25°C are given in Table II. The standard states of the 
reactants were considered to be the hypothetical states of 
ideal solutions of unit molarity. As stated above the con­
centration effects of the proton donor on the derived K  
values were checked. Extrapolation of these values to zero

TABLE II: Solvent Controlled Thermodynamic Parameters 
of the Complex at 25°Ca

Solvent

Water
Methanol—water 

(16.46)
Ethanol—water 

(12.15)
Propanol—water 

( 8 . 20 )

- A  G °,  
kcal mol-1

4.07 ± 0.02 
3.36 ± 0.006

3.51 ± 0.010

3.67 ± 0.007

- A H°,_ 
kcal mol-1

6.11 ± 0.085 
3.72 ± 0.200

4.99 ± 0.153

4.88 ± 0.085

—AS°, 
cal mol-1 

deg-1

6.84 ± 0.30 
1.22 ± 0.64

4.97 ± 0.48

4.06 ± 0.31

a Weight percent of the first named compound in paren­
theses. Donor concentration = 5.16 X 10-5 M .

donor concentration in water and in 16.46% methanol 
showed a 5% decrease of the reported K  values at 5.16 X 
10-5 M  donor concentration.

The effect of temperature may also be considered to be 
equivalent to the electrostatic effect, since the dielectric 
constant of the solvent changes (usually decreases) with in­
creasing temperature. Plots of log K  vs. D ~ l  for the work­
ing temperatures for several mixed solvent systems are pre­
sented in Figure 3. For each solvent system a good linear 
variation was observed. The slopes of these lines were, on 
the other hand, different. The scope of specific solvent ef­
fects was further supported.

D e t a i l e d  S o lv e n t  E f f e c ts .  For an understanding of the 
solvent effects in detail, identical experimental conditions 
were maintained, where to the aqueous samples having a 
fixed p-nitrosalicylic acid (3.26 X 10-4 M  i and ethylenedi­
amine (0.424 M )  concentration, varied proportions of non- 
aqueous solvents were added, and the absorbances were 
measured at 414 nm. The fixed concentrations of the donor 
and the acceptor could thus give a direct estimate of the ex­
tent of the complex on a comparative basis of the solvent 
polarities and compositions. The results are elaborated in 
Figure 4. It is seen that at constant mole fraction, the ef­
ficiencies of the solvents are in the following order: dioxane 
< acetone < 2-methyl-2-propanol ~ dimethylformamide <
2-propanol < 1-propanol < ethanol < acetonitrile < meth­
anol < glycol < urea. In this comparison formamide be­
haves rather peculiarly. The general trend of the solvent ef­
fects is almost in the order of increasing dielectric constant 
having notable variations with acetone, DMF, and FA. 
These findings encouraged us to measure the results at iso-
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Figure 3. Effect of solvent polarity on complex formation. Depen­
dence of K on temperature induced dielectric constant for the sol­
vent media recorded in F gure 2 for the sets at 25, 35, 45, and 55°.

Figure 4. Influence of solvent compositions on the absorbance of 
the complex at fixed donor and acceptor concentrations of 3.26 X 
10~ 5 and 0.424 M, respectively: (■ ) urea, (C) ethylene glycol, (D) 
methanol, (©) formamide, (©) acetonitrile, (▲) ethanol, (®) 2 -propa­
nol, (B) 1-propanol, ( • )  acetone, (O) dimethylformamide, (A) 2- 
methyl-2-propanol, (O) dioxane.

dielectric conditions. In Figure 5, absorbances are plotted 
against the dielectric constants for several of the solvents. 
It is seen that the order of efficiency is the reverse. Specific 
solvent effects other than electrostatic is further support­
ed.

Figure 5. Absorbances of Figure 4 plotted against the dielectric con­
stants of the media with their corresponding signs.

Discussion
The high stability of p-nitrosalicylic acid in releasing its 

phenolic hydrogen (pK = 10.37)8 in the absence of a strong 
proton-withdrawing agent can be reconciled through the 
formation of intramolecular hydrogen bonding. In the pres­
ence of the diamine this bond is weakened owing to a great­
er pull, and the released proton is lodged on the amine via a 
hydrogen bonded ion pair formation.1’9 This ion pair for­
mation can be expected to depend on the polarity of the 
medium. That this electrostatic effect is not independent 
of the type of the solvents is evidenced from the nonlinear 
variation of log K with D~l when various mixed solvents 
are compared (Figure 2). On the other hand, linear varia­
tion of log K  with D~l for a fixed solvent composition at 
different temperatures warrants electrostatic effects to be a 
proper guide (Figure 3). In this context importance of a 
threshold polarity of the medium for the proton transfer 
complex should be recognized.1’210

A comparison of the added nonaqueous solvents on the 
basis of mole fraction shows that the order of complexation 
follows the polarity order of these solvents. This is not 
manifested when the comparison is made at isodielectric 
conditions (Figures 4 and 5). It is anticipated that the com­
plex becomes stabilized through solvation by the water 
molecules.11 This is supported by the fact of more complex 
formation in water-dioxane medium than in water-metha­
nol medium at isodielectric conditions, since more water 
molecules are needed in the former than in the latter to 
yield equidielectric states. The same principle holds for 
other solvent systems. With this end in view, log A values 
at 0.1, 0.2, 0.25, and 0.4 mole fractions have been plotted 
against D~l for many solvent systems in Figure 6 (log A 
values have been used to give a comparative basis with log 
K, A being directly proportional to K). Recognizing the 
probable uncertainties in the measurements the correlation 
is noteworthy. The necessity of water molecules for the sta­
bilization of the complex by solvation may further be indi­
cated by the maximum —AS° and —AH° values12’13 in this 
medium (Table II). A sound comparison of thermodynamic 
parameters given in this table is restricted for want of a 
single reference state for different solvent systems.

The results given in Figure 6 further show that the protic
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Figure 6 . Dependence of —log A on D 1 at isomole fractions, 0,1, 
0.2, 0.25, and 0.4, computed from the results incorporated in Figure 
4.

solvents behave differently than the aprotic cases; the indi­
vidual aprotic solvents are seen to have their own specifici­

ties. In this regard the pronounced effect of formamide at 
low concentrations is a special feature. At high concentra- ¡ j  
tions it is less effective than either methanol or glycol (see 
Figure 4). All these results adjudicate a complex analysis 
when aprotic solvents are used. Further experiments are 
needed for a meaningful dissection.
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From comparison of proton and carbon-13 spin-lattice and transverse relaxation times in the presence of 
Mn(II), it is concluded that in many cases the dipolar term is not the dominant contributor to line broad­
ening. Hence selective broadening experiments to determine the site of Mn(II) binding to small ligands 
based on an r~e dependence between Mn(II) and the affected nucleus are not generally applicable. Binding 
sites and distances may be estimated from selective T i measurements, but in this case it must be estab­
lished that the predominant dipolar interaction contributing to relaxation is that between the paramagnet­
ic ion and the affected nucleus and that other, closer interactions from unpaired spin density on the ligand 
do not contribute importantly.

Sites of Mn(II) binding to molecules such as nucleic acid 
bases, nucleosides and their phosphates, histidine and de­
rivatives, and other amino acids and peptides have often 
been characterized by selective broadening of resonance 
lines in nuclear magnetic resonance spectroscopy due to

hydrogen and carbon-13 atoms that are near to the pre­
sumed metal ion binding site. It is the purpose of this 
paper to assess the validity of selective broadening results 
with Mn(II) on a variety of small ligands. Previously we 
have shown that there are severe limitations to use of selec-
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tive broadening with Cu(II);1'2 this paper reports a parallel 
study with Mn(II).

Implicit in identification of metal ion binding sites by se­
lective broadening experiments are two assumptions. In the 
first, the paramagnetic ion induced line broadening which 
is proportional to the inverse transverse relaxation time in 
the presence of paramagnetic ion, T2p-1, is given only by 
the firstjterm in parentheses in eq 1 so that the fast ex­
change limit applies.2-4

T2p-I =p<?(T2M -1 +  rMAa>M2) (1)

In eq 1, p is the ratio of molar concentrations of paramag­
netic ion to ligand (typically 10-2 or less), q is the average 
number of ligands bound in an identical way, Tom is the 
transverse relaxation time of the bound ligand, tm is the 
mean lifetime of a ligand bound to the metal ion, and Ao>m 
is the chemical shift between bound and unbound ligand 
resonances. When the second term in eq 1 is dominant, ;the 
intermediate exchange limit applies and the information 
required from T2m-1 is lost. For other restrictions involved 
in eq 1 see ref 2-4.

In the second assumption, the inverse transverse relaxa­
tion time for a nucleus on the bound ligand is given only by 
the first or dipolar term in eq 2, while the second or scalar 
term is negligible.2-4

T2m-1 = 7arcr- 6 + M 2re (2)

In eq 2, a = 7 i2g2(l2S(S + 1)/15, rc is tjjie correlation time 
modulating the dipolar interaction, r is the distance be­
tween the paramagnetic ion and the measured nucleus, b = 
S(S + l)/3 h 2, A is the scalar or hyperfine coupling con­
stant, which is generally different for each ligand nucleus, 
and re is the correlation time modulating the scalar interac­
tions. Only when the first or dipolar term of eq 2 dominates 
does the r-6 dependence appear and furnish the basis for 
stating that lines from nuclei nearest to the paramagnetic 
ion are most broadened.

In order for a selective broadening experiment to desig­
nate the site of paramagnetic metal ion binding to a ligand, 
only the first terms of both eq 1 and 2 should be dominant. 
Not only must the fast exchange limit apply, but the dipo­
lar term should exceed the scalar term. A test for domi­
nance of these two terms is to compare the value of Tap-1 
determined from line broadening to the spin-lattice relaxa­
tion time due to the paramagnetic ion, T i p -1 , obtained 
from pulsed NMR experiments. There is no intermediate 
exchange region for T ip - 1 , and the scalar term is almost al­
ways negligible so that

T ip- 1  = pqT im - 1  = pq6aTcr~e (3)

Combination of the first terms of eq 1 and 2 with eq 3 
yields

T ,p /T 2P = 7/6 = 1.17 (4)

Equation 4 is valid only for predominance of the dipolar 
term in the fast exchange limit. Values greater than 7/6 for 
the ratio of eq 4 indicate that the fast exchange limit of eq 
1 is not attained and/or that the dipolar term of eq 2 is not 
predominant. In the fast exchange limit, 50% dipolar and 
50% scalar contributions to T 2 m - 1  yields T iP/T 2p = 7/3 = 
2.33. Thus ratios greater than 2.33 indicate that the dipolar 
term is no longer the dominant contributor to paramagnet­
ic ion induced line broadening.12 A 2:1 dipolar to scalar 
contribution yields T jp/T2p = 7/4 = 1.75. Hence, the ratio

need not be much greater than 1.17 for the scalar term in 
eq 2 to be significant.

The main paramagnetic metal ion considered in this 
paper is Mn(II). For complexes of Mn(II) the inverse scalar 
correlation time is nearly equal to the inverse electron spin 
relaxation time, re-1 m rs-1  108 sec-1 . Since the ligands 
studied were small, the inverse dipolar correlation time is 
nearly that of the inverse rotational correlation time of the 
complex rc-1 tr-1 1010sec-1.

Experimental Section
High quality commercial ligands were prepared in D20 

solvent at concentrations of 0.1-0.5 Af for the proton and 2 
M  for the carbon-13 experiments. Catboxylic acid ligands 
were about 75% ionized, amine ligands about half-neutral- 
ized, and amino acid ligands liad their amine half-neutral­
ized. Magnetic resonance experiments were performed at 
23-5 kG on a JEOL PFT-100P/EC 100 FT-NMR spectrom­
eter. Relaxation times in presence of paramagnetic ion 
were calculated from

Tip-1  = (T 1P-1)Mn -  (T 1P- 1 )0

where the terms on the right are the inverse spin-lattice re­
laxation times with and without Mn(II), respectively, and

T2P-1 = 7t ( W m „ -  Wo)

where l^Mn and Wo are the full line width in Hz at half­
height with and without Mn(Ii), respectively. T 1 values 
were measured accurately (±10%) with a 180°-r-90° pulse 
sequence and calculated by an‘ external least-squares fit 
program. Linear first-order plots indicated exponential de­
cays. Other details have already been supplied elsewhere.2 
When T iP/T 2P is near 7/6, the ratio may be difficult to de­
termine accurately due to the lack of significant broaden­
ing.

Results
Table I lists inverse spin-lattice and transverse relaxa­

tion times for hydrogen and carbon-13 nuclei determined 
for each nucleus on a single solution for a series of ligands 
in the presence of Mn(II). Representative [Mn2+]/[ligand] 
ratios for a single experiment are also presented, but exper­
iments were performed over a range of Mn(II) concentra­
tions. Ratios of T ip-1 or T2P-1 to [Mn2+]/[ligand] reveal 
the sensitivity of the two inverse relaxation times to Mn(II) 
concentration. Thus, for a specified amount of Mn(II), less­
er broadening (T2P-1) occurs for the unidentate carboxyl - 
ates than for the other ligands in Table I.

Imidazole was studied with four paramagnetic divalent 
first row transition metal ions and the results are shown in 
Table II. In addition to the TiP/T 2P ratios for each metal 
ion for protons and carbon-13, T ip-1  and the scalar cou­
pling constant, A, are tabulated for the ratio of the nucleus 
at the 2 position to the average of the two nuclei at the 4 
and 5 positions. The scalar coupling constant ratios were 
evaluated by assuming the fast exchange limit in eq 1 and 
combining with eq 2 and 3 to obtain

T2P-1 = 7T ip- 1 /6 + p q b A 2r e 

from which A ratios may be calculated.

Discussion
More than half the ligands of Table I exhibit T iP/T 2P 

values greater than 2.3, indicating that the dipolar term of
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TABLE I: Spin—Lattice and Transverse Relaxation Times in Presence of Mn(II)

Ligand
104[Mn2+]/

[ligand] ,p > sec' T2p !,sec" r , P/ r 2p
Protons

Acetate 15 4.4 13.1 3.0
Chloroacetate 22 4.9 11.6 2.4
Malonate 1.5 4.5 16.5 3.7
Succinate 24 21 34 1.6
1,2-Diaminoethane 7.1 6.0 39 6.5
Glycinate 5.8 27 45 1.7
Sarcosinate c h 2 2.8 5.4 21 3.9

c h 3 5.7 33 5.8
N, N-Dimethylglycinate c h 2 3.6 13.7 18.3 1.3

c h 3 15.1 34 2.3
L-Methionine CH . 0.8 7.7

sc h 2 1.8 7.9 4.4
ch 3 0.17
c h 3 / 6.4 1.5 2.9 1.9

S-Methyl-L -cysteine CH 1 .1 11.5
c h 2 ! 4.8
c h 3 0.74 4.3 5.8

Glycylglycinate CH2COO" 5.1 ■4.2 7.9 1.9
c h 2n h 2 13.5 21 1.6

Imidazole H2 3.0 6.3 16.5 2.6
H4, H5 3.4 15.8 4.6

5'-AMP H8 1.2 18.2 24 1.3
H2 3.6 6.5 9.8 1.5

Carbon-13 •t
Glycinate c h 2 4.5 8.9 11.0 1.2

c o o - 0.7 1.0 4.7 4.7
Imidazole C2 0.09 0.35 37 10Ç

C4, C5 0.16 22 140

TABLE II: Ratios of Relaxation Times for bound to Cu(II) than to Mn(II). With adenosine mono-
Imidazole in Presence o f Metal Ions phosphate (AMP) the interaction with Mn(II) is mainly di-

Metal ion
T,p/T2p T, p -  

H2/H4, 
H5

A
H2/H4,

H5H2 H4, H5

Mn(II) 2.6 4.6 1.8 0.88
Co(II) 6.0 17 1.9 0.77
Ni(II) 4.2 9.2 2.0 0.88
Cu(II) 21 48 1.7 0.85

C2/C4, C2/C4,
C2 C4, C5 C5 C5

Mn(II) 106 140 2.1 1.28
Cu(II) 500 460 1.4 1.25

eq 2 contributes less than 50% to the broadening of proton 
lines. Therefore, the use of selective broadening by Mn(II) 
to ascertain the site of ligand binding is subject to severe 
limitations, as the r~6 term is only a minor contributor to 
broadening in most cases. In only one-third of the cases in 
Table I does the dipolar term contribute 2/3 to broadening. 
Since the requisite frequency and temperature dependent 
studies have not been performed, it is uncertain whether 
the limitation on greater dipolar contributions is due to the 
intermediate exchange second term of eq 1 or the scalar 
term of eq 2, but it is more likely to be the latter in most 
cases. Whatever the reason, the fact that the dipolar term 
is seldom a predominant contributor to broadening renders 
suspect arguments of Mn(II) site binding dependent upon 
the dipolar r~6 dependence between the paramagnetic ion 
and the affected nuclei.

Compared to the proton T ip/T2p values found for 
Cu(II),1’2 those for Mn(II) are similar for carboxylate li­
gands and much lower for amine donors. The scalar contri­
bution to broadening is much greater for aliphatic amines

polar while that with Cu(II) is predominantly scalar. A 
greater proportion of Mn(II) than Cu(II) will be at the 
phosphate rather than the adenine, however.

Since eq 3 for T ip-1  does not contain intermediate ex­
change or scalar terms, determination of the spin-lattice 
relaxation time should allow derivation of distance infor­
mation as r6 ~  T]p. The sixth root of ratios of Tip of two 
nuclei in the same complex should relate relative distances 
of these two nuclei to the paramagnetic metal ion in selec­
tive T i experiments. Nearly identical T\p values for the 
two kinds of protons in both sarcosinate and dimethylglyci- 
nate indicate Mn(II) binding at the amino group. From the 
T ip-1 values in Table I for L-methionine, the methyl pro­
tons are 1.5 and 1.9 times as far from the Mn(II) as the 
SCH2 and CH protons, respectively. For S-methyl-L-cyste- 
ine the methyl protons are 1.4 and 1.6 times as far from the 
Mn(II) as the CH2 and CH protons, respectively. Allowing 
for conformational mobility in the side chain, these results 
indicate that, at these high ligand to Mn(II) ratios, the li­
gands chelate to the Mn(II) as substituted glycinates with 
the ether sulfurs unbound. For the case of Cu(II) the same 
conclusion was reached for methionine, but for S-methyl- 
cysteine it was suggested that a weak interaction may occur 
with the ether sulfur while Cu(II) is chelated at the glyci- 
nate locus.2

For C-13, the T ip / T 2p  ratio of 1.24 for the CH2 carbon of 
glycinate suggests a nearly wholly dipolar interaction. For 
imidazole the T ip/T2p ratios are >100 for both carbons, 
suggesting predominant scalar interactions in this system. 
Selective broadening experiments designed to locate the 
Mn(II) binding sites by C-13 NMR in aromatic ligands 
such as imidazole derivatives and nucleic acids are suspect 
since the broadening does not depend on r-6 . Since the hy­

The Journal o f Physical Chemistry. Vol. 80. No. 2, 1976



164 R. W. Strickland and F. S. Richardson

perfine constants vary for each carbon, the scalar interac­
tions are apt to vary at each carbon about the ring. Even 
larger T 1P/T2P ratios Eire found for Cu(II) and the carbons 
of glycinate and imidazole.2

The T ip/T op ratios for complexes of imidazole with sev­
eral metal ions reported in Table II indicate that the dipo­
lar term is never dominant. It has been established that the 
main contributor to the high ratio for protons for Cu(II) is 
the scalar term of eq 2.2 The ratios of the scalar coupling 
constants are quite constant for H2/H4, H5 for Mn(II), 
Ni(II), and Cu(II). This result suggests that unpaired spin 
densities are distributed in similar ratios about the imidaz­
ole ring for each of tne three metal ions. A constant ratio is 
also obtained for C2/C4, C5 for Mn(II), and Cu(II). This 
ratio is different than that found for protons since the sca­
lar coupling constants are generally different for different 
nuclei.

In contrast to the constancy of the scalar coupling con­
stant ratios for imidazole complexes of Mn, Ni, and Cu ions 
in Table II, the T ip“ 1 ratios are not constant for either the 
proton or carbon-T3 nuclei. Constant nucleus 2/nuclei 4, 5 
ratios, are expected if the only dipolar interaction is that 
between the paramagnetic metal ion and the affected nu­
cleus. Small differences in imidazole-metal ion bond 
lengths5 are1 unable to account for the discrepEmcies and it 
is unlikely that other differences in geometry would do so. 
Rather, the lack of constancy of the T ip~' ratios lends fur­
ther support to the suggestion that additional dipolar 
terms are important.2 As was pointed out for Cu(II) £ind

imidazole, a small amount of unpaired spin density at C5 is 
much closer to H5 than is the large unpaired spin density 
on the Cu(II) bound at N3. As a result cf the strong r-6 de­
pendence, the small amount of unpaired spin density at C5 
is likely to be the major contributor to relaxation at H5. 
This kind of occurrence should also apply to other para­
magnetic metal ion complexes.

Selective broadening is severely compromised because 
the dipolar term makes only a minority contribution to 
broadening in many cases. Selective T i experiments ac­
cording to eq 3 may enable the requisite distance informa­
tion to be determined. However, if selective Ti arguments 
are employed to estimate distances, it must be established 
that the predominant dipolar interaction contributing to 
relaxation is that between the paramagnetic ion and af­
fected nucleus as other more local interactions from un­
paired spin density on the ligand may contribute impor­
tantly to relaxation and result in significant errors.6
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The chiroptical properties associated with the d-d transitions in dissymmetric Cu2+-amino acid, -dipep­
tide, and -tripeptide complexes are calculated on a theoretical model based on an independent systems 
representation of the electronic structure in these complexes. The metal ion and fragments within the li­
gand environment are treated as independent subsystems to zeroth order in the model and interactions be­
tween these subsystems are then treated by perturbation techniques. Wave functions for the d-d excited 
states of the Cu2+ ion are calculated to second order in perturbation theory. Rotatory strength expressions 
for the d-d transitions are developed to first, second, and third order in perturbation coefficients and these 
expressions are used in carrying out calculations. In evaluating the interaction energies between subsys­
tems in our model we retain only the dynamical coupling terms resulting from the correlation of electron 
motion on the interacting groups. Static coupling mechanisms are not admitted into the model. The dy­
namical coupling terms are assumed to arise from electric quadrupole (metal)-electric dipole (ligand), elec­
tric hexadecapole (metal)-electric dipole (ligEind), and electric dipole (ligand)-electric dipole (ligand) in­
teractions between transition densities localized on the various subsystems. The rotatory strengths calcu­
lated for the Cu2+ d-d transitions are correlated with various structural features of the complexes studied 
and possible spectra-structure relationships are discussed.

I. Introduction

A considerable number of studies on the chiroptical 
properties of complexes formed between transition metal

ions and amino acid, dipeptide, and tripeptide ligands have 
been reported in the literature.1’2 These studies are of spe­
cial interest for developing chiroptical spectroscopy as a 
probe of the structural characteristics of metal ion binding
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sites in complex biomolecular systems. The spectra-struc- 
ture relationships discovered for the model metal ion- 
amino acid, -dipeptide, and -tripeptide systems are ex­
pected to be at least qualitatively applicable to spectra- 
structure correlations in metalloenzymes and metal-pro­
tein complexes.

Several of the studies on the chiroptical properties of 
metal ion-amino acid and -peptide systems have led to the 
formulation of empirically based spectra-structure rela­
tionships which are remarkably successful in correlating 
the data obtained on various series of similar systems. Ad­
ditionally, in a few instances these relationships have been 
interpreted directly in terms of extant theoretical models 
of molecular optical activity.1 Of special note is the “ hexa- 
decant sector rule” proposed and applied by Martin and 
coworkers1 in interpreting the circular dichroism (CD) 
spectra of a large number of metal ion-amino acid and 
-peptide complexes. This sector rule derives directly from 
the one-electron, static coupling model of molecular optical 
activity as described by Schellman3 and as elaborated upon 
by Mason4’5 and by Richardson.6’7 Most of the attention in 
developing spectra-structure relationships for chiral tran­
sition metal complexes has been placed on the CD spectra 
associated with the metal ion d-d transitions. These transi­
tions generally fall within an easily accessible region of the 
spectrum, generally exhibit relatively large dissymmetry 
factors (Af/i), and are more readily amenable to theoretical 
analysis than are the less well characterized metal-ligand 
charge-transfer and ligand-ligand transitions.

Despite the widely acknowledged utility and the appar­
ent reliability of the spectra-structure relationships pro­
posed for chiral metal ion-amino acid and -peptide com­
plexes, a detailed theoretical examination of the optical ac­
tivity exhibited by the d-d transitions in these systems has 
not yet been reported. Such an examination is of interest 
not only for supplying a theoretical foundation for spectra 
interpretation but also for investigating and testing the 
current theories of optical activity in chiral transition 
metal complexes. The theory of optical activity in transi­
tion metal complexes has been studied intensively over the 
past 15 years, but a fully satisfactory theory or model capa­
ble of providing widely applicable and reliable spectra- 
structure correlations has not yet emerged. The metal ion- 
amino acid and -peptide complexes provide excellent 
model systems for testing and investigating the current 
theories.

Chirality in transition metal complexes is generally at­
tributed to one or more of the following structural features:
(1 ) chiral distortions within the metal ion-donor atom clus­
ter (“ inherent dissymmetry” within the d-d chromophore);
(2) chiral distributions of chelate rings about the metal ion 
(“ configurational dissymmetry” ); (3) chiral conformations 
of chelate rings (“ conformational dissymmetry” ); and (4) 
asymmetric centers within the ligands (including, in some 
cases, asymmetric donor atoms). Most theoretical analyses 
and sector rule applications have focused on the latter 
three sources of chirality, although the possible importance 
of inherent dissymmetry within the metal ion-donor atom 
cluster of six-coordinate Co3+ and Cr3+ complexes has also 
been examined in several recent studies.15-10

In the present study we are concerned with the optical 
activity of the d-d transitions in Cu2+-amino acid and 
-peptide complexes. Crystal structure data1’11 reveal that 
the Cu2+-donor atom cluster in these systems is approxi­
mately symmetrical (achiral) and that the chelate rings are

not dissymmetrically distributed about the metal ion. The 
d-d optical activity of these systems must arise, then, from 
conformational dissymmetry within the chelate rings and 
(or) from vicinal interactions between the metal ion and 
asymmetric centers in the ligand environment. In the 
present study we shall neglect both configurational dissym­
metry and inherent dissymmetry (within the metal ion- 
donor atom cluster) as sources of optical activity. It is high­
ly likely that there exists considerable (or, at least, nonne- 
gligible) inherent dissymmetry within the metal ion-donor 
ion clusters characteristic of metal binding sites in many 
biological macromolecules. The influence of this type of 
chiral distortion upon Cu2+ d-d optical activity will be pre­
sented in a separate report.12

We employ an independent systems model in this study 
to calculate the d-d rotatory strengths of various Cu2+-  
amino acid, -dipeptide, and -tripeptide complexes. The 
application of this type of model in calculating molecular 
optical activity has been elaborated upon by several work­
ers and the details of the method will not be discussed 
here.3-10,13-15 Of special relevance to the' calculations re­
ported here are the work of Hohn and Weigang13 and of 
Mason and co-workers.4,5 We calculate the purely electron­
ic contributions to the d-d rotatory strengths and ignore 
possible effects arising from vibronic lhteracttons. Neglect 
of vibronic interactions precludes’ quantitative prediction 
of CD spectra since for many of the systems studied here 
rather substantial pseudo-Jahn-Teller (PJT) interactions 
are expected between the nearly degenerate (irrsome cases) 
d-d excited states. The possible influence of 'PJTV interac­
tions on the chiroptical spectra of systems with nearly 
degenerate electronic states has been examined else­
where.16-18 In these previous studies it was concluded that 
such interactions do not invalidate spectra-structure rela­
tionships based on “ net” rotatory strengths associated with 
the interacting states. The role of the Herzberg-Teller 
(HT) vibronic coupling mechanism in determining CD 
spectral features has been investigated in some detail by 
Weigang and co-workers. However, the influence of HT 
type vibronic interactions on the chiroptical spectra of 
coordination compounds has not been subjected to thor­
ough study. Neglect of vibronic interactions in the present 
study should have little effect on the qualitative or semi- 
quantitative aspects of spectra-structure correlation; it 
does, however, preclude detailed spectra prediction.

I I .  Theory
A. Basic Model. Within the approximations of the inde­

pendent systems model we partition the metal complexes 
into three parts: (A) an idealized ML4Z2 metal ion (M )- 
donor atom (L or Z) cluster (including all metal electrons 
and cr-ligating electrons) with exact D4/, symmetry; (B) the 
ir-electron systems of the donor atoms or groups; and (C) 
the nondonor atoms or groups of the complex. In the metal 
ion—amino acid and —peptide complexes of interest here the 
Z donor atoms lie along the C4 symmetry axis of the M L4Z2 
cluster, and the (B) subsystems include the amide and/or 
carboxylate ligand moieties. The electronic Hamiltonian of 
the overall system is partitioned as follows

H = h.A + hs +  h e  +  V a  +  V a b  +  V a c  +  V r c  ( D

where h a, h & , and h e  represent zeroth-order electronic 
Hamiltonian operators for the (A), (B), and (C) subsys­
tems, respectively, Va represents a local distortion poten-
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tial within the ML4Z2 cluster to accommodate deviations 
from strict D4h symmetry, and Vab> Vac, and Vbc are 
pairwise interaction potentials operative among the three 
subsystems of the complex.

Adopting a perturbation approach we rewrite eq 1 as

H = hA + hj5 + he + V = H° + V (2)

where the operator, V = VA + Vab + Vac + Vbc, is treat­
ed as a perturbation on the eigenstates of the operator, H° 
= h\ + hfi + he- To zeroth order, the electronic states of 
the system are written as

'Pntl-, = |A„B/}C7)
where A«, B(j, and Cy are eigenfunctions of hA, h b , and he, 
respectively. The ground state is designated by ôoo, an ex­
cited state localized on ML4Z2 is denoted by \p%o, an excit­
ed ir state localized on a (B) subsystem is represented by 
ôrfo. and an excited state localized on a (C) subsystem is 

given by \pooy To first order in perturbation theory, the 
electronic wave function for an excited state (aOO) is given 
by

^«oo = i°00 + E  ( I V\ i/'f.oo> ̂ ° ' o o / +

E  <*!U Iv1'*2oo>iC o/a e ; (,+
0

y
where AE° represents the energy difference between zer- 
oth-order states i and ;. Doubly excited configurational 
states are excluded from the expansion given in eq 3.

Equation 3 for the first-order wave functions is correct 
only if we neglect exchange interactions between the elec­
tronic distributions of the three subsystems (A), (B), and
(C). This formulation allows for dynamical excitation (en­
ergy) exchange interactions and for static Coulombic inter­
actions between the subsystems, but it excludes charge ex­
change (or charge-transfer) interactions. In the systems of 
interest in the present study, charge-transfer (CT) between 
the (B) subsystems and the ML4Z2 cluster may be of signif­
icant importance in determining the spectroscopic proper­
ties of electronic transitions primarily localized within the 
ML4Z2 chromophore. To include these specific CT pro­
cesses we relax the independent systems approximation, 
include CT states in our basis set of zeroth-order states, in­
troduce an electron-exchange term into Vab, and add an 
interaction term Vcd to V which represents the interaction 
between subsystems (C) and the CT states of the composite 
group D = AB. Now, in addition to the excited states 
|A„B0Co), |A0B;jCo), and |A0B0C7), we also have CT states 
of the type |AiBiCo) = |DjCo), in which an electron has 
been transferred out of a configuration on (A) and into one 
on (B) or vice versa. Equation 3 can now be rewritten as

+ E < .̂™|v |̂ 2oo>*20o/a £ 1  +

E  (PU  VWooWko/AE%, + E  <*8oJ Vl^oo>*&»/AE2 +ti 7

E<*yv|*2oo>*i!o/AEl„ (4)b
In the present study we set the ground state wave func­

tion of H equal to the lowest eigenstate of H° (that is, xpooo 
= $¡,*1). The excited states, however, were expressed to sec-

ond order in the basis (\p°00, tw , 'Poo-,, '/'sob The electric and 
magnetic dipole transition moments associated with transi­
tions (000) -*  (a00) were expressed to second order (in per­
turbation coefficients), and the electronic rotatory 
strengths

Eooo.„oo = Im (i//ooo|£|'AaOo) • (|/<>oo|m|̂ (>oo) (5)

were also expressed to second order.
B. Interaction Matrix Elements. Assuming exact D4h 

symmetry for the ML4Z2 cluster and neglecting VA, the fol­
lowing interaction matrix elements appear in our second-
order expressions for the i/vroo wave functions:

Vao' = (\p°oo| VAb + VacI ^  oo) (6a)

V ^ -« & » | V ab1iC o> (6b)

V „7 =  <̂ Soo| V acI^Sot) (6c)

VVr =  (V'wol ^Bcl^oo-r) (6d )

=  (i/'üool V'abI’/ 'jo) (6e)

V0& — (Pcmd V-ab| iA?o) (6 f)

Vyb= ( t ^ V c M o )  (6g)
The interaction term,V„n', arises from “ static” coupling 

between the chromophore (A) and the ligand subsystems
(B) and (C). That is, this term reflects the interaction be­
tween static ground state charge distributions on (B) and
(C) with transition densities (\p°oo'P°m> localized on the 
ML4Z2 chromophore. The static, one-electron theory of op­
tical activity in metal complexes is based upon this type of 
interaction4-9 and the sector (or regional) rules most com­
monly used in interpreting the CD spectra of chiral coordi­
nation compounds derive from this type of interaction.*'2 
This term should indeed dominate or contribute signifi­
cantly in those cases where the ligand groups which confer 
chirality upon the complex are charged or are highly polar. 
In those cases where the chirality derives from ligand 
groups which are uncharged and nonpolar, one may expect 
the V,,,,’ type interaction to be of considerably lesser im­
portance in determining the optical activity of transitions 
localized on ML4Z2.

The interaction terms (6b-e) arise from “ dynamical” 
couplings between transition densities localized on two dif­
ferent subsystems of the complex. For example, Va0 repre­
sents the electrostatic energy of interaction between a tran­
sition density ('Ai’.oo'ASoo) localized on (A) and a transition 
density ('pono'Pooo) localized on (B). These terms contribute 
to the so-called dynamical coupling (DC) mechanism of 
molecular optical activity. The static coupling (SC) term 
(6a) involves the dynamical behavior of just one electron; 
the rest of the electrons in the system are assumed to pro­
vide an average, or static, field in which the “ one electron” 
must move. The dynamical coupling terms, on the other 
hand, arise from the correlated motions of two or more 
electrons located in different subsystems of the complex.19 
In the present study we consider only the dynamical cou­
pling terms in calculating the rotatory strengths of transi­
tions localized on ML4Z2.

In calculating the DC terms (6b-e), we restrict the (i/̂ oo) 
basis set to d-d states of the ML4Z2 cluster and represent 
the (B) and (C) subsystems as spatial arrays of electric-di­
pole oscillators. That is, the basis states (^o(jll) and ($ J,̂ ) 
are chosen so that the transitions (000) — (000) and (000) 
-*• (OO7 ) are electric dipole allowed and are localized within 
the (B) and (C) subsystems, respectively. The d-d transi­
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tions are represented as electric quadrupole and electric 
hexadecapole oscillators. The terms (6b) and (6c), then, 
have the following components: (6b) electric quadrupole
(A) -electric dipole (B) + electric hexadecapole (A)-electric 
dipole (B) interactions; (6c) electric quadrupole (A)-elec- 
tric dipole (C) + electric hexadecapole (A)-electrie dipole 
(C) interactions. The charge-transfer transitions (000) —* 
(50) are represented as electric dipole oscillators localized 
within the composite (AB) = (D) group.

On our model the (000) —► («00) transitions are electric 
dipole forbidden by parity. However, certain transitions 
within this set may be magnetic dipole allowed.. On the 
other hand, the transitions (000) —► (0/30), (000) -*■ (00y), 
and (000) —► (50) were selected to be pure electric dipole 
transitions. Consequently, nonvanishing values of Rooo,aoo 
arise entirely from coupling of the magnetic dipole oscilla­
tors on (A) with electric dipole oscillators located in the
(B) , (C), or (D) subsystems. This mechanism for generating 
optical activity within the independent systems model 
(modified in the present case to include CT interactions) 
corresponds to what Schellman has termed the n-m cou­
pling mechanism for magnetic dipole allowed-electric di­
pole forbidden transitions.15

C. Rotatory Strengths. Given the model and approxima­
tions discussed in sections IIA and IIB, the rotatory 
strength of a transition (000) -*• (« 00) may be expressed as

Rooo.noo = Im (Pooo.noo • oo.ooo) (7)
where

•P()00,<»00 = E  [V«0 + E  Vay Vyp/AE°, +
J  7

£  Va6V jA E tm ^ E % i  + £  [Vay +
i  7

E  V^Vffy/AE% + E  Va6V6y/ A E U K / ^  +
H a

' E  [Va6 + E  v„yv yS/AE°y +
5 7

E  V ^ V ^ /A E lW A E " ,  (8)
a

and

Ma00,000 = W o + £  [ E W E% +
a'y^Ot L IS

E  VayVyjA E %  + E  V ^V ^/A E Sil afi-o/A£«„• (9)
y i  J

The symbols P° and M° refer, respectively, to zeroth-order 
electric and magnetic dipole transition moments associated 
with local transitions within the subsystems (A„, B,j, C7, 
and Dj). Note that the perturbed electric dipole transition 
moment Pooo,«oo includes only first- and second-order 
terms since PS„ = 0 for all «  (pure d-d states). Also note 
that the perturbed magnetic dipole transition moment 
Afaoo.oo includes only zeroth and second order terms since 
in our model, = 1Ŵ0 = M$0 = 0, for all /3, 7 , and 5. That 
is, magnetic dipole oscillators in the ligand environment 
are not admitted into our model; all perturbing oscillators 
are electric dipole oscillators.

Combining eq 7 and 8 and inserting them into eq 7 leads 
to first, second, third, and fourth order terms in the result­
ing rotatory strength expression. However, the expression 
is complete only to second order since the wave functions 
were developed only to second order. In computing Rooo,«oo

we neglected all terms higher than third order in the per­
turbation matrix elements.

I I I .  Structures
A. Amino Acid Complexes. The following bis amino acid 

complexes were studied: (1 ) cis- and trans-[Cu(S-Ala)2], 
where Ala = alaninato ligand; (2) cis- and trans- [Cu(S- 
Pro)2], where Pro = prolinato ligand; (3) cis- and trans- 
[Cu(lV-CH;:j-S-Ala)2j, where AT-CHs-S-Ala = Af-methyl-S- 
alaninato ligand; and, (4) cis- and trans- [Cu(AT-CH3-S- 
Pro)2], where N-CH.j-S-Pro = ¿V-methyl-S-prolinato li­
gand.

The structure parameters for the chelate rings in the bis 
alanine complexes were adapted from crystal structure 
data on bis(glycinato)copper(II) monohydrate.11 In both 
the cis and trans isomers each nonplaner chelate ring has 
the same chirality and the two chelate rings are related by 
a Ci operation (about a C2 axis perpendicular to the 
CuN2Cb coordination cluster in the trans isomer and about 
a C2 axis lying in the plane of the CuN20 2 cluster in the cis 
isomer). Methyl groups were attached to the a-carbon atom 
of each glycinato ligand to generate the alaninato com­
plexes. Calculations were carried out on structures in which 
the «-methyl substituents were disposed axial to the che­
late rings and equatorial to the chelate rings.

The structure parameters for the bis proline complexes 
were generated from the crystal structure data reported for 
bis(DL-prolinato)copper(II) dihydrate.11 The conforma­
tional geometry of the chelate ring formed by the L(S) con­
figurational isomer of the prolinato ligand was-adopted in ; ' 
the systems we examined. Both the cis and trans isomers of 
[Cu(S-Pro)2] have exact C2 point group symmetry.

The cis- and trans- [Cu(AT-CH3-S-Ala)2] structures were 
generated by substituting a methyl group for a hydrogen 
atom on the amino group of each alaninato ligand of the bis , 
alanine complexes. In the structures examined in this 
study, the AT-methyl groups were disposed trans to the «- 
methyl groups. This trans arrangement of methyl substitu­
ents (on the amino nitrogen atom and the «-carbon atom of 
a single chelate ring) is sterically favored over the cis ar­
rangement.

The cis- and trans-[Cu(iV-CH;j-S-Pro)2] structures were 
generated by substituting a methyl group for a hydrogen 
atom on the nitrogen atom of the pyrrolidine ring in each 
prolinato ligand.

B. Dipeptide Complexes. Three Cu2+-dipeptide com­
plexes were studied. These are (1 ) [Cu(AG)(H20)], where 
AG = S-alanylglycinato ligand; (2) [Cu(GA)(H20)], where 
GA = glycyl-S-alaninato ligand; and, (3) [Cu(AA)(H20)], 
where AA = S-alanyl-S-alaninato ligand. The structure pa­
rameters for the chelate rings in these systems were adapt­
ed from those reported for crystalline glycylgiycinatocop- 
per(II) trihydrate (obtained from x-ray diffraction data).11 
The AG, GA, and AA ligands each function as a tridentate 
chelate system via an amino group donor, a deprotonated i 
peptide nitrogen donor, and a carboxyl group donor. The 
CuN20 2 (one oxygen atom from a water molecule) cluster 
forms a slightly distorted square. The chelate ring formed
by the carboxyl and peptide groups is assumed to be exact­
ly planer in our model structures, whereas the chelate ring 
formed by the peptide nitrogen and the terminal amino 
group is assumed to be flexible. Nonplaner conformations 
of the NH2-terminal ring were generated by locating the C„ 
atom above or below the plane defined by the CuN20 2 
coordination cluster. Nonplaner distortions of this ring also
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moved the carbonyl oxygen atom out of the CUN2O2 plane 
and removed the plane of symmetry through the CU-NH2 
group. The disposition of the C„ atom above (or below) the 
CuN-jOo plane also determines whether the a-methyl sub­
stituent is axial (or equatorial) to the chelate ring in the 
AG and AA complexes.

C. Tripeptide Complexes. Seven Cu2+-tripeptide com­
plexes were examined in this study. These are (1) 
[Cu(AGG)]- , where AGG = S-alanylglycylglvcinato ligand; 
(2) [Cu(GAG)]- , where GAG = glycyl-S-alanylglycinato li­
gand; (3) [Cu(GGA)]- , where GGA = glycylglycyl-S-alani- 
nato ligand; (4) [Cu(AAG)]- , where AAG = S-alanyl-S- 
alanylglycinato ligand; (5) [Cu(AGA)]- , where AGA = S- 
alanylglycyl-S-alaninato ligand; (6) [Cu(GAA)]~, where 
GAA = glycyl-S-alanyl-S-alaninato ligand; and (7) 
[Cu(AAA)]~, where AAA = S-alanyl-S-alanyl-S-alaninato 
ligand. Each of these ligands functions as a tetradentate 
chelate system in which the amino group, the two deproto- 
nated peptide nitrogen atoms, and the carboxyl group coor­
dinate to the Cu2+ ion. The CuNsO coordination cluster in 
these complexes is nearly square-planer. In our model sys­
tems, we assume that the two chelate rings involving the 
two peptide nitrogens and the carboxyl oxygen as donor 
atoms are exactly planer, and that the third chelate ring in 
which the terminal-NH2 group is a donor can be either 
planer or nonplaner. Nonplanarity in the NH2-terminal 
ring was generated by displacing the C„ atom away from 
the CuN.-jO plane and allowing the carbonyl oxygen atom to 
also be distorted from this plane.

IV . Calculations and Results
A. Amino Acid Complexes. To carry out calculations 

based on the model described in section II the following 
input parameters are required: (1 ) energies of the d-d ex­
cited states (relative to the ground electronic state); (2) 
magnetic dipole transition moments of the various d-d 
transitions; (3) electric quadrqpole and electric hexadeca- 
pole matrix elements connecting all the metal ion d-d 
states; (4) locations of the electric dipole oscillators repre­
senting various parts of the ligand environment; (5) magni­
tudes and polarizations of the electric dipole transition in­
tegrals associated with the perturbing oscillators; (6) ener­
gies of the perturbing oscillators; (7) energies and electric 
dipole transition integrals of the low-lying ligand —* metal 
charge-transfer transitions.

For the bis alaninato complexes, the perturbing oscilla­
tors of the (B) subsystem were chosen to be associated with 
t v  —*■ t v *  transitions localized on the two carboxylate 
moieties of each complex. Just two such oscillators were 
chosen for each complex and these were assumed to have 
identical properties. Their energy was taken to be 55000 
cm-1 and their magnitude was 3.0 D. They were positioned 
at the centers of the C = 0  carbonyl bonds and were as­
sumed to be polarized along these bonds. Four Cy type os­
cillators were assigned to each alaninato ligand, two associ­
ated with (j o* transitions within the two N-H frag­
ments of the amino group, one associated with a a —► a* 
transition in the C„-H fragment, and one associated with a 
<r -*• n* transition witnin the C„-CH:i fragment. These os­
cillators were positioned at bond midpoints (N-H, C„-H, 
and C,,-C) and each was assumed to be polarized along the 
appropriate bond axis. The energies and electric dipole mo­
ments associated with the corresponding transitions were 
assigned as follows: (1) N-H oscillators, E1 = 70000 cm-1 
and n-. = 2.0 D; (2) C„-H oscillator, E. = 70000 cm-1 and

M-y = 1.0 D; (3) C„-CH:i oscillator, Ey = 65000 cm-1  and ny 
= 1.5 D. Four Ds oscillators were assigned to each bis alani­
nato complex. Two of these oscillators were polarized along 
the two C u-0 bond axes and were positioned at the mid­
points of the C u-0 bonds. The energies and electric dipole 
moments of these oscillators were chosen to be E/, = 
35000 cm-1 and in, = 2.0 D, respectively. The other two D* 
oscillators were positioned at the midpoints of the two 
Cu-N bonds and were directed along these bonds. The 
energies and dipole moments of these oscillators were cho­
sen to be 40000 cm-1 and 2.0 D, respectively. Each of the 
perturbing oscillators, B„, C7, and D5, was treated as a 
point dipole.

The electric quadrupole and electric hexadecapole ma­
trix elements between the Cu2+ 3d orbitals were each cal­
culated in the point multipole approximation and the dou­
ble f  3d radial functions of Richardson et al.19 were em­
ployed in calculating the necessary <r2) and (r4) radial in­
tegrals. The relative energies of the d-d  excited states were 
taken to be different for the cis and trans isomers of [Cu(S- 
Ala)2]. The relative ordering of the 3d orbitals in the trans 
complex was assumed to be12 3dx2_y2 > 3d22 > 3dx>, > 3dX2 
> 3dV2 (the carboxyl oxygen donor atoms lying along the x 
axis). The relative ordering of the 3d orbitals in the cis 
complex was assumed to be12 3dx2_v2 > 3d22 > 3dx>. > 3dX2 
= 3d V2. The d-d transition energies were as follows

Trans Cis

3d^2.y2 3dz2 14000 cm"1 14000 cm ’ 1
15000 cm"' 15000 cm“1

-  3d J 15500 cm"' 16500 cm ' 1
- 3 d ; , , 18000 cm“1 16500 c m 1

The calculations and selection of the input parameters 
listed above are rather crude and approximate. The ap­
proximations and assumptions inherent in these selections 
of input parameters may seriously influence the absolute 
magnitudes of the computed chiroptical properties. How­
ever, the relative magnitudes and signs of the computed 
d-d rotatory strengths are expected to yield qualitatively 
correct and reliable spectra-structure correlations. In the 
present study we are most interested in qualitative spectra- 
structure relationships.

The parameter sets chosen for calculations on the bis 
JV-methyl-S-alaninato complexes are identical with those 
employed for the bis S-alaninato complexes except that 
one N-H oscillator on each ligand is replaced with a 
N-CH3 oscillator (Ey = 70000 cm-1, = 2.5 D).

The bis S-prolinato and bis N-methyl-S-prolinato com­
plexes were treated in exactly the same way as the bis S- 
alaninato and bis N-methyl-S-alaninato complexes except 
for the number of C-> oscillators in the ligand environment. 
For each prolinato ligand, we added two a —1► a* (C-C) C7 
type oscillators and a a -*  a* (N-C) C. type oscillator to 
represent the pyrrolidine ring system. The C-C oscillators 
were assigned an energy of 65000 cm-1 and a dipole mo­
ment of 1.5 D; the N-C oscillator was assigned an energy of 
70000 cm-1 and a dipole moment of 2.5 D. Each of these 
oscillators was assumed to be oriented along the corre­
sponding bond axis and each was positioned at the appro­
priate bond midpoint and treated as a point dipole.

The d-d rotatory strengths calculated to second order on 
the model described in section II are listed in Table I for 
the eight bis amino acid complexes examined in this study.

B. Dipeptide Complexes. The same kinds of input pa­
rameters are required to carry out calculations on the di-
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TABLE I : Computed d—d Rotatory Strengths for Amino Acid Complexes
77(10-° cgs)

(*2) - (xy )^ (X 2 )- 
(x2 — y 2)

( y * ) -
Complex (*2- y 2) (x2 —y 2) (x2 — y 2) Net“

trans- [ Cu(S-Ala )2 ]6 0.70 -3 .37 -4 .6 9 2.17 -5 .1 9
trans- [ Cu(S-Ala ), ]c 0.22 -3 .1 9 -3 .1 9 2.19 -4 .6 9
cis-[Cu(S-Ala)2P 0.96 —5.44 4.18 —2.22 -2 .5 2
cis-[Cu(S-Ala)2]c 0.40 —4.11 4.20 - 2.01 -1 .5 2
trans- [ Cu(JV-CH3-S-Ala )2 ] b 1.46 —10.88 -6 .27 6.34 -9 .35
trans-[Cu(N-CH3-S-Ala )2] “ 1.21 —8.41 -5 .0 2 4.85 -7 .37
czs-[Cu(N-CH3-S-Ala)2p 1 .1 1 -6 .8 2 -7 .01 6.91 -5 .81
cis-[Cu(N-CH3-S-Ala)2]c 0.70 —5.46 - 6.01 6.13 —4.64
trans-[Cu(S-Pro)2] 0.95 9.68 18.64 —6.44 22.83
cis-[Cu(S-Pro)2] -0 .91 -5 .4 4 4.55 3.66 1.86
irons-[Cu(,V-CH3-S-Pro)2 ] 0.78 -8 .4 9 -9 .91 4.92 -12 .70
cis-[Cu(JV-CH3-S-Pro)2] 0.11 - 10.66 —11.77 8.44 -13 .88
“ Algebraic sum of d—d rotatory strengths. * Methyl substituents axial to chelate rings. c Methyl substituents equatorial to

chelate rings.

TABLE II :
77(10-° cgs)

(*2H (xz)->
Complex (.*2 ~ y 2) (x2 - y 2) (x2 - y 2) (x2 - y 2) Net“

[Cu(AG)(H20 ) ] ,P 0.41 -3 .4 8 -2 .9 5 —0.14 -6 .1 6
NPa 0.98 -3 .6 4 -3 .1 4 -0 .9 5 -6 .7 5
NPe 0.12 —3.06 -2 .7 4 0.54 -5 .1 4

[Cu(GA)(H20 )] ,  P 0.11 -8 .1 8 -4 .1 4 —1.15 -13 .36
NPa 0.13 -8 .2 8 -4 .19 -1 .2 8 —13.62
NPe 0.10 - 8.12 -4 .0 6 —1.12 -13 .20

[Cu(AA)(H20 )] ,  P 0.52 - 11.66 -7 .09 -1 .2 9 -19 .52
NPa 1 .1 1 -11 .92 -7 .3 3 —2.23 —20.37
NPe 0.22 —11.18 -6 .80 -0 .5 8 -18 .34

“ Algebraic sum of d—d rotatory strengths.

peptide complexes as were required for the calculations 
performed on the amino acid complexes. However, the B ,̂ 
Cy, and D4 oscillator selections differ slightly for the dipep­
tide systems. Two B.j type oscillators were chosen for the 
dipeptides, one associated with a ir-ir* excitation localized 
on the amide moiety and the other associated with a ir-ir* 
excitation localized on the carboxylate moiety. The amide 
B(< oscillator was positioned at the midpoint of a line con­
necting the nitrogen (peptide) and oxygen atoms of the 
amide group and was directed along this line. The energy 
and dipole moment of this oscillator were assigned values 
of 60000 cm-1  and \ig = 3.5 D, respectively. The carboxyl 
B(< oscillator was directed along the carbonyl C = 0  bond 
and was positioned at the midpoint of this bond. It was as­
signed an energy of 55000 cm-1 and a dipole moment of 3.0
D.

Four Da oscillators were employed in the dipeptide cal­
culations. Their identities and properties are (1) Cu-N 
(amino group), Eh = 40000 cm-1, /zj = 2.0 D (along bond 
axis), located at bond midpoint; (2) Cu-N (peptide), E„ = 
30000 cm-1, fir, = 2.0 D (along bond axis), located at bond 
midpoint; (3) Cu-0 (carboxyl), Eh = 35000 cm-1, jza = 2.0 
D (along bond axis), located at bond midpoint; (4) Cu-0 
(water), Eh 40000 cm-1, m, = 1.5 D (along bond axis), locat­
ed at bond midpoint. The C7 oscillators were chosen to be 
associated with a —1► a* transitions localized in the C„-H, 
C„-CH:i, and N-H fragments of the overall dipeptide sys­
tem. The properties of these oscillators were chosen to be 
identical with those selected for the amino acid complexes. 
All dipole oscillators in the B, C, and D subsystems were 
treated in the point dipole approximation.

The relative ordering of the 3d orbitals in the Cu2+-di- 
peptide complexes was taken to be 3d*.!-,-' > 3d*z > 3div > 
3dyz > 3d*z (with the peptide nitrogen and water oxygen 
atoms along the y axis and the amino nitrogen and carbox­
yl oxygen atoms along the x axis).

N------Cu2+-------- 0— * X

The d-d transition energies were assigned as 3d*2_y2 «— 
3d22 (14000 cm-1), 3dI;y (15500 cm-1), 3d>z (16000 cm-1), 
3dX2 (16500 cm-1). All other properties associated with the 
Cu2+ 3d orbitals were calculated in the same way as was de­
scribed for the amino acid complexes.

Three different conformational isomers of the NH2-ter- 
minal chelate ring were considered, one planer and two 
nonplaner. The two nonplaner conformations are chiral 
and bear an enantiomeric relationship to each other. They 
are generated by distorting the C„ atom above or below the 
CuN20 2 plane. This distortion of the C„ atom also leads to 
a distortion in the NH2 group and a distortion of the car­
bonyl oxygen atom out of the CuN202 plane. The Cu, N 
(peptide), C (carbonyl), and N (amino) atoms of the chelate 
ring remain coplaner. If C„ is methyl substituted (as in the
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AG and AA complexes), then the nonplaner conformations 
lead to the methyl substituent being either axial or equato­
rial to the chelate ring. We shall refer to the three ring con­
formations as P (planer), NPa (nonplaner with methyl sub­
stituent axial), and NPe (nonplaner with methyl substitu­
ent equatorial).

The d-d rotatory strengths computed for the Cu2+-di- 
peptide complexes are listed in Table II. Note that the ro­
tatory strength values for [Cu(AA)(H20)] are equal to the 
sums of the rotatory strengths calculated for the corre­
sponding transitions in [Cu(AG)(H20)] and [Cu- 
(GAMH2O)]. That is, the contribution made to the d-d ro­
tatory strengths by the «-methyl substituents are exactly 
additive on our model. Our basic model does not allow for 
three-way interactions which include two C7 oscillators. 
That is, Cy-Cy' interactions are neglected. We extended 
the model to include such interactions and performed a se­
ries of calculations in which the two a-CH3 groups in the 
(AA) complex were assumed to interact via dispersion forc­
es. The interaction energies were found to be very small 
and to have a negligible effect on the d-d rotatory 
strengths.

C. Tripeptide Complexes. The input parameters select­
ed for the tripeptide calculations are similar to those de­
scribed for the dipeptide case.

0

\

c/ C ''- 'a  T

\
N------ Cu2+-

Y

Î
'N " 0

n

-N— X

III

<
c„

The two Brf oscillators associated with the two amide 
moieties were assigned identical properties (with values 
equal to those for the dipeptide case). The C7 oscillators 
associated with the «-carbon substituents on the three che­
late rings were also assigned indentical properties. The car­
boxyl and amino groups were treated in exactly the same 
way as for the dipeptide complexes, and all properties asso­
ciated with the metal 3d orbitals or d-d electronic states 
were chosen as described for the dipeptides.

Four Dj oscillators were selected for the tripeptide calcu­
lations. They are characterized as follows: (1) Cu-N (amino 
group), Et, = 40000 cm-1, fis = 2.0 D (along bond axis), lo­
cated at bond midpoint; (2) two Cu-N (peptide) oscillators, 
Es = 30000 cm-1, fis = 2.0 D (along bond axes), located at 
the midpoints of the two Cu-N (peptide) bonds in the tri­
peptide system; (3) Cu-0 (carboxyl), Es = 35000 cm-1, fis 
= 2.0 D (along bond axis), located at bond midpoint. Non­
planarity in the NH2-terminal ring (I) was introduced in 
the same way as was described for the dipeptide systems.

The d-d rotatory strengths computed for the Cu2+-tri- 
peptide complexes are listed in Table III. Again, interac­
tions between oscillators within a particular subsystem (for 
example, C7-C 7 interactions) were excluded in our model 
so that contributions from individual oscillators of the 
same subsystem are strictly additive. Therefore, the rotato­
ry strengths computed for [Cu(AAA)]-  are just sums of 
those computed for [Cu(AGG)]-  + [Cu(GAG)]-  + 
[Cu(GGA)]- , for example.

D. General Comments on Calculations. The approxima­
tions inherent in the calculations performed here are rather 
crude. However, the qualitative nature of the results ap­
pear not to be particularly sensitive to the choice of param­
eter sets except as they relate to the geometrical or stereo­
chemical disposition of the perturbing oscillators. That is, 
the signs and relative magnitudes of the computed rotatory 
strengths appear to be determined largely by the relative 
positions of perturbing oscillators in the ligand environ­
ment rather than by the intrinsic spectroscopic properties 
of the interacting subsystems. Oscillator properties were 
chosen on the basis of empirical spectroscopic data avail­
able for the various perturbing groups and for the known 
charge-transfer transitions occurring in the near-ultraviolet 
spectra of Cu2+ complexes. Calculations were performed in 
which the parameter sets were varied (using values falling 
within “ reasonable” ranges) and the qualitative aspects of 
the results were not altered significantly. The absolute 
values of the computed rotatory strengths were found to be 
somewhat sensitive to the input parameters, however.

In calculating the electric quadrupole and electric hexa- 
decapole matrix elements between d-d  states it was neces­
sary to evaluate the radial integrals (r2)dd and (r4)dd. For 
the results displayed in Tables I—III values of (r2)dd =
0.5614 Á and (r4)<jd = 1.4594 Á were used. Variations of
0-30% in these values did not significantly alter the com­
puted rotatory strengths. Several calculations were carried 
out in which the point dipole approximation for the per­
turbing oscillators was relaxed and, instead, the dipole os­
cillators were replaced by distributions of monopoles. This 
change in representation did not affect the qualitative as­
pects of the results, although the magnitudes of the com­
puted rotatory strengths did change slightly. Inclusion of 
ligand quadrupole oscillators (associated with carbonyl n 
—*• 7T* transitions) and the addition of out-of-plane polar­
ized dipole oscillators on the carbonyl oxygens did not in­
fluence the calculated results by any significant amount.

Rotatory strength calculations with and without second- 
and third-order contributions included and with and with­
out hexadecapole-dipole interaction terms included differ 
quite significantly. The dx2_y2 d2a transition is both 
magnetic dipole forbidden and electric dipole forbidden to 
zeroth order. It gains a nonvanishing electric dipole compo­
nent by a first-order perturbation process and a nonvanish­
ing magnetic dipole component by a second-order mecha­
nism in our model. Its rotatory strength appears, therefore, 
only in third-order terms and is computed to be quite small 
(relative to the values computed for the other d-d transi­
tions). The dx2_y2 <— dxv transition is magnetic dipole al­
lowed to zeroth order, but it gains electric dipole character 
only by coupling to the ligand environment through electric 
hexadecapole-electric dipole interactions, since it is elec­
tric quadrupole forbidden. Contrary to the frequently stat­
ed assumption that the dx2_v2 •*— dxv transition should have 
the largest rotatory strength (and provides the dominant 
component in the d-d CD spectrum of chiral pseudotetra- 
gonal complexes), our calculations indicate that the rotato­
ry strengths of the dx2_y2 ♦- dxv, dX2, and dv, transitions 
are comparable in magnitude. This result was also obtained 
in calculations based on a molecular orbital model for com­
puting electronic rotatory strengths.12 A large zeroth order 
magnetic dipole transition moment does not ensure a large 
rotatory strength for a transition unless an effective mech­
anism exists whereby the transition can acquire an electric 
dipole component which is collinear with the magnetic di-
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TABLE III: Computed d—d Rotatory Strengths for Tripeptide Complexes

Complex

R (10-40 cgs)

(*2) -  
(* 2 - y 2)

( * y ) -  
(■*2 y2)

(yz)-»
(x2 - y 2)

(xz ) ->
(* 2 - y 2) Net3

[Cu(AGG)]-, P -0 .2 6 —5.07 —4.11 -1 .57 - 11.00
NPa -0 .3 8 -5 .4 6 -4 .5 2 —1.62 -11 .98
NPe 0.14 —4.46 —3.84 —1.41 -9 .57

[Cu(GAG)]-,P 0.16 - 8.88 -6 .9 2 —3.14 —18.78
NPa 0.07 —8.92 —7.44 —3.22 —19.51
NPe • 0.28 -8 .7 4 -5 .9 9 —3.01 —17.46

[Cu(G G A)],P 0.29 —8.44 - 6.11 —1 .1 1 -15 .37
NPa 0.30 —8.47 —6.15 —1.24 -15 .56
NPe 0.24 -8 .4 1 -5 .9 8 - 1.01 -15 .16

[Cu(AAG)]-,P - 0.10 -13 .95 -11.03 -4 .71 -29.78
NPa ..—0.31 -14 .38 -11.96 —4.84 -31 .49
NPe 0.42 -13 .20 -9 .8 3 -4 .4 2 -27 .03

[Cu(AGA)]-,P 0.03 -13.51 - 10.22 - 2.68 -26 .37
NPa -0 .0 8 -13 .93 -10.67 - 2.86 —27.54
NPe 0.40 -12.87 -9 .8 2 —2.42 -24 .73

[Cu(GAA)]', P 0.45 -17 .32 -13 .03 -4 .2 5  - -34 .15
NPa 0.37 -17 .39 -13 .59 —4.46 -35 .07
NPe Q.52 -17.15 -11.97 —4.02 -32 .62

[Cu(AAA)]-,P 0.19 -22 .39 —17.14 —5.82 —45.15
NPa - 0.01 -22 .85 -18.11 -6 .0 8 -47 .05
NPe 0.66 —21.61 —15.81 —5.43 —42.19

“ Algebraic sum of d;-d rotatory strengths.

TABLE IV: Summary o f Experimental Data Reported for i e max in the d—d Transition Region for Cu2+ Complexes in
Solution

Complex ^ emax (^max) Solvent Ref

[Cu(S-Ala)Ja 0.008 (769) h 2o 2
-0 .075 (619) .

[Cu(S-A!a)s]a 0.025 (800) d m s o - h 2o 2
-0 .096 (§95)

[Cu(S-Pro), ]fl 0.255 (644) h 2o 2
-0 .072 (5rfc) ■̂ j

[Cu(S-Pro)Ja 0.265 (647) d m s o - h 2o 2
-0 .065 (532)

[Cu(S-Ala)J* 0.02 (730) h 2o 20
-0 .0 9 (625)

[Cu(S-Pro)2]ö 0.30 (665) h2o 20
—0.07 (525)

[Cu(AT-CH3-S-Ala)2 ]b 0.003 (784) h 2o 20
-0 .080 (656)

0.018 (560) |
0.015 (510)

[Cu(IV-CH3-S-Pro)Jö -0 .2 5 (622) H,0 20
[Cu(GA)(HjO)]c -0 .35 (-650 ) h 2o 21
[Cu(AG)(H20 ) ] c - 0 .11 (-650) h 2o 21
[Cu(AA)(H20 ) ] c -0 .47 (-650 ) h 2o 21
[Cu(AGG)]c -0 .17 (-560 ) h 2o 1
[Cu(GAG)]c -0 .69 (-560 ) h 2o 1
[Cu(GGA)]c —0.42 (-560 ) h 2o 1
[Cu(AAA)]c —1.19 (-560 ) h 2o 1

a Isolated complexes dissolved in solvent. CD measurements performed at 20°C. b Complexes prepared by mixing ligands 
and metal ion in 2:1 molar ratio and titrating with standard base until endpoint is reached. CD measurements performed at 
25°C. c Isolated complexes dissolved in solvent. CD measurements performed at ~25°C.

pole. For the d ^ - v̂  •*— dxy transition in our model, this 
mechanism is provided by an electric hexadecapole-electric 
dipole (metal-ligand) interaction which is generally quite 
weak.

The dx^-v- ■*“  d*2 and dvz transitions are both magnetic 
dipole allowed and electric quadrupole allowed to zeroth 
order and they couple to the ligand oscillators via quadru- 
pole-dipole and hexadecapole-dipole interactions. These 
transitions exhibit substantial first-order rotatory strength 
according to our independent systems/perturbation model.

V. Discussion

The theoretically calculated results given in Tables I—III 
can be readily correlated with experimental data on the 
chiroptical properties of Cu2+-amino acid, -dipeptide, and 
-tripeptide complexes. A summary of the experimental 
data reported for Aemax (Amax) in the d-d transition region 
is given in Table IV for a number of the Cu2+ complexes 
studied here. The CD spectra reported for these systems 
generally cannot be clearly resolved into components which
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can be further assigned to individual d-d transitions. In 
some cases, however, two and possibly three component 
bands até discernible. The CD spectrum of [Cu(S-Ala)2] in 
solution exhibits two extrema in the visible-near-infrared 
region, an intense negative band centered in the, 590-620- 
nm region and a weak positive band near ~730 nm. The ab­
sorption spectrum of this complex exhibits a broad band 
with a maximum (c ~  60) at about 620 nm. These results 
correlate qualitatively with the rotatory strengths calculat­
ed for the trans isomer of [CufS-Alak] if we assume that 
the 3dr2_v2 * -  3dxy, 3dX2, and 3dy2 transitions are nearly 
degenerate and remain unresolved in the CD spectrum. It 
is likely that the 3dxz and 3dy2 levels are strongly mixed via 
pseudo-Jahn-Teller interactions within the complex and 
that the net rotatory strength associated with transitions 
to these levels will determine the sign of the observable CD.

We note that chelate ring conformation has only a minor 
effect on the computed d-d rotatory strengths of [Cu(S- 
Ala)2], and that vicinal effects due to the á-methyl groups 
apparently dominate the signs and magnitudes of the rota­
tory strengths. This result is in agreement with results pre­
viously obtained from molecular orbital calculations of d-d 
rotatory strengths in Cu2+-amino acid complexes.12 How­
ever, in contrast to results previously obtained from the 
molecular orbital calculations,12 the present calculations 
predict like signs for the net d-d rotatory strengths of cis 
and trans isomers of [Cu(S-Ala)2]. The lability of Cu2+-  
amino acid complexes in solution preclude preparing pure 
cis or pure trans isomers and it is expected that, at least for 
alanine, both isomers are present in solution media.

Our calculated results for the N-methyl-substituted ala­
nine complexes predict that these systems should exhibit 
CD spectra which are qualitatively similar to those ob­
served for the unsubstituted alanine complexes. With re­
spect to net d-d rotatory strength this is in agreement with 
experimental observation.20 The [CuiAT-CHa-S-Ala^] com­
plex in solution is reported to show a very weak positive (Ae 
~  0.003) CD band at ~784 nm, a relatively strong (Ae ~  
—0.080) negative CD band at ~656 nm, and two rather 
weak (Ae ~  0.018-0.015) positive CD bands at ~560 and 
~510 nm.20 The single absorption maximum occurs at 
~612 nm (e ~  80). A detailed analysis of the CD spectrum 
again would require explicit consideration of possible vi­
bróme effects.

It is well known that the bis complexes of S-proline with 
Cu2+ exhibit CD spectra which are dramatically different 
from the CD spectra of most other Cu2+-amino acid com­
plexes.1'20 22 [Cu(S-Pro)2] yields an intense (Ae ~  0.33) 
positive CD band near 665 nm and a weak (Ae ~  0.07) neg­
ative band near 525 nm in aqueous solution.21 On the other 
hand, [CuW-CHj-S-Pro^j exhibits a single negative CD 
band (Ae ~  —0.18) near 620 nm.20 The absorption maxima 
appear at 612 (unsubstituted proline complex) and 620 nm 
(N-methyl-substituted proline complex).21 Our calculated 
results are in qualitative agreement with these observations 
assuming that the trans isomers are preferred over the cis 
isomers in solution.

Our calculated results for the Cu2+-dipeptide complexes 
show that «-methyl substitution on the COO_-terminal 
chelate ring has a substantially larger influence on d-d ro­
tatory strengths than does a-methyl substitution on the 
NH2-terminal chelate ring. This result is in agreement with 
experimental observation.121 On our model this must be 
attributed to significantly different methyl-peptide-metal 
and methyl-carboxyl-metal three-way interactions for the

two differenct a-methyl substituent groups, rather than to 
conformational equilibria in the NH2-terminal ring. That 
is, metal-methyl interactions through the peptide and car­
boxyl B(3 chromophores are significantly greater for the a- 
methyl group on the COO~-terminal chelate ring than for 
fhe a-methyl group on the NH2-terminal group. Discrimi­
nation between the two a-methyl substituents with respect 
to their relative contributions to d -d rotatory strengths ap­
pears only in the second- and third-order terms of our 
model.

The relative magnitudes computed for the d -d  rotatory 
strengths òf [Cu(AGG)]- , [Cu(GAG)]~, and [Cu(GGA)]-  
are also in substantial agreement with experimental obser­
vation.1’21 As was the case for the dipeptide complexes, dif­
ferences in !l-d  rotatory strength contributions from the 
a-methyl substituents on the various chelate rings arise 
from different methyl-peptide-metal and methyl-car­
boxyl-metal three-way interactions. Again, conformational 
flexibility in the NH2-terminal chelate ring cannot account 
for the relatively small d-d rotatory strengths calculated 
for the [Cu(AGG)]-  system. The second- and third-order 
terms retained in eq 7 lead to the discrimination of 
[Cu(AGG)]-, [Cu(GAG)]-, and [Cu(GGA)]- d -d  rotatory 
strength magnitudes.

To first order in our dynamical coupling model the 
3d*2-y2 *— 3dxy, 3dx2, and 3dy2 transitions acquire rotatory 
strength via an electric hexacapole-electric dipole coupling 
mechanism. The first-order rotatory strength expressions 
involve metal d-d magnetic dipole transition moments, 
electric dipole transition moments associated with ligand 
(perturber group) transitions, and hexadecapole (metal)- 
dipole (ligand) interaction matrix elements. To first order, 
the 3dx2_y2 3d22 transition remains optically inactive.
Unlike the first-order static coupling model, the first-order 
dynamical coupling model does not lead to simple sector 
rule expressions.1’5' 7 If we simplified the physical aspects 
of our first-order dynamical coupling model so that the 
perturbing groups were treated as centers of isotropic po­
larizability, then a set of rather simple sector rules are ob­
tained. These sector rules are

3dx2—y2 — M xy - XYZ(X2 -  Y2)

3dx2_y2 — 3dX2 + 3dyz XYZ(X2 -  Y2)

where (X, Y, Z) are perturber coordinates referred to a 
coordinate origin located on the metal ion. These rules 
suggest that the sign of the net rotatory strength of the 
3dx2_v2 3dX2 + 3dV2 transitions should obey the so-called 
“ hexadecant” rule.15

Treating the perturbing groups as centers of isotropic 
polarizability is, of course, incompatible with our model 
since we consider the perturbers to be oriented dipole os­
cillators. Treating the perturbing groups to be centers of 
anisotropic polarizability would come closer to our model, 
and in this case the resulting sector rules would again be 
quite complex.513

To second and third order in our model the quadrupole- 
dipole interaction terms become important. Furthermore, 
the 3dx2_v2 <— 3d22 transition acquires rotatory strength in 
third order. In no case do the calculated results indicate 
that first-order terms alone make the dominant contribu­
tions to the net d-d rotatory strength or to the overall d-d 
rotatory strength pattern. In our model it is essential that 
the higher order terms be retained in calculating the rota­
tory strengths.
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The hexadecant sector rule based on the first-order stat­
ic coupling model must be applied to dipeptide and tripep­
tide complexes with some caution. It is derived assuming
nearly D 4h microsymmetry within the metal ion-donor
atom cluster, and the model on which it is based ignores
the possible consequences of symmetry reductions cau['ied
by dissimilarities between the amino, peptide, and carboxyl
ligand moieties. These ligand groups cannot contribute die
rectly to metal d-d optical activity since they lie in symme­
try planes of the metal ion-donor atom cluster; however,
they can significantly distort the nodal surfaces of the d-d
spectroscopic states and indirectly influence the interac­
tions between the metal ion and other dissymmetrically
distributed ligand groups. In second-order extensions of
the static coupling model,6,7 the nonchiral parts of the li­
gand environment mediate the interactions between the
metal ion and the chiral parts of the environment. These
second-order treatments lead to socalled "mixed" sector
rules in which the positional coordinates of two different
perturbing groups appear simultaneously. In the dynamical
coupling model employed in the present study, the second­
and third-order terms accommodate the indirect influence
which the nonchiral parts of the ligand environment may
have on the chiroptical properties of the metal d-d transi­
tions. Our results suggest that these higher order terms are
essential to accurately calculating the d-d rotatory
strengths and that two- and three-way interactions must be
included in the basic physical model.
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Nematic lyotropic phases have been prepared using mixed detergents with the decyl sulfate anion. The 
phases have been studied by observing Li-7, Na-23, Cs-133, and D-2 nuclear magnetic resonance (NMR) 
spectra. The NMR signals all show first-order quadrupole splittings. The studies of the nematic phases 
were designed to investigate the influence of the counterion and temperature variation. The ternary phase 
sodium decyl sulfate-decanol-D20  was modified by substituting the cations Li+, K+, Rb+, Cs+, NH4+, and 
C2H5NH3+ for Na+ in varying proportion, but sustaining the mole fractions of detergent, dqdanol, and 
D2O. Phase changes do occur as a result of counterion effects and two types of nematic phase can.be distin­
guished. A type I nematic phase is slow to respond to orienting forces in a magnetic field, but does form a 
single liquid crystalline sample with the uniaxial nematic axis aligned parallel to the magnetic field direc­
tion. The second type II phase observed, is more mobile and orients much more rapidly in a magnet but 
with the nematic axis perpendicular to the field direction. At certain temperatures and compositions of 
counterions the two types of nematic phase can coexist. Type I nematic phases do not preserve their orien­
tation while spinning about an axis perpendicular to the magnetic field direction but remain oriented when 
the spinning axis coincides with the field axis. They are suitable as orienting media for solutes to be inves­
tigated in NMR spectrometers with superconducting solenoids. Type II nematic phases, after a short ini­
tial period in the magnetic field, retain their single liquid crystalline properties while spinning in both par­
allel and perpendicular arrangements to the field. Nematic phases have been prepared with three different 
cations Li+, Na+, and Cs+. Variation of the lithium decyl sulfate content of these nematic media induces 
the type I to type II phase transition. The changes in quadrupole splitting and the rates of change of qua­
drupole splitting with concentration at the phase change type I to type II indicate that relatively small 
changes in microdegree of order near the ions accompanies the perpendicular change in alignment. The 
temperature dependence of phase changes with the pure ternary phase sodium decyl sulfate-decanol-D20  
contrasts with that of a phase prepared with added sodium sulfate and ethylene carbonate. These differ­
ences indicate a type I phase without additives and a type II phase with the additives.

Introduction
There has been a recent revival of interest in lyotropic 

liquid crystals2-9 because of their importance as crude 
membrane models10-15 and as part of a renewed activity in 
liquid crystal studies. The nuclear magnetic resonance 
(NMR) tool is particularly appropriate2-4,10-15 in these in­
vestigations since it gives a view of these interesting mate­
rials at the molecular and ionic level. Until a short time 
ago6,15 no mesophases had been prepared with mixed coun­
terion content. We shall show in this study that mixed de­
tergents with a common detergent ion, but different coun­
terions, do form nematic liquid crystals which, however, 
undergo phase changes with changes in counterion concen­
trations. The nature of the counterion which resides in the 
mobile component of the electrical double layer (edl) is 
thus shown to be an important factor for determining the 
type and stability of these phases.

Most of the NMR studies of lyomesophases16-24 have 
been made on liquid crystalline materials where no X-ray 
diffraction data are available to describe the type of super­
structure. The NMR technique has been used to define the 
direction of the nematic axis.18,25 X-Ray diffraction studies 
of nematic lyomesophases in the middle soap region26,27 re­
veal a superstructure array of semiinfinite cylinders on 
hexagonal or face centered cubic lattices. The middle soap 
region of lyomesophase systems contains28-30 nematic

phases which orient in an applied magnetic field and those 
which do not orient at any measureable rate. The randomly 
oriented phases lead to powder pattern type NMR spec­
tra.29 The nematic phases reported here do orient in a mag­
netic field and the homogeneity of the ordering increases 
with the time the sample spends in the magnetic field.

Partially Averaged Nuclear Quadrupole Splitting
Provided there is an anisotropic site, the degeneracy of 

the Zeeman transitions is lifted to give 21 transitions ( /  > 
V2) with the intensity distribution [1(1 + 1) — m(m + 
1)].31-33 The separation of the transitions is determined by 
the nuclear quadrupole coupling constant. In all the practi­
cal cases discussed in this paper the nuclear quadrupole 
coupling energy is negligibly small compared with the nu­
clear Zeeman energy. In this case the frequencies of the 
transitions are given by

I'm = (m -  %)kq(3 cos2 8 -  iVh (1 )

for changes in magnetic quantum number m — 1 —1► m. 8 is 
the angle between the principal axis of the electric field 
gradient and the magnetic Zeeman field direction, k q  is a 
measure of the coupling energy between the nuclear qua­
drupole moment (eQ) and the electric field gradient (eq).

3 (e2qQ) 
"Q 21(1 -  1 )h (2 )
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For a spin 1 case a typical Pake type:12 doublet results. The
peak separations in the present study for single crystal be­
havior is related to VQ directly but for I = %the separation
between the outer transitions has been used and. this is
equal to 2vQ. Two special cases of eq 4 are important name­
ly n = 0° for parallel alignment to the field and n = 1r/2 for
a perpendicular orientation. Separation of peaks decrease
in magnitude by a factor 2 in going from parallel to perpen­
dicular directions of order. There is also a sign change
which we cannot detect. Another important point is the
comparison of powder diagram to perpendicular and paral­
lel order. In the former case there is no change in peak sep­
aration on forming a single liquid crystal but in the latter
the splitting doubles.

Samples placed for the first time into the Zeeman field
are a priori polycrystalline in their ali~nment directions.
The time taken to achieve a single crystal spectrum after
remaining in the field varies between an interval too short
to measure to an interval which is too long to detect. The
observation of initial and final states gives therefore infor­
mation on perpendicular or paranel alignment to the single
crystal. The intermediate line shapes are informative of the

It is further assumed that in our studies there is negligible
assymetry in the quadrupole coupling tensor3:l and one pa­
rameter (eq) is sufficient to define the coupling energy.

From (1) when m = Ih the transition frequency is unper­
turbed from the Zeeman transition. All other transitions
depend on the angular factor 112(3 cos2 (J - 1) which be­
comes averaged to Szz, the degree of orientation of the elec­
tric field gradient in a uniaxial nematic medium. If there is
a constraint direction in the liquid crystal, which may be
varied in angle n to the magnetic field, then an angular de­
pendence can be obtained for a single liquid crystal sample
as III

Vm = (m - Ih)vQSzz 112(3 cos2n - 1) (3)

Szz becomes the degree of orientation with respect to this
constraint direction. In the present study, we shall show
that some nematic samples are sufficiently viscous to re,
main oriented for a short time when rotated-with retlpectto
the magnetic field. Equation 3 is then appropriate. In some
liquid crystalline samples the torques applied by the mag­
netic field to the macroscopic diamagnetic anisotropy are
insufficient to overcome the frictional viscosity forces with­
in the sample and homogeneous alignment or single crystal
behavior is not achieved. In this case a randomly oriented
microcrystalline nematic phase persists even in the Zeeman
field. The constraint direction n remains random leading to
a powder type spectrum31 for each pair of transitions dis­
placed from the spectral center. The appropriate line shape
then becomes

where

and

1 ( ;:\W)-1/2
g(t!.zl) =-- 1 ±-

2V3a a

;:\W
-2"':; -:!.'; +1 for a> 0

a

t!.w'
-1"':; -:!.'; +2 for a < 0

a

(4)

kinetics of the magnetohydrodynamic process of ordering.
We do not address ourselves to this problem at this time.

Experimental Section

(a) Preparation of Decyl Sulfates. Ir: previous work34.35

sodium decyl sulfate NaDS was prepared by the sulfona­
tion of I-decanol, using an S03 complex in a suitable polar
solvent, followed by neutralization with NaOH and purifi­
cation by recrystallization from ethanol. In the present
work cold concentrated H2S04 (l00 g) was used to sulfo­
nate frozen decanol (50 g) at O°C. The H2S04 used was
purchased from J. T. Baker. The I-decanol also obtained
from J. T. Baker was dried by shakiJ:lg with anhydrous
NazS04. The decanol was then decant-ed off and double
distilled prior to sulfonation. The sulfanated decanol was
poured. over ice (200 g) and neutralized by slowly pouring
in cold 6 M NaOH aqueous solution and stirring to avoid
local heating. This solution was evaporated to dryness by
letting it stand in the fumehood. The :TIixture of Na2S04
and NaDS, obtained as a white solid, was boiled with abso­
lute ethanol and the Na2S04 was filtered off. The ethanolic
solution of NaDS was evaporated to dryness on a rotary
evaporator. NaDS, obtained as an off-wvhite impure solid,
was purified by recrystallization from (1) 90% ethanol and
water and (2) 80% ethanol and water, followed by drying
under vacuum. The yield was 50 g. '.

Other decyl sulfates were prepared ~ ion exchange. An
ion-exchange column of about 1 mol capacity was prepared
using Dowex 50W-X8 cation exchange resin, as previously
described by Reeves and coworkers. 2a ,:u-o The column was
washed with sufficient 3 M H 2S04 and :then oy distilled
water. The aqueous decyl sulfuric acid ~hJtion so obtained
was neutralized immedi~tely using a suffici~nt amount of
the solid metal carbonate or the hydroxide solution .in the
case of the ammonium ions. The solutians were evaporated
to dryness by letting them stand in a fume hood. The solids
so obtained were recrystallized from be appropriate sol­
vents. Mixed solvents were preferred, since these gave the
highest yields and larger crystals. Most yield~ were greater
than 90%, e.g., CsDS from ethanol-ethyl acetate mixtures.

The structures of the decyl sulfates were characterized
and their purity was determined using proton NMR taken
on a Varian HA-lOO spectrometer. The spectrum was that
of a typical a-decyl-substituted chain which was reproduc­
ible for each decyl sulfate. Care was tak"n to search out im­
purities which might have been intrJduced during the
preparation but none were found, when due care was taken
with the preparation.

(b) Phase Preparation. The phases were prepared by
weighing out the appropriate components into 1O-I7-mm
test tubes with a 2-4-mm constrictions in the middle. The
tubes were sealed off and used directly in the NMR spec­
trometer after phases had formed. The components were
mixed to form a homogeneous phase, by centrifuging the
fluid back and forth several times throngh the constriction
in the tube, at slightly elevated temp~ratures. When the
samples had been weighed out and homogeneously mixed
they were all thermostated at 27°C, thE temperature of the
box surrounding the magnet.

(c) Phase Compositions. A standard ternary phase of
35.9 wt % sodium decyl sulfate, 7.2 wt % decanol, and 56.9
wt % D20 of nematic properties was prepared: In the
phases in which counterions are partially substituted the
exchange of sodium for another ion wa£ made on a mole for
mole basis by weighing out mixtures of the detergent com-
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ponent. At least four and sometimes six samples of the 
same composition were weighed out independently to test 
the reproducibility of the results.

In phases prepared with three counterions Li+, Na+, and 
Cs+ the standard weight percent of decanol and water was 
used and the usual sodium decyl sulfate was replaced on a 
mole substitution basis, 50% by cesium decyl sulfate with 
25 mol % of the sodium decyl sulfate in the standard phase 
retained. The remaining 25 mol % of the detergent normal­
ly used was lithium-decyl sulfate. This standard phase with 
three detergents was further increased in lithium decyl sul­
fate content. A large addition of the third detergent was 
possible within the nematic range and the composition 
changes were expressed merely in mole ratio percent of the 
lithium decyl sulfate in a pure ternary phase of this deter­
gent. Such a complex mixture of five components is diffi­
cult to express in simple terms of concentration and indeed 
not necessary as the purpose was to investigate possible 
phase changes with strong variation of Li+ ion content.

Two samples typical of solvent and solvent plus solute 
for studying oriented molecules16 were investigated at dif­
ferent temperatures. The pure standard ternary phase so­
dium decyl sulfate-decanol-water represents the nematic 
solvent sample and to a 1 g sample of this was added 0.05 g 
of ethylene carbonate and 0.07 g of sodium sulfate.

(d) NMR Spectrometer. All the alkali metal ion and 2D 
quadrupole splittings were measured using a Varían Model 
VF-16 wide-line NMR spectrometer. All spectra were re­
corded on a Hewlett-Packard 7004A X -Y  recorder. The 
sweep speed, power, leakage, and modulation broadening 
was determined individually for each sample in order to 
obtain a spectrum with maximum intensity in derivative 
mode. The samples were left in the magnet long enough to 
orient, varying from 0.5 hr, to at times 24 hr in order to ob­
tain sharp single crystal spectra. A careful check was kept 
on the magnet box temperature and spectra were not re­
corded unless the box temperature was 27 ±  0.5°C.

The maximum field of the magnet was 10000 G. The 
magnet was usually operated at a lower field, in order that 
the alkali metal ions and 2D resonances could be observed 
at radiofrequencies of 4-8 MHz. The rf unit was driven 
with a frequency synthesizer (ND.30M Schomandall 300 
Hz-30 MHz). The spectra were calibrated by off setting the 
frequency synthesizer and retaking spectra without stop­
ping the chart. For calibration a spectrum was swept at 
least twice upfield and twice downfield. The accuracy of 
the peak positions in the recorded spectra was estimated to 
be ±10 Hz for 7Li, ±5 Hz for 2D, ±10 Hz for 133Cs, and 
±100 Hz for 23Na.

At a certain magnetic field 2D, 23Na, and 133Cs have reso­
nances in the frequency range 4-8 MHz. With a suitable 
sample containing each of the nuclei, all three resonances 
could be recorded consecutively with only minor spectrom­
eter adjustments and without disturbing the sample. The 
probe was interchanged in order to record 7Li NMR at the 
same field. This technique enables the comparison of the 
quadrupole splitting of several nuclei at an identical mag­
netic field, at the same temperature, and at a given age.

Two samples were run at various temperatures. These 
sample tubes were 1 1 -mm o.d. and were held in an enclosed 
17-mm o.d. sample holder, with an inlet and an outlet tube, 
through which regulated hot or cold air was blown as re­
quired. The samples were allowed to equilibrate for about 2 
hr at each temperature before a spectrum was recorded. 
The temperature was measured by means of a thermocou­

ple placed 1 cm from the sample. The temperature was 
controlled to within ±0.3° C.

Results
(a) Counterion Substitution Experiments. The NMR 

signals of Li-7, Na-23, and Cs-133 in monatomic ions and 
D-2 in the deuterium oxide used to make up the phases 
were observed. Typical spectra for single liquid crystalline 
nematic phases are reproduced in Figure 1. In Figure la the 
Na-23 resonance is a 3:4:3 triplet, in Figure lb  the D-2 res­
onance is a 1:1 doublet, in Figure lc  the Li-7 resonance is a 
3:4:3 triplet (distorted because the Hi field is partly satu­
rating and the signal overmodulated), and in Figure Id the 
Cs-133 resonance is a 7:12:15:16:15:12:7 heptet. In studying 
the effect of counterions on the stability and types of 
phases formed the standard phase mentioned in the Exper­
imental Section was modified by substitution on a mole for 
mole basis of one detergent, sodium decyl sulfate by anoth­
er decyl sulfate with a different countericn. The following 
counter ions K+, Rb+, NH4+, C9Hr)NH:)+, and Cs+ were 
used in this substitution process. The signal strength of the 
remaining Na-23 became weak enough with the equipment 
available to render good measurement difficult after 50% 
substitution of sodium for another ion. In some cases a 
transition to an isotropic phase occurred before 50 mol % 
substitution of the total detergent was achieved. Rubidium 
and potassium decyl sulfates are sparingly soluble in water 
and phases of the mixed detergents became isotropic before 
50 mol % substitution occurred. Cesium, ethylammonium, 
and ammonium decyl sulfates are very soluble in water and 
nematic phases were obtained well beyond the 50 mol % 
substitution limit imposed by spectrometer sensitivity.

Results of these experiments are reproduced in Figure 2. 
It is interesting to note that there is some effect of ageing 
in the samples.

The behavior of the sodium quadrupole splitting as the 
second ion replaces sodium in the nematic medium is quite 
characteristic of the replacement ion even though in most 
cases the substitution involves another alkali metal ion. For 
all substituted ions except NH4+ there is a sharp drop in 
the quadrupole coupling as the second ion is substituted in 
small concentration. All curves show a sharp discontinuity 
or break at some concentration or other in the range inves­
tigated. In the case of Cs+, Rb+, and K+ a sharp break in 
the curve occurs between 5 and 7 mol % of the substituted 
ion. The concentration increase in the replacement ion be­
yond this point causes an increase in the magnitude of the 
sodium quadrupole splitting, most strongly for Cs+, less so 
for Rb+, and very little for K+. A second discontinuous 
change in the curve for K+ occurs at ~15 mol % replace­
ment of Na+ for K+. The curve corresponding to NH4+ re­
placement does not fall steeply initially but does have a 
discontinuous break at 20 mol % in the new samples and 
~30 mol % in the aged samples.

The deuterium magnetic resonance results in curves 2c 
are remarkably similar in shape to those in 2b. The discon­
tinuities and breaks in the curves occur at the same points 
of concentration for both D-2 and Na-23 resonances except 
in a few unusual cases (cf. K+). The ratios of sodium to 
deuterium splittings are plotted in Figure 2d. This ratio in­
creases in a roughly linear and coincident fashion for all 
three alkali metal ion replacements after 5 mol % substitu­
tion. There is a break in the ratio curve (Figure 2d) at ~5 
mol % replacement as indicated by the upper dotted line. 
This break corresponds to the discontinuities for the same
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Figure 1. Selected spectra for lyotropic nematic phases reported in this study (a) Na-23, (b) D-2, (c) Li-7, and (d) Cs-133. The multiplicities and 
intensities are explained in the text.

ions in Figure 2b and 2c. The ammonium ions NH4+ and 
C2H5NH3+ are distinct from one another in their behavior 
in the ratio plot 2d but the break in the ratio curve for 
NH4+ clearly reproduces at the same concentration as in 
the other Figure 2b and 2c. The lower dotted horizontal 
line corresponds to the ratio of quadrupole couplings in the 
pure standard ternary phase. The ratio plot for C2H5NH3+ 
follows this rather closely. In all other cases of ion substitu­
tion there is a strong tendency for the ratio (Ai/QNa/AvqD) 
to increase as the substituent ion is increased in concentra­
tion.

(b) Effect of Temperature on Two Selected Phases. At 
lower temperatures both phases described in the Experi­
mental Section start out as solids. The results in Figure 3 
correspond to the studies of the ternary standard phase 
with sodium decyl sulfate in comparison with a phase con­
taining electrolyte (Na2S04) and an organic solute, ethyl­
ene carbonate. Such results are a useful guide to those con­
templating the study of oriented molecules in lyotropic 
nematic phases. The temperature dependence of the sodi­
um and deuterium magnetic resonance splittings are very 
similar and again have discontinuities at the same point 
~17°C for the ternary phase. A pronounced broad maxi­
mum in the quadrupole splittings occurs for both nuclei in

the region 29-33°C (Figure 3a and 3b). The ternary phase 
becomes isotropic above 40°C. The ratios of sodium to deu­
terium splittings at varied temperature are plotted as curve 
I in Figure 3e.

In Figure 3c and 3d the ternary phase contaminated with 
the electrolyte and an organic additive has quite a distinct 
behavior as the temperature is changed. The phase remains 
nematic up to higher temperatures ~50°C and has no 
phase change at the lower temperatures. The magnitude of 
the quadrupole splittings are much smaller indicating a 
lower degree of orientation of the components of the 
phases. A maximum in order is indicated from the sodium 
spectra at ~26°C. This maximum is not reproduced in the 
deuterium quadrupole couplings. Ratios of sodium to deu­
terium quadrupole couplings are lower in the contaminated 
phase at all temperatures (Figure 3e).

(c) Studies of Phases with Three Different Counterions. 
The standard phase described in the Experimental Section 
has a composition 54.3 wt % water, 7.6 wt % decanol, and
38.1 wt % sodium decyl sulfate. If lithium decyl sulfate re­
places sodium decyl sulfate on a mole for mole basis in the 
phase then the weight composition becomes 55.9 wt % 
water, 7.8 wt % decanol, and 36.3 wt % lithium decyl sulfate 
while corresponding figures for complete replacement with
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a .

Mol. % MDS Mol. % MDS

Mol. % MDS Mol. % MDS

Figure 2. Sodium-23 anc deuterium-2 quadrupole splittings measured for nematic phases with counterion substitution, (a) Mole percent of 
the substituted detergent MDS in the total detergent used to prepare the standard phase vs. sodium-23 quadrupole splittings. The points are 
identified according to the following ion substitutions: (O) Cs+, (□) Rb+, (A) K+, (ffi) NH4+, and ( • )  C2H5NH3+. (b) Measurements made 6  
months later on the same phases as in (a) at a frequency 7.1 MHz for Na-23. (c) Measurements of the deuterium resonance made at the same 
magnetic field as in (b) and at the same time by dialling 4.1 MHz after observation of the Na-23 resonance, (d) The ratio of the sodium to deute­
rium quadrupole splittings for measurements displayed in parts b and c of the figure. Samples were stored in a thermostat at the magnet tem­
perature of 27°C.

cesium decyl sulfate are 46.7 wt % water, 6.54 wt % decanol, 
and 46.7 wt % cesium decyl sulfate. Phases with all three 
ions were prepared in which the lithium detergent was 
most strongly varied in concentration. The weight of water 
was always 1 g, decanol 0.14 g, cesium decyl sulfate 0.50 g, 
sodium decyl sulfate 3.20 g, and the lithium decyl sulfate 
weight was varied between 0.1 and 0.29 g in different 
phases. The quadrupole splittings for four nuclei in these 
phases are presented in Figure 4. The mole percent lithium 
decyl sulfate is a composition parameter represented as the 
fraction percent of moles of lithium decyl sulfate which 
would be present in a standard pure lithium counterion

phase. This mole percent parameter is one of convenience 
to show the behavior of all four nuclear resonances with 
composition. The four curves shown in Figure 4 all have 
breaks at the same composition and are of the same general 
shape.

Ratios of Li-7 quadrupole splittings to both Cs-133 and 
Na-23 splittings vary by only about 8% over the composi­
tions studied and no sudden discontinuity appears in the 
curve corresponding to the break at ~71 mol % LiDS in all 
curves of Figure 4. The ratio of Li-7 splittings to deuterium 
splittings changes by almost a factor of 2 over the composi­
tion range investigated.
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d .

Figure 3. The temperature dependence of sodium and deuterium nuclear quadrupole splittings in two nematic phases, (a) and (bt correspond 
to studies of the ternary standard phase with sodium decyl sulfate-decanoi-D20. (c) and (d) correspond to studies of the ternary phase with 
sodium sulfate and ethylene carbonate additives as described in the text, (e) shows ratios of sodium to deuterium quadrupole coupling for the 
ternary phase curve I and contaminated phase curve III.

Discussion

The discontinuities and breaks in the dependence of 
quadrupole coupling constant on sample composition rep­
resent sudden changes in the microorder and/or the uniax­
ial direction at or near the respective nuclear sites in the 
phases. Such precipitous changes are evidently changes in 
the phase superstructure, i.e., phase changes. The NMR 
signal is therefore, in this manner, a tool to investigate the 
possible nematic phases present in these lyotropic systems.

The results in Figure 2 show that the pure ternary phase 
with sodium decyl sulfate undergoes large changes in mi­
croorder at both the sodium and deuterium positions when 
the substitution for another ion occurs. For all other ions 
substituted except ammonium there is an initial very rapid 
fall in order over the first 5-8% substitution. In this range 
of 5-8% substitution a phase change occurs for Cs+, Rb+, 
and K+ substitution. A phase change for NH4+ substitu­

tion occurs around 20 mol % in fresh samples ar.d ~28 mol 
% in samples aged for 6 months. The phase change for the 
more organic ion C'2HsNH3+ is somewhat ill defined but 
probably occurs around 15 mol % substitution in the total 
detergent.

The influence of simple counterion exchange on the sta­
bility and type of nematic phases was recently published in 
the form of a communication.15 The present study consid­
erably enlarges the original observations. Confirmation 
that the discontinuities in Figures 2-4 correspond to phase 
changes is shown in Figure 5. The disordering which occurs 
at most phase changes is accompanied often by loss of sig­
nal for all but the central transition of the sodium spec­
trum. This corresponds to randomization of the factor ‘/¡(S 
cos2 — 1) from eq 3 for two coexisting phases. Sometimes 
broad satellite peaks do occur but in rare cases, the samples 
yield two clear sets of satellites for coexisting homoge­
neously ordered phases. In Figure 5 the two triplets for
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Figure 4. The dependence o f the  nuclear quadrupole splitting in a  limited range of com position variation for lyotropic nem atic  phases p repared  
with three  different counterions, Li+ , N a + , and C s + . The variation o f com position is represented by the change in lithium decyl sulfate in the  
phase expressed as  a  m ole ratio percen t of its concentration in a  pure ternary  phase>of the  standard m ole com position for Li+ . Th e  o th er tw o  
ions vary m uch m ore  slowly in concentration with these  phases as explained in the text.

Na-23 and two doublets for D-2 spectra are clearly visible 
for a region of discontinuity in the previous figures. Spectra 
were taken on the same sample by dialing one nucleus after 
the other.

There is considerable doubt in the literature regarding 
the different types of liquid crystalline phases which are 
formed in ternary soap systems.22 Low angle X-ray diffrac­
tion work26 27 has not been performed on these particular 
systems nor on magnetically oriented samples. We can def­
initely identify two types of nematic phase in this study 
which can coexist at a phase change. Coexistence of two 
nematic phases does not occur in the more simple thermo­
tropic nematic mesophases. The pure ternary phase with 
100% sodium decyl sulfate in the detergent component is 
designated in this study as nematic phase type I. After sub­
stitution of the sodium counterion a phase change occurs to 
nematic phase type II. The identity of phase type I for 0-8 
mol % substitution is assured for all substituent cations 
used because nuclear quadrupole couplings change in a 
continuous manner back to the pure ternary phase (see 
Figure 2). There are no discontinuities in the dependence. 
After the phase change to type II the proof of a single 
phase type must await the definitive X-ray diffraction 
work. It is reasonable to assume that a single type II nema­
tic phase has the same superstructure for all substituent 
cations. The further analysis of results reported here tend 
to confirm this assumption.

The differences between type I and type II nematic 
phases was investigated by studying the effect of spinning

and nonspinning samples in the conventional iron magnet 
and cryogenic magnet spectrometers. In conventional spec­
trometers the spinning axis is perpendicular to the field 
while in the cylindrical solenoid of a cryogenic magnet the 
lines of force are parallel to the rotation axis. The deuteri­
um doublet from the D2O component was used to monitor 
the effect of rotation.

For both types of phases in a conventional magnet spec­
trometer the deuterium doublet took powder pattern form 
when the samples were first placed in the spectrometer. 
Type I phases responded more slowly to the orienting ef­
fect of the magnetic field but in 30 min for typical cases a 
single crystal pattern for the deuterium doublet had re­
placed the powder spectrum for both type I and type II me­
sophases. The transitions were not as sharp in the single 
crystal alignment for type I until a day or so had passed in 
the magnet. The quadrupole splitting for type I in the sin­
gle crystal form was twice the separation of the doublet in 
the powder pattern indicating a parallel alignment to the 
magnetic field direction of the axis of the principal electric 
field gradient. The uniaxial direction of type I phases is 
thus parallel to the magnetic field direction. The powder 
diagram splitting for type II phases from whatever compo­
sition origin was always the same as the single crystal split­
ting. The type II phases all have the uniaxial nematic axis 
therefore perpendicular to the magnetic field.

After orientation of the type I phases in a conventional 
magnet the reorientation parallel to the field direction was 
sufficiently slow to allow the single crystal doublet to be
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Figure 5. Sodium (a) and deuterium (b) NMR spectra in a region 
where two nematic phases coexist. Usually transitions removed 
from the spectral center are too broad to detect with the measure­
ment conditions we used in this work. The upper spectrum (a) shows 
±10 kHz calibration markers at the left and right of the spectrum. 
The two phases present exhibit two different quadrupole splittings 
and a coincident central transition. The deuterium spectrum (b) 
shows two doublets with the same intensity ratios as in part a of the 
figure for the satellite transitions.

studied as a function of angle of rotation of the tube. The 
dependence of the quadrupole splitting was a (3 cos2 — 1) 
dependence with Cl = 0 along the field direction. This con­
firms parallel alignment to the field of type I phases in the 
manner indicated earlier in the paper. The reorientation of 
type II phases was either too rapid to detect any rotation 
diagram or much less likely the phase chose always to or­
ient in the particular perpendicular direction along the 
tube axis by some surface force effect. Observation of type 
II phases during sample spinning perpendicular to the field 
was initially accompanied by some line broadening which 
rapidly disappeared and was replaced by sharp transitions 
with improved resolution over stationary samples. It is sug­
gested that the sample rotation at 10-80 Hz persuades the 
orientation to take up the unique perpendicular direction 
to the field in the spinning axis but that this process is not 
instantaneous. Spinning samples of type I at any measurea-

ble angular velocity about an axis perpendicular to the field 
always destroys the orientation.

The phases studied and illustrated in Figure 3a and 3b 
are identifiable as type I above 17°C and type II at the 
lower temperatures below the discontinuity. In the phases 
with three counterions, Li+, Na+ and Cs+ which were illus­
trated in Figure 4, the high quadrupole splittings with 
greater than 72 mol % lithium decyl sulfate are type I 
phases while at lower lithium counterion contents the 
phases fall into the type II class. At the abrupt phase 
change in these five-component mixed detergent nematic 
fluids the Cs-I33, Li-7, and Na-23 quadrupole splittings 
change by close to a factor 2. This is indicative of only 
small changes in the microdegrees of order of components 
but a change by 90° in the uniaxial alignment direction.

Further experiments were carried out to compare the 
alignment of a 2% methanol solute in the ternary standard 
phase (type I) and in the ternary phase to which 5 wt % so­
dium sulfate electrolyte was added (type II). The spectrum 
of the oriented methanol was observed in both a conven­
tional and cryogenic magnet system Varian HR220 to de­
termine the direction of uniaxial alignment. In type II with 
the added electrolyte the spinning of samples up to 80 Hz 
to improve resolution was possible in both spectrometers. 
In the absence of added electrolyte, spinning at 80 Hz to 
enhance resolution was still possible in the superconduct­
ing solenoid but in a Varian HA100 conventional iron mag­
net spectrometer the orientation of the methanol was de­
stroyed at all spinning velocities. The dipole-dipole cou­
pling constant was the same in all cases where alignment 
was preserved for both spinning and nonspinning experi­
ments.

Further evidence of a change of 90° in the uniaxial align­
ment direction is obtained by observing the slope change 
(dAc/dc) for the three alkali metal resonances in Figure 4. 
The ratio of slopes before and after the phase change is al­
ways close to —2. Thus the microdegree of order which 
leads to distortion of these spherical ions remains approxi­
mately the same each side of the phase transition but the 
direction of alignment changes by 90°.

The nature of these two oriented type I and II phases in 
magnetically oriented samples should be investigated by 
low angle X-ray diffraction techniques. Further speculation 
beyond our present conclusions would be premature.

The nuclear quadrupole splitting of deuterium located in 
the water of these phases does derive from the degree of 
orientation of the principal axis of the electric field gradi­
ent tensor at the nuclear site. The nuclear quadrupole 
splittings of the alkali metal ion nuclei derive from a distor­
tion of the spherical ions in a uniaxial manner by the nema­
tic nature of the phase.36 The degree of orientation in the 
deuterium case and the amount of distortion in the spheri­
cal case are both related to the microdegree of orientation 
at the nuclear sites as indicated in this study. Further com­
ment and study on this aspect will be published soon.
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ESR studies of ion pair complexes formed in benzene by salts of tetracyanoethylene (TCNE) and' com- 
plexing agents such as crown ethers and cryptands are reported. The values of the 23Na and 39K hyperfine 
splitting constants are given for the tight ion pair complexes formed from MTCNE salts and the crown 
ethers 18-crown-6, the A and B isomers of perhydrodibenzo-18-crown-6, and dibenzo-18-crown-6. ESR line 
width data indicate that the complex formed by NaTCNE and perhydrodibenzo-18-crown-6 (isomer "A) ex­
ists in more than one ion pair form. A possible model for the structure of the crown ether complexes is dis­
cussed. No alkali metal hyperfine splittings are observed for the complexes formed in benzene by cryp- 
tand-222 and NaTCNE or KTCNE. ESR data indicate that cryptand-222 is more effective than the antibi­
otic valinomycin or the 18-crown-6 type crown ethers in terms of its ability to shield alkali metal cations 
from the TCNE-  anion. ESR evidence is presented for the formation of ion pair complexes involving crown 
and cryptand complexed NH4+ cations. The relaxation times at room temperature for the 18-crown-6 com­
plex with NaTCNE are T\ ~  ~  2 gsec. The question of the aggregation of ion pair complexes is dis­
cussed.

Introduction

Recently a number of papers have appeared in the litera­
ture describing the chemistry of the macrocyclic and 
macrobicyclic ligands known as crown ethers and cryp­
tands.1-22 Among these studies are a number describing the 
reactions of crown etner complexed alkali metal salts in low 
dielectric constant solvents.1’9-16 For example, it has been 
demonstrated that perhydrodibenzo-18-crown-6 (PHDB) 
and 18-crown-6 (18C6) can dissolve potassium permanga­
nate in benzene to produce a very efficient oxidizing agent 
with properties different from those of potassium perman­
ganate in water.9 Solutions of potassium acetate or potassi­
um fluoride dissolved in benzene by the use of 18C6 are

characterized by the presence of poorly solvated or 
“ naked” anions.13,14 Studies of a number of reactions indi­
cate that the naked fluoride ion can act as a nucleophile or 
as a base. Crown ethers and cryptands can also be used to 
produce the radical ions of benzene and of toluene by dis­
solving alkali metals in these nonpolar solvents.17,18 The re­
sulting species apparently exist in solution as complexed 
ion pairs with electron transfer properties very dependent 
on the nature of the alkali metal complexing agent. How­
ever, in spite of the large number of studies of alkali metal 
complexing agents, there is at present relatively little 
known about the structure of crown ether or cryptand ion 
pair complexes in low dielectric media and the relationship 
of their structure to their reactivity.
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In recent papers we reported that the alkali metal salts 
of tetracyanoethylene (MTCNE) when dissolved in ben­
zene by means of crown ethers or the antibiotic valinomy- 
cin form tight ion pair complexes, and that the 23Na hyper- 
fine splitting of these complexes depends strongly on the 
complexing agent employed.19'20 The purpose of this paper 
is to present detailed data on the properties and methods 
of formation of a number of MTCNE ion pair complexes in 
benzene and to extend the results when warranted to other 
ion pair complexes.

Experimental Section
Details of the ESR spectrometer and methods used in 

determining g values have been published elsewhere.20’21 
The pulse ESR studies were carried out on an instrument 
described in the literature.22

The dibenzo-18-crown-6 (DBC) was purchased from Al­
drich Chemical Co. and was purified by recrystallizing 
twice from toluene and drying under vacuum. The melting 
point of the purified material was 163-164°C. The crown 
ethers PHDB (isomers A and B) and 18C6 were supplied 
by H. K. Frensdorff of E. I. duPont de Nemours and Co., 
Inc. The hexaoxadiamine macrobicyclic commonly known 
as cryptand-222 (C222) was kindly provided by Dr. Alex 
Popov. The TCNE salts were prepared as described in the 
literature.23 The benzene and toluene used in these experi­
ments were dried and stored over sodium ribbon.

Both quartz and Pyrex sample tubes were employed in 
this work. These sample tubes were cleaned by previously 
reported techniques to determine whether ions from the 
wall of the sample tube were participating in ion pair for­
mation.20 Such effects have previously been noted by Gra- 
ceffa and Tuttle24 and. were also noted in the course of 
these experiments.

Results and Discussion
No ESR signals due to free radicals in solution could be 

obtained from mixtures of solid NaTCNE and benzene. In 
the presence of the crown ethers or C222, small amounts of 
NaTCNE could be dissolved in benzene to produce yellow 
solutions which yielded distinctive ESR spectra character­
istic of the TCNE-  anion radical. In all of the spectra ob­
tained, the four nitrogen nuclei in the TCNE-  were com­
pletely equivalent with a temperature independent hyper- 
fine splitting of 1.57 ± 0.01 G. The spectra obtained from 
solutions containing crown ethers showed the interaction of 
the unpaired electron on the TCNE-  with one 23Na nucle­
us. The spectrum of the TCNE-  in solution containing 
C222 showed no hyperfine splitting due to 23Na.

In all of the experiments an excess of complexing agent 
was present in solution and in most cases undissolved 
NaTCNE was evident. Previously published results have 
shown that complexing agents of the type used in these 
experiments form 1:1 complexes with Na+ and K+ 
ions.1'20’21’25-28 These observations together with the ESR 
spectra obtained suggest that an equilibrium for the forma­
tion of crown or crypt complexed ion pairs might be written

(CA) + (NaTCNE) solid [CANa+-TCNE- ] (1)

where CA is the complexing agent. Experiments at a con­
stant nominal NaTCNE concentration of 1 X 10- 4  M in 
which the concentration of several crown ethers was varied 
from 2 X 10- 4  to 5 X 10- 3  M  showed an increase in radical 
concentration with increasing crown ether concentration. 
In these experiments there was no dependence of the 23Na

hyperfine splitting (ANa) on crown ether concentration. 
Furthermore, published data indicate that when KF is dis­
solved in benzene by 18C6, eq 1 applies.13 However, it 
should be noted that conductance studies on an asOlectin 
membrane system indicate that 3:1 CE-cation complexes 
are formed when alkali metal cations are solubilized in the 
membrane.29 The results reported here do not preclude the 
formation of 3:1 or similar complexes. The results do, how­
ever, clearly indicate that the cation and anion are not sep­
arated when crown ether complexes are formed, and that 
the value of An8 is not affected by the concentration of 
complexing agent.

Figure 1 shows the value of the 23Na hyperfine splitting 
(Ajs[a) from about 0 to 200°C for the crown complexes in­
vestigated. At room temperature all the sytems investi­
gated yielded an isotropic g value of 2.00278 ±  0.000003 
and line widths for the individual hyperfine lines of abqut 
30 mG. Even at 200°C no decomposition of the complexes 
was noted. The values of An3 obtained did not depend on 
the method of preparing the sample tube.

Figure 1 shows that the type of crown ether employed in 
complex formation has a profound effect on the value of 
A ns at low temperatures and that the differences in ANa 
values are decreased at higher temperatures. At 195°C the 
value of An8 falls in the range 0.340 ±  0.035 G for' all of the 
complexes studied. In general, the value of Anb for 
PHDB(A) and DBC increases with temperature while the 
value for 18C6 and PHDB(B) decreases with temperature. 
DBC is seen to have the greatest temperature dependence 
with Ans being given over the temperature range 30-195°C 
by the exponential expression Anb = 1.97e- 868/T.

At temperatures below 35°C the M = ±3/2 lines of each 
23Na quartet in the spectrum of the PHDB(A) complex 
were broadened relative to the M = ±1/2 lines. At 35°C the 
M  = ±3/2 lines were about 10% broader than the M = ±1/2 
lines while at —10°C they were about 80% broader. This 
type of line width effect is characteristic of a situation in 
which two or more ion pair forms are in rapid equilibri­
um.30 No evidence of a similar line width effect was ob­
tained for the PHDB(B) and 18C6 complexes. In order to 
investigate the line width effects over a wide temperature 
range, the complexes were prepared in a 2:3 toluene-ben­
zene mixed solvent system. A mixed solvent system was 
chosen for this work because, in general, the solubility of 
the complexes in pure toluene was not great enough for 
study by ESR. Figure 2 shows the value of Ans for the 
PHDB(A), PHDB(B), and 18C6 complexes in the mixed 
solvent system. Over the temperature range investigated 
only the PHDB(A) complex showed the line width effect 
characteristic of rapidly converting ion pair forms. The 
values of Anb measured above 5°C in the mixed solvent 
system differed little from the values obtained in pure ben­
zene.

The above data for the crown ether complexes suggest a 
structure for the ion pair in which the oxygen atoms of the 
crown ether and the nitrogen atoms of the TCNE-  are in 
parallel planes and the alkali metal ion lies along the line 
joining the centers of the TCNE-  and CE molecules. In 
most respects this model is similar to that advanced by 
Smid et al. for crown ether complexed fluorenyl ion 
pairs.25-27 This proposed structure places the metal cation 
in the nodal plane of the wave function for the unpaired 
electron on TCNE-  (thus explaining the relatively small 
values of Ans) and also allows the four nitrogens in TCNE-  
to be equivalent.31 Since the sign of the alkali metal hyper-
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Figure 1. ANa as a function of temperature for the (A) 18C6, (+) 
PHDB(B), (O) PHDB(A), and ( • )  DBC complexes with NaTCNE in
benzene.

k I ■■

Figure. 2. ANa as a function of temperature for the (A) 18C6, (X) 
PHDB(B), and (O) PHDB(A) complexes with NaTCNE in 2:3 toluene- - 
benzene mixtures.

fine splitting constant is not known, the mechanism by 
which unpaired spin density is transferred to the alkali 
metal nucleus cannot be determined. Possible mechanisms 
have recently been reviewed.32

According to the above model, the tight ion pair complex 
formed by PHDB(A) (cis-syn-cis isomer)33 can have two 
possible nonequivalent structures. In one structure the 
TCNE-  anion is found on the same side of the crown ether 
as the alkyl groups joined to the crown; in the other struc­
ture the alkyl groups point away from the anion. The crown 
ethers 18C6 and PHDB(B) (cis-anti-cis isomer)34 form 
complexes in which the possible structures, in terms of 
anion position, are equivalent.

Tight ion pair complexes similar to those formed by 
NaTCNE have been formed using KTCNE. Figure 3 shows 
the value of A m for the 18C6 Na+-TCNE~ complex and for 
the 18C6 K+-TCNE_ complex. Figure 4 shows Am for the 
complexes DBCNa+-TCNE~ and DBCK+-TCNE". From 
these figures it is seen that the 18C6 complexes have simi­
lar temperature dependences while the DBC complexes do 
not. A further comparison of these complexes may be made 
by calculating the s orbital spin density (pMns) on the alkali 
metal cations by means of the expression30-35

Figure 3. AM as a function of temperature for the 18C6 Na+-TCNE~ 
(O) and 18C6K+-TCNE-  ( • )  complexes In benzene.

Figure 4. AM as a function of temperature for the DBCNa+-TCNE_ 
(0 ) and DBCK+-TCNE_ (A) complexes in benzene.

if

Am = Qmpm" 8 |t (2)

Here Qm represents the splitting expected from unit popu­
lation of the outer shell’s orbital of the alkali metal in ques­
tion. Calculations using published Qm values yield at 30°C 
for the 18C6 complexes p k 4s =  p n a3s =  1-2 X  10~3; for DBC 
the values are p k 4s = 9-2 X 10-4, pNa3s =  3.7 X 10~4.36 The 
temperature dependence of Am and the calculation of p for 
the 18C6M+-TCNE_ complexes suggest that 18C6Na+-  
TCNE-  and 18C6K+-TCNE have very similar structures. 
By the same criteria the structure and properties of 
DBCNa+-TCNE_ and DBCK+-TCNE~ complexes appear 
different. This would seem to indicate that the structure of 
the complexes formed are quite sensitive to the size of the 
cation, in relation to the flexibility of the crown ether, to 
the nature of the dipolar field set up by the crown ether 
oxygen and to the size of the “ hole” in the crown.

The PHDB(A)K+-TCNE_ complex showed no evidence 
of existing in more than one ion pair form in benzene or 
toluene-benzene mixed solvent systems. In general the 39K 
hyperfine splittings were found to be less sensitive to crown 
ether structure than the 23Na hyperfine splittings. For ex­
ample, at room temperature the K hyperfine splitting for 
PHDB(B)K+-TCNE_ complex (0.104 G) is 1.19 times that 
observed for the PHDB(A)K+-TCNE-  complex. For the
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corresponding NaTCNE complexes the Na hyperfine split­
tings differ by a factor of 1.35 at room temperature. Thus,
it is possible that the PHDB(AjK+- TCNE- complex exists
in the same forms as the PHDB(A)Na+- TCNE- complex
but the values of the 19K hyperfine splitting for the forms
differ only slightly. Another possibility is, of course, that
the PHDB(A)K+- TCNE- complex has one preferred form.

The complexes fonned in benzene by KTCNE and C222
showed a temperature independent line width of 0.057 G
and no evidence for unresolved 39K hyperfine splitting.
The complex formed by NaTCNE and C222 produced sim­
ilar spectra with no resolvable Z3Na hyperfine splitting.
Both complexes showed completely equivalent nitrogen in
the TCNE- with A~ = 1.57 G. Thus, it is not clear from
the ESR spectra to what extent the C222 complexed cation
and the TCNE- anion are associated in solution. Studies of
MTCNE complexes with antibiotic valinomycin (VM) at
room temperature in benzene have yielded AI{ = 0.025 G
for the VMK +- TCNE- complex and ANa =0.276 G for the
VMNa+- TCNE- complex. 19,37 A comparison of the above
hyperfine data with that from the crown ether complexes
(see Figures 3 and 4) clearly indicates that C222 is the mOElt
effective complexing agent studied in terms of the ability to
sh.ield the complexed K+ and Na+ cations from the
TCNE- anion. Valinomycin is more effective than the
crown ether.s in shielding complexed K+ from TCNE- but
surprisingly only about as good as crown ethers at shielding
complexed Na+ from TCNE-.

The 18C6Na+-TCNE- complex has also been studied by
pulse E.SR in an effort to determine the effect of crown
ether complexation on relaxation times. At room tempera­
ture T] - T 2 - 2 ~c for the 18C6Na+- TCNE- complex
in benzene. The relaxation times previously reponed for
the K+'fC~E- loose ion pair in dimethoxyethane are T! ­
T 2 - 8 ;,l!lec.:~ Clearly the formation of tight ion pair
complexes has a strong effect on the relaxation time for the
TC~E- radical. Additional studies of this problem are in
progress.

It is also possible to produce complexed ion pairs by let­
ting crown or C222 solubilized iodides react with neutral
TCNE in benzene. A possiblemechanigm for this reaction
IS

i'MI)IOlid + CA ;::! CAM+ -1- (3)

CAM+-l- + TCNE ;::! CAM+-TCNE- + l~h (4)

This technique has worked with sodium iodide, potassium
iodide. and with ammonium iodide. The values of ANa and
A K from ion pairs produced by this method using crown
ethers are the same as those obtained by MTCNE salts sol­
ubilized in benzene with crown ethers. The ion pairs
formed from ammonium iodide usinjr crown ethers and
C222 as the complexing agent yield the nine-line spectrum
characteristic of the TCNE- radicaL Line shape analysis
shows the byperfin~ line to be Gaussian with peak-to-peak
rlTsl deriTati'V'c line widths in the Nngs 0.050-0.100 G. No
temperature dependence of the line shapes has been noted
in the range lO-lOooC.

A possibility which should be considered in this work is
the formation of aggregates of complexed ion pairs in the
benzene. Smid et al. have reported formation of CE sepa­
rated fluoren)'1 ion pair aggregates in ethereal solvents at
concentrations around 10-2 to 10-3 M. 'r. Crown ether com­
plexed fluorenyl tight ion pairs were shown not to form ag­
gregates under these conditions. The preceding observa­
tions were explained in terms of a less stable structure for

18S

crown complexed tight inn pair aggregates ccmpared to
crown separated ion pair aggregates. If aggregates formed
in the case under ;:tudy here. it would be expected that
there would be an aggregation of crown complexed tight ion
pairs. This would lead to TC~"E- radicals being close
enough to p.ach other to produce appreciable line broaden­
ing from dipolar interactions or Heisenberg spin ex­
change.:1h ~'he line widths obsen'ed at room temperature
for the crO'tm ether complexes were typically about 0.030­
0.040 G. III a number of soh'ents the line widths for the
TCNE- anion radical at low concentrations filII in the
range of 8-35 mG211.:18 Thus. the line width data provides
no evidence for the formation of CE-NaTCNE aggregates.
It should also be noted in regard to the question of aggrega­
tion that crown ethers prevent or inhibit the dimerization
of MTCNE salts in tetrahydrofuran.2! The data obtained
for the VM and crypt complexed ion pairs also offer no evi­
dence for aggregation.

The apparent close proximity of the crown ether, the cat­
ion, and the anion in the crown ether complexes suggest
that it might prove possible to synthe&ze crown ethers
which would form complexes with alkali metal !Salts in such
a way that the anion portion of the complex could react
only with well-defined substrate structures. A recent article
by Cram and Cram has described other aspects of crown
ether "host-guE.'sf' chemistry.4!
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Deuteron and proton NMR relaxation times are reported for water of various isotopic compositions ad­
sorbed on NaX zeolite. The quadrupolar relaxation mechanism is shown to dominate the deuteron relaxa­
tion; a quadrupole coupling constant of 225 ±  kHz is found for the deuterons in physically adsorbed water 
molecules. This method of supercooling liquids by use of the adsorbed state to obtain T i minima for qua­
drupolar nuclei is proposed as a new method for estimation of quadrupole coupling constants in liquids; 
the method is self-contained and requires no additional information on liquid state correlation times. The 
respective correlation times found for the diffusion and rotation processes differ from one another by less 
than a factor of 2 over a four decade range of correlation times. This implies a fundamental relation be­
tween the rotation and diffusion processes in liquid water. The effects of chemical exchange of the physi­
cally adsorbed water with a surface Al(OH)n species were observed; subject to certain assumptions, the A l- 
O-D bond angle is 121.5 ±  0.02° and the A l-0  distance is 1.68 ±  0.20 A in the complex. A formula for the 
effects of rotation about a single axis on the motional averaging of an arbitrary electric field gradient tensor 
is given.

I. Introduction
In the adsorbed state it is possible to vary the molecular 

mobility continuously from that characteristic of the liquid 
state to that characteristic of the solid state.1-3 In the case 
of multilayer adsorption the adsorbed matter forms a state 
which is liquid-like in that (a) there is no long-range order,4 
and (b) there is high mobility at temperatures at which the 
normal liquid exists.2 Thus, the adsorbed state may be 
used as an approximate model of the liquid state which 
may be supercooled to any desired degree and studied at 
leisure. Unfortunately, only molecular probes such as mag­
netic resonance, neutron scattering, or infrared spectrosco­
py may be used to study such adsorbed-liquid states, be­
cause the heterogeneous nature of the system precludes to 
a large extent the study of such bulk properties as viscosity 
and compressibility.

In this research the liquid under study is water, and a 
question asked is “ What is the degree of coupling between 
the rotational and translational elementary motions?”

These motions may to some extent be separated by means 
of the nuclear properties of the hydrogen isotopes available 
for study by nuclear magnetic resonance relaxation tech­
niques. Deuterium interacts most strongly with its ambient 
electric field gradient; since this gradient arises mainly 
from within the molecule, reorientation of the gradient is 
synonymous with molecular reorientation.5 The proton, in 
contrast, interacts only with its local dipolar magnetic field; 
since this field arises both from nuclei within and without 
the molecule, it can be reoriented both by molecular diffu­
sion and rotation.6 It is shown here that the correlation 
time for rotation, rr, and the correlation time for diffusion, 
r(j, are the same within a factor of 2 of one another over a 
considerable temperature range in water adsorbed in zeo­
lite 13-X.

The extension of the (adsorbed) liquid region to lower 
mobilities also simplifies the determination of nuclear qua­
drupole coupling constants. In the restricted liquid range of 
most substances it is sufficient to write the spin-lattice re-
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laxation time5 as l /T (q = 3/2t2(QCC)2t, where QCC is the 
quadrupole coupling constant and r the correlation time 
(neglecting asymmetry of the quadrupole coupling tensor); 
in order to extract either the correlation time or the cou­
pling constant it is thus necessary to know one or the other 
a priori.7 This difficulty is of course removed if the T :q 
minimum can be observed; this is not possible for most liq­
uids because freezing intervenes. In this work the minimum 
T\ for the deuteron in adsorbed water has been observed. 
The value of the quadrupole coupling constant deduced 
agrees with the values found for liquid water and ice, indi­
cating that the hydrogen bond structure of the zeolitic 
water is, on the average, little disturbed from that of the 
bulk phases.

Previous interpretations of the proton relaxation in this 
water-zeolite system furnished a detailed kinetic and 
structural model for a surface proton-containing species. 
The deuteron relaxation results presented here8 furnish an 
effective quadrupole coupling constant for the surface 
species, which reinforces the model proposed.

II. Experimental Section
The water-zeolite 13-X specimens used are those pre­

pared for the previous study,9 namely, (a) Dj 33H0.67O ad­
sorbed on a hydrolyzed, large-crystal specimen of zeolite 
NaX (P/P0 = 0.876), and (b) normal water on another zeo­
lite specimen from the same preparation (P/Po = 0.809). 
Because of the flatness of the isotherm, these specimens 
have essentially the same filling factor 6.

NMR relaxation measurements were carried out on a 
Bruker SXP spectrometer, modified to give short receiver 
dead time (~5 ¿¿sec) at 60 MHz. The spin-lattice relaxation 
time T\ was measured by the 180-90 method; the spin-spin 
relaxation time by the CPMG method.10 Low temperature 
free induction decays were used to estimate the rigid lattice 
second moment for the protons.11 No attempt was made to 
find the second “ phase” with short T2 expected12 for the 
deuteron transverse relaxation, primarily because of long 
dead time at 9.2 MHz. Temperature was measured with a 
copper-constantan thermocouple in contact with the 
sealed specimen tubes; the temperature of the gas stream 
was controlled by an Artronix proportional controller. The 
accuracy of the sample temperature measurement is esti­
mated as ±0.5 K and the precision as ±0.2 K. On the basis 
of reproducibility the accuracy of relaxation time measure­
ments is estimated at ±5%.

I I I .  Results and Discussion
A. Overview. The measured relaxation times are present­

ed in Figure 1. It has been shown previously9 that there are 
two kinds of hydrogen “ sites” , those of physically adsorbed 
water molecules, and those of an “ aluminate” surface 
species. In Figure 1 is plotted the mean lifetime, Tex, of a 
proton (deuteron) in the physisorbed water molecular state 
with respect to exchange with the surface species; this line 
divides Figure 1 into two parts: the lower right, where the 
protons in the water molecules relax independently of the 
surface species (and vice versa), and the upper left where a 
weighted average relaxation rate is observed. (Along the 
“ exchange line” the measured “ long 7Y’ is effectively equal 
to rex and furnishes a method of studying kinetics of sur­
face reactions.13-15) Therefore, it is convenient to discuss 
separately the rotation-diffusion motion of the physically 
adsorbed water on the one hand and the exchange kinetics 
and structure of the surface species on the other.

Figure 1. Relaxation times for protons in water and deuterons in 
(D0 67Ho.33)20 both adsorbed on NaX zeolite. The dashed line indi­
cates the lifetime for exchange out of the physically adsorbed state. 
The solid lines represent least-squares fit of theory to the data; see 
text. The inset shows the fraction of physically adsorbed molecules 
in the "mobile state” with respect to the "apparent phase transi­
tion”; solid line is fit of theory.

B. Relaxation Due to Molecular Motions of the Physi­
cally Adsorbed Water. Bloembergen, Purcell, and Pound6 
(BPP) explained NMR relaxation by a dipolar relaxation 
mechanism in which molecular motion modulates internu- 
clear dipolar magnetic fields and thereby induces the tran­
sitions in the energy levels of the system necessary for re­
laxation to thermodynamic equilibrium; such a mechanism 
holds for the protons of the physisorbed water. Quadrupo- 
lar nuclei such as deuterium interact also with electric field 
gradients and are thus relaxed also by a similar mechanism 
in which intramolecular electric fields are modulated by 
molecular rotation.5 If only isotropic molecular rotation is 
considered, both mechanisms result in the following well- 
known mathematical forms5 (limited in the case of quadru- 
polar nuclei to spin unity)

Tld,q)" 1 = 3 aod,q>2 [ ï t Sv +

=  * 0 d (q>2 [  Tr +L 1 +  oĵ t/  1±0U-t / J

( 1)

(lb)
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where

and

<rod2 = ? 7 2h 2/ ( / +  D L r y - 8 (2)
5  j

aoo2 = (QCC)2 ( l  + (6tt)2/80 (3)

Here QCC is the quadrupole coupling constant, the sub­
script d indicates dipolar, q quadrupole, and all the other 
parameters have their usual significance. The data of Fig­
ure 1 for the “ molecular relaxation region” are in gross 
agreement with the predictions of (1): (a) at a given NMR 
frequency there is a minimum in T i; (b) the value of T\ at 
the minimum is proportional to the NMR frequency; (c) T2 
decreases monotonously as the temperature decreases; (d) 
in the extreme narrowing region T\ =* T2. Other aspects of 
these data can be accounted for if the BPP theory is ex­
tended by invoking a distribution of correlation times, 
namely, (a) for both protons and deuterons the ratio T\/T2 
at the T\ minimum is greater than the value of 1.6 predict­
ed frcnj (1 ); (b) at low temperatures such that wt > 1 for all 
w, T1 is not proportional to go2 as (1 ) predicts; and (c) be­
fore the onset of rigid lattice behavior in T 2 there is an ap­
parent “ two phase” transverse relaxation behavior for the 
protons. Concerning the last point, the fraction fm of pro­
tons in the mobile phase (long T2) is indicated in the inset 
of Figure 1. Such effects of a correlation time distribution 
have been seen in many adsorption and other systems.16'17 
The following equations, appropriate to a distribution of 
correlation times, were therefore fitted to the data:18

T

1 +  u2r2

t 4 t  1

+ 1 +  4o>2t2J
dr (5)

T V 1 = ^ a o 2 (3 /m- 1 f rCr P ( r ) d r  +

Xl[rr v̂+rri^]PWdT
/m =  J ^ P ( r )  d r  

T 2r =  r c =  («To2) “ 172

(6)

(7)

(8)

In the above T2r is the rigid lattice transverse relaxation 
time, rc is a “ cutoff’ value of the correlation time which di­
vides the distribution into slow (r > rc) and fast (r < rc) 
moving molecules, and «to2 is given by (2) or (3) above as 
appropriate. A mathematically simple distribution, ade­
quate for the present and other cases,16,17 is the log-normal 
distribution function, as

P(r) dr = (BAr) exp (-B 2Z 2) dZ (9)

Z = In r/r* ( 10)

Here r* is the median correlation time, assumed to be 
given by a free volume law appropriate to liquids according 
to which

t *  = r0exp[A/(T -  T0)] (1 1 )

where r0 and A depend on molecular parameters and where 
To is the temperature at which free volume disappears. A 
convenient expression for the inverse width parameter B is 
then18

B = a ( T -  T0) (12)

There are thus five adjustable parameters necessary to fit 
the data for each hydrogen isotope; three to characterize 
the temperature dependence of the median correlation 
time, one to characterize the width of the distribution, and 
the appropriate second moment. We wish to test initially 
the hypothesis that the proton and aeuteron relaxation 
data in the molecular relaxation regime of Figure 1 are 
governed by one and the same correlation time. (Discus­
sion of the molecular motions represented by the correla­
tion time is postponed until a later section.) Therefore, the 
“ pertinent” data of Figure 1 were subjected to a non-linear 
least-squares fitting procedure19 under ‘.wo sets of assump­
tions; the resulting best fit parameters are given in Table I. 
By pertinent data is meant (a) those data clearly in the mo­
lecular relaxation regime, and (b) those T 1 data not af­
fected by the low temperature “ plateau” , which is assumed 
to arise from an unrelated cause; thus the 60-MHz proton 
T1 data points were only given a weight of 0.5 because they 
lie so close to the exchange line, i.e., to rex extrapolated. 
First it was assumed that the hypothesis under test is true, 
which required a proton second moment, a deuteron sec­
ond moment, a median correlation time t * ,  and a spread 
parameter. This first trial fitted the data to within ±15%. 
Second it was assumed that the deuterium median correla­
tion time differed from that of the proton; this difference 
was allowed for by (a) assuming that the proton and deu­
teron correlation times are related by a scale factor and (b) 
by allowing an independent width parameter for the deu­
terons; thus only two new parameters were introduced. The 
second trial fitted the data to within ±13%, no significant 
improvement over the first. Further the deuterium correla­
tion time is the same within a factor (=0.59) of the order 
unity of that for the protons, and the distribution widths 
for the protons and deuterons are essentially the same. 
Thus, the test hypothesis appears well verified.

In Figure 1 are plotted theoretical lines which represent 
the second fit referred to above. It can be seen that the 
model successfully accounts for T i/T 2 ratio, frequency de­
pendence, and apparent phase transition effect (relaxation 
times and mobile fraction). The fit, however, appears to 
show some systematic deviations, especially about the pro­
ton T 1 minima.

C. The Quadrupole Coupling Constant. The data of Fig­
ure 1 clearly reveal a T\ minimum for the deuterons in the 
molecular relaxation range. This allows an estimate of the 
quadrupole coupling constant (QCC) for the physically ad­
sorbed water molecules, which is presented in Table II 
where it is compared with those of bulk water and ice. 
Within experimental error it is the same as that in liquid 
water. Now the QCC is first of all a molecular parameter, 
depending on molecular electron densities.20 Hydrogen 
bonding also plays a role in reducing the QCC from its free 
molecule value to that observed in condensed media.21 An 
obvious conclusion is that the average hydrogen bonded 
configuration of the zeolitic water is the same as that of the 
normal liquid, despite the fact that many of the 30 or so 
molecules per large cage of the zeolite X structure must be 
adjacent to the oxide lined walls of the alumino-silicate 
framework. Perhaps hydrogen bonding to these oxide sur­
face compensates for the missing water molecules. This 
technique of observing the T1 minimum in the adsorbed 
state thus offers some promise for the determination of 
QCC’s in molecules, even such polar ones as water.
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TABLE I: Molecular Relaxation, Least-Squares Fit Parameters

Parameter Units
Trial I value 

6-parameter fit
Trial II value 

8-parameter fit
Value

expected

°od3 10 ’ ° rad2 sec-2 2.10 ± 0.07 2.03 ± 0.05 2.29a
10 10 rad2 sec-2 19.4 ± 0.7 22.5 ± 0.8 23.5*

û hydrogen 1 0 “ 3 K “ ’ 4.1 ± 0.1 4.4 ± 0.1
a deuterium 10 3 K ’ 01 hydrogen 4.1 ± 0.2
To hydrogen 10 _13 sec 4.83 ± 1.3 1.86 ± 0.6
To deuterium 10~‘ 3 sec To hydrogen (0.59 ± 0.08)toH
A K 778 ± 60 650 ± 47
T K 166 ± 3 173 ± 3
°x % 15 13

a V. I. Kvlividze, Mater. Vses. Soveshch. Tseolitam, 2nd, 1964, 42 (1964). * Reference 7.

TABLE II: Hydroxyl Quadrupole Coupling Constants (kHz) 
Substance QCC

Icea 213-216
Liquid water* 230 ± 10
Zeolitic waterc 225 ± 4
Surface hydroxyl

(a) Direct 31d-2 2 e
(b) Corrected for motion 241 d.f

Aluminum hydroxides?
(a) Boehmite 194 ± 10
(b) Diaspore 197 ± 10
(c) Bayerite 230 ± 10
(d) Gibbsite 224 ± 10
(e) Anodic oxide 214 ± 10

a P. Waldstein, S. W. Rabideau, and"J. A. -Jackson, J.
Chem. Phys., 41, 3407 (1964). * Reference 7. c From eq 3 
and o0n2 o f Table I; error estimate is statistical only. d Cal­
culated using correlation time for aluminate surface species 
of ref 9 and high temperature T2 o f present study. e Result 
of least-squares fit of this study in which Al—O—D bond 
angle 4' was determined. /  Calculated using QCC = 31 kHz 
and bond angle 4< of Diaspore (AlOOH), 4> ~ 128° as esti­
mated from ref 28. ? Reference 26.

In the present instance by the observation of the T i min­
imum the necessary information about correlation times is 
furnished by the deuteron relaxation experiment itself. 
This is in contrast to, e.g., the work of Powles and Rhodes7 
in which it was necessary to obtain such information from 
other experiments. However, a necessary assumption here 
was that of a distribution of correlation times, and the 
value of T \  at the minimum is strongly affected by such a 
distribution. For instance if eq 1, in which a single correla­
tion time if assumed, is used to extract the QCC, a value of 
148 kHz is obtained, which is significantly lower than that 
for bulk water and would imply an average structure with 
much stronger hydrogen bonds than in the liquid. How­
ever, as pointed out above, the distribution of correlation 
times is quite necessary to explain various features of the 
data. As far as the proton relaxation is concerned, the sec­
ond moments deduced from T \  are nonsensically too small, 
in terms of intramolecular bond distances, unless the corre­
lation time distribution is invoked. These facts engender 
confidence in the application of the correlation time distri­
bution and the ensuing results. However, unfortunately, in 
order to learn the width of the distribution a rather more 
detailed treatment of the relaxation times is required than 
merely the observation of the T \  minimum; however, even 
this may be systematized, as has been pointed out.22

D. C o r r e la t io n  T im e s  f o r  D i f f u s io n  a n d  R o ta t io n . In 
condensed phases of spherical nonpolar molecules the pro­
cesses of molecular rotation and diffusion may be entirely

uncoupled; it is well known for such systems that even in 
the solid state23 the molecules rotate with jump frequencies 
many orders of magnitude greater than those for transla­
tional diffusion. However, for irregularly shaped molecules 
it seems likely that diffusion and rotation are related; for 
example, in solid benzene24 rotation about the hexad axis is 
“ free” , but rotation about other axes occurs only in the dif­
fusion step. For polar or hydrogen bonded molecules, 
where there is also some friction between moving neigh­
bors, it seems likely that diffusion and rotation might be 
intimately related also. It was pointed out by BPP6 for in­
stance that the jump times for rotation and diffusion in liq­
uid water at room temperature are about the same, and we 
have previously3-25 “ assumed” that such is true at all tem­
peratures in our treatment of relaxation data for adsorbed 
water. “ Assumed” is perhaps too strong; the proton relaxa­
tion data more or less indicated this. However, now the 
deuteron relaxation times depend only on the molecular ro­
tational correlation time;5 and the proton relaxation times 
tell about diffusion as well.6 Thus, a quantitative statement 
is possible as to the ratio of the jump time for rotation rr to 
that for the diffusion ta  in liquid (adsorbed) water over a 
wide range of temperatures.

To develop the argument, examine first a hypothetical 
system in which the correlation time for diffusion t<j is 
clearly different from that for rotation rr. Assume that 
both are given by the Arrhenius law

rr(d) =  ro exp (//r(d)/RT) (13)

where to = 10-12 sec for both processes (a standard as­
sumption) and H a = 2H r = 6.8 kcal/mol. These correlation 
times are plotted vs. reciprocal temperature in Figure 2. 
First, the protons are relaxed by the dipolar mechanism; 
diffusion modulates the internuclear fields at a given pro­
ton arising from nuclei in other molecules; rotation modu­
lates mainly the field at a nucleus arising from the intramo­
lecular proton partner. Since the intramolecular and inter- 
molecular fields are about equal to one another6 the values 
of T i at the respective T j minima for diffusion (103/T ~  3) 
and for rotation (HP/f ~  5.6) will be roughly equal to one 
another, as is indicated in Figure 2. Note also the behavior 
of T 2 for this hypothetical proton system; at the lowest 
temperatures T o  is representative of a completely rigid sys­
tem; as the temperature is raised there is a transition to a 
T 2 value characteristic of rotating molecules fixed in posi­
tion; further warming causes additional “ motional narrow­
ing” , finally bringing T 2 equal to T \ .  Note that it is only 
isotropic diffusion that can bring T 2 equal to Ti; in Figure 
1 the successful fitting of the proton relaxation times to a 
model requiring T \  = T 2 at the highest temperatures 
implies isotropic diffusion. The deuterons, on the other
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Figure 2. Relaxation times tor protons and deuterons in a hypotheti­
cal water system in which the activation enthalpy for diffusion is 
twice that for rotation.

hand, are relaxed by a combination of dipolar and quadru- 
polar mechanisms. However, for the rotational motion the 
contribution of the dipolar process is negligible and has not 
been included in Figure 2; since the effective second mo­
ment for deuteron quadrupole relaxation is about ten times 
that for proton dipolar relaxation (Table I), the deuteron 
relaxation time is only one tenth as great as that for pro­
tons. Diffusion does not modulate the quadrupole coupling 
in the model of Figure 2, since the rotation averages the 
field gradient completely. Therefore, only dipolar coupling 
of deuterons to other deuterons and protons is modulated 
by diffusion, and because of the low gyromagnetic ratio of 
the deuterons this intermolecular contribution to the deu­
teron T\ is very small, as indicated in Figure 2. The most 
obvious feature of Figure 2 is that the main deuteron T\ 
minimum is displaced to a much lower temperature with 
respect to the proton Ti minimum caused by diffusion at 
which T i — T2. This is in marked contrast to Figure 1 in 
which the experimental proton and deuteron spin-lattice 
relaxation times have their respective minima at the same 
temperature. It is clear from Figure 2 that sweeping Hr 
from Hd/2 to equality with will (a) sweep rr into equal­
ity with r,-j and (b) therefore will sweep the low tempera­
ture rotational minima to higher temperatures and finally 
to a temperature such that all T\ minima coincide; this is 
in agreement with experiment. It is this coinciding of pro­
ton and deuteron T\ minima that established directly 
that correlation times for diffusion and rotation are prac­
tically the same. In section III.B it was shown that the me­
dian proton correlation time is less than a factor of 2 great­
er than that for the deuterons; this ratio is the best quanti­
tative estimate available of the difference between diffusio- 
nal and rotational correlation times in liquid water. This 
difference appears to be independent of temperature, and 
implies a fundamental connection between rotational and 
translational diffusion processes in this hydrogen bonded 
system.

E. The Surface Complex. At relatively low temperatures 
the long T2 represents the motion of the physically ad­
sorbed molecules, as just discussed. The short T2, which 
would represent the intrinsic motions of the surface com­
plex in this and the intermediate temperature range, was 
not seen for the deuterons because of experimental “ dead­

time” limitations, although it was seen and properly ac­
counted for in the previous proton study.9 At intermediate 
temperatures the long T2 measures directly the lifetime of 
a deuteron (proton) in the physically adsorbed state with 
respect to exchange with the surface complex. At the high­
est temperatures of this study the long (and only) deuteron 
T2 is the inverse of the “ average relaxation rate over both 
proton environments” .13 It is the purpose of this section to 
discuss the intermediate and high temperature deuterium 
relaxation data of this study, especially in terms of the 
structure of the surface complex.

Because the intrinsic transverse relaxation rate for the 
surface complex is so great, it dominates the average (re­
ferred to above) at the high temperatures and the relaxa­
tion rate is given in theory by2,9’13

T V 1 = PbTzb- 1 (14)

= Pb<Tob2Tb (15)
where Pb is the fraction of the deuterons (protons) which 
are in the surface complex, and where T2„  a0b2, and Tb are, 
respectively, the intrinsic relaxation time, the second mo­
ment, and the correlation time of the surface complex or 
“ b” phase. The new structural information gained here 
about the surface complex arises from the deuteron second 
moment, viz. quadrupole coupling constant.

Proton second moments, due to both like and unlike nu­
clear spins, were previously determined9 via eq 15. It was 
concluded9 that (a) the surface complex consists of 
Al(OH)„ units, where n is at least two, and (b) that the hy­
droxyl groups are rotating rapidly about the aluminum- 
oxygen bond vector, which gives partial motional narrowing 
effects on the second moment. The additional motions of 
the surface complex responsible for the correlation time in 
eq 15 are rotation of the whole complex (rr) and the ex­
change reaction itself (rex), where6

Tb-1 = rr-1  + Tex 1 (16)

It is necessary to include both of these independent pro­
cesses (as well as fast hydroxyl group rotation) to fit the 
total data suite. This model, based on the proton study,9 al­
lows predictions about the deuteron second moment; the 
quadrupole coupling constant should be close to those 
found for various aluminum hydroxides (Table II)26 and 
the fast hydroxyl rotation should give rise to motional nar­
rowing effects.

The effect of rapid molecular motion on a field gradient 
tensor is simply to replace the tensor by its average over 
the motion;5’21’27 this average will now be developed. In the 
absence of any nuclear motion let the electric field gradient 
at the site of a deuteron be given by the tensor (Vl;) of larg­
est principal value Vzz' and asymmetry parameter r;. As­
sume that the z' principal axis associated with principal 
value Vzz makes an angle 6 with a “ laboratory” axis z. 
Form the unit vector y "  = z' X z/sin 8. Let the y' axis be 
the principal axis associated with the principal value Vyy', 
taken as the second largest in absolute magnitude. Let /3 = 
cos-1  (y -y ")• Now let the body in which the tensor is em­
bedded rotate stochastically about the z axis so that over 
time all orientations about z are equally likely, and average 
the tensor elements over the motion, i.e., over all orienta­
tions. The result is a new, axially symmetric tensor of 
which the principal value largest in absolute magnitude is

V « "  = FVZZ' (17)
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F = %[3 cos2 9 — 1 — r?(sin2 d — cos2 /?)] (18)_

with principal axis along the rotation axis. Via eq 4 the 
quadrupolar coupling constant is multiplied by the same 
factor and the effective second moment is reduced by F2. 
The reduction factor F is plotted vs. 9 (for extreme values 
of r/ and /?), in Figure 3; the value of the “ magic angle” , i.e., 
that angle 6 for which F = 0, can be seen to cover a range of 
90°, depending on the values of the asymmetry parameter 
and orientation angle (3. Further, the angle 9 for a given re­
duction factor F is a multiple valued function of F. Clearly 
the second moment alone will not suffice to find Vzz' , 6, i;, 
and f}. The orientation of the tensor within the molecular 
framework of the surface complex must be specified.

The working hypothesis is that the deuterons exist in the 
surface complex as hydroxyl groups;9 fortunately the prop­
erties of hydroxyl groups can be easily summarized.21 First, 
the z' principal axis lies along the oxygen-deuterium bond 
direction; thus 8 in (18) is the complement of the Al-O-D 
bond angle. Second, the y' principal axis is perpendicular 
to the Al-O-D plane; thus d = 0. Third, the asymmetry pa­
rameter 7j is generally near a tenth; it is hereafter neglected. 
Finally, the value of the quadrupole coupling constant de­
pends to a large extent on hydrogen bond strengths and 
lengths; for hydroxyl groups in various solid aluminum hy­
droxides the QCC’s are in the neighborhood of 200 kHz2fi 
(see Table II), about the same as those in liquid water or 
ice. There is little information available on Al-O-D bond 
angles; in diaspore28 the Al-O-D angle is about 128°, but in 
this structure it is not even clear that there is an A l-0  bond 
in the valence sense, since each A1 has six roughly equidis­
tant oxygen or hydroxyl nearest neighbors. Nevertheless, 
128° is sufficiently close to the “ magic bond angle” of 
125.26° so that appreciable motional averaging of the field 
gradient tensor is expected (see Figure 3). For instance, 
using the proton correlation time9 for motion of the com­
plex, and the proton fraction in the complex (Pb = 0.17), 
and taking 77 = 0 and 9 = 128°, gives a full QCC for the deu- 
teron of 241 kHz; whereas the assumption of no motional 
averaging gives QCC = 31 kHz; clearly the former, based on 
motional averaging, due to fast hydroxyl group rotation is 
in better agreement with expectation for OH groups.

The aim of this section is to specify as completely as pos­
sible the structure of the surface complex under the hy­
pothesis that it is an Al(OH)„ group. The deuteron second 
moment (under the assumption of motional averaging, as 
outlined above) depends only on the bond angle T (see Fig­
ure 4), if a “ full” QCC is given; the “ full” QCC is assumed 
to be 240 kHz. The bond angle is assumed to be the small­
est angle greater than -ir/2 which is consistent with eq 18. 
The proton second moment due to aluminum depends only 
on the aluminum-hydrogen distance (Figure 4), but mo­
tional averaging effects must be accounted for in this case 
also; the procedure has been outlined previously.9 Specifi­
cation of the Al-O-D(H) triangle requires three parame­
ters, but there are only two independent data, the second 
moments; therefore the O-D distance was assumed to be
1.0 A. To find the remaining two structural parameters the 
whole set of proton and deuteron relaxation times in the 
exchange region was subjected to a grand least-squares fit­
ting procedure; the Al-O-D(H) triangle parameters found 
were the A l-0  distance and the bond angle tF. These, and 
the other parameters necessary to describe the data are 
summarized in Table III (it can be seen that the resulting 
parameters agree within statistical error with those found
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e= cos-'(z  z ‘ )

Figure 3. Reduction factor F (see text) for tensor principal value 
largest in absolute value as a function of 8, the angle between its 
principal axis and the rotation axis. Various extreme cases of asym­
metry parameter and orientation angle ¡3 are given.

Figure 4. Diagram of Ai-O-H; F  and /  axes are directions of princi­
pal axes of field gradient tensor which summarize past experience.

for the proton relaxation alone9 for those parameters which 
were determined in this and the previous study). The fit to 
the data is illustrated in Figure 5. The bond angle of 121.5° 
is rather larger than the tetrahedral angle, but the A l-0  
distance of 1.68 Â agrees well (within rather large error) 
with the lengths of A l-0  bonds in tetrahedral aluminosili­
cates.29 The ensemble of assumed and found data is consis­
tent with the hypothetical Al(OH)rl structure with fast mo­
tional averaging due to hydroxyl group rotation.

With respect to the proton exchange reaction between 
the surface complex and the physically adsorbed water, the 
lifetime of a proton in a surface complex and that of a deu­
teron are the same within experimental error (Table III). 
Because of the heavier deuteron mass a longer deuteron 
lifetime might have been expected.

Finally, it has been pointed out that the protons of this 
complex are not very acidic, because their equilibrium con­
figuration is in the Al(OH)„ state;30 this more or less agrees 
with the well-known amphoteric nature of Al(OH)n. In con­
trast, the protons of hydrogen Y zeolite are very acidic; it
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TABLE III: Surface Complex and Exchange Reaction, Structural and Motional Parameter Estimates

Parameter Units H data onlya H and D data0

ror preexponential factor for surface com­
plex rotation

10 ~8 sec 5.4 ± 6 5 -3 - 3 °

Hr activation enthalpy for surface complex 
rotation

kcal/mol 3.08 ± 0.6 3.2 ± 0.6

ro ex preexponential factor for proton ex­
change out of surface complex

1 0 -12 sec 1.9 ± 3.3 4 9 + b
2.4

Hex activation enthalpy for proton (deuteron) 
exchange out of surface complex

kcal/mol 12.0 ± 1 11.4 ± 0.4

°o Al that part of the proton intramolecular 
nuclear dipolar second moment of the 
surface complex arising from nonproton 
nuclei

10! rad2 sec2 4.13 ± 3 3.4 ± 1.3

rA l-0 the aluminum—oxygen bond length in 
the surface complex

A 1.65c 1.68 ± 0.20

A a ratio: that part oqh ! of the proton 
intramolecular second moment in the 
surface complex due to protons divided
by uoA12

10s rad2 sec-2

0.64 ± 0.18 0.62 ± 0.20

°oD2 the effective deuteron second moment 
for the surface complex arising from 
quadrupolar interactions

109d

30 ± 10

8
fr

the Al—O -D  bond angle 
the exchange time (rex) for protons, 

divided by that for deuterons at

deg 121.49 ± 0.01 
1.01 ± 0.06

identical P/P0
a Data of ref 9. 6 This study. c Assumed, based on tetrahedral Al—O bond lengths in zeolites as given in ref 29. d Assumed 

tetrahedral angle.

Figure 5. T2 for protons and deuterons in the exchange region. The 
solid lines represent best fit of theory to experiment. The lifetime of 
a proton (deutercn) in the surface complex is indicated as r ex.

appears that upon adsorption of methanol on this zeolite 
the equilibrium lies with the formation of CHaOH2+ ions.31

IV. Conclusions

The principal conclusions of this study are as follows.
(1) A new technique for estimating quadrupole coupling 

constants in molecules is demonstrated. It involves a great­
er attainable degree of supercooling of the liquid state by 
means of adsorption on solids, which allows a minimum in

T i to be observed, thus no additional information on corre­
lation times is required.

(2) The processes of molecular rotation and diffusion in 
liquid water appear to be intimately related. The correla­
tion times for these processes for water adsorbed in a 13-X 
zeolite are equal to one another within a factor of 2 over al­
most a four decade range of correlation times.

(3) A structure proposed previously for the surface com­
plex formed within the zeolite cages by hydrolysis has been 
further verified by deuteron relaxation results. The A l-O - 
D bond angle in this complex was estimated.

(4) The averaging effects of rotation about a single axis 
for an arbitrary field gradient tensor were worked out.
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Nitrogen-14 Nuclear Quadrupole Resonance in Nitrogen-Silicon Compounds
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Nuclear quadrupole resonance frequencies of 14N in several compounds containing nitrogen-silicon bonds
have been measured. The data show quadrupole coupling constants considerably larger than would be ex­
pected on the basis of the 35CI NQR frequencies in Si-CI bonds. The results are compared with other
amines and are interpreted in terms of a planar configuration at the nitrogen in silyl amines. The NQR
data indicate considerable ionic character in the N-Si bonds, but only a modest degree of p7l'"-d7l'" bonding.

The experimental details have been given previously;I,4 the
samples were obtained commercially and purified by distil­
lation only if the initial search failed to yield NQR lines.

In the cyclic hexamethyltrisilazane (l\1e~SiNHh the v±

Nuclear quadrupole coupling con!'tants (NQCC) in mole­
cules are closely correlated with molecular electronic struc­
ture and are particularly sensitive to variations in the elec­
tronegativity of the atomic species directly bonded to the
atom containing the quadrupolar nucleus. In using cou­
pling constants to extract chemical bonding information, it
is useful to have data from a wide range of bonding config­
urations; however, nuclear quadrupole resonance (NQR)
spectroscopy of 14N has been largely concerned with N-C,
N-H, N-N, and N-O bonds. 1 We report here the first 14N
NQR results in several compounds containing the nitrogen­
silicon bond, Since silicon has no natural isotopes with spin
greater than one-half, there is no possibility of NQR with
Si and the nature of silicon bonds must be inferred from its
bonds to other species. The results of NQR investigations
in Si-Cl compounds have been reviewed previously.2.:J

The experimental data, presented in Table I, were ob·
tained at 77 K; the compounds are liquid at room tempera­
ture. For nuclei with spin unity, as 14N, there are two QR
frequencies, v+ and 11_, which are related to the NQCC
e 2qQ and the asymmetry parameter 7) of the electric field
gradient tensor byl

')

e~qQ = =("+ + "_)
:3

3(,,+ - ,,_)
7)=

(.,+ + ,,_)

(1)

lines appear with a threefold splitting, consistent with a
distortion of the ring which makes the three nitrogens ine­
quivalent. Although other crystallographic possibilities are
not ruled out, nearly axial distortion is indicated by the
fact that the lines appea~ as a close doublet separated from
another line about 50 kHz higher; such a confi~uration has
been observed in other cyclosilazanes.'S,fi The lines were
paired using pulsed double resonance techniques.

Azidotrimethylsilane, Me;lSiN:h shows similar splittings
due to inequivalent sites. We attribute the NQR lines to
the nitrogen in the Si-N bond of MeJSiNNN on the basis
of comparison with the microwave results in H"\1;l.' In addi­
tion, we find that this compound can crystallize in two dif­
ferent forms; when the sample is cooled rapidly from room
t.emperature to 77 K, r-.;QR lines are found at 3148, 3083,
2928, and 2920 kHz. However, on warming just to the melt­
ing point (ca. -63°C) and recrystallizing, the lines appear
at 3136, 3096, 2956, and 2935 kHz. Since no unusual broad­
ening is observed in eiber case, the effect is probably not
due to disorder or strain.

Discussion

In the case of Si-Cl bonds, the :lsCI NQR frequencies are
just about one-half the frequencies seen in thE: correspond­
ing C-CI compounds,:lll cf. 16.506 MHz in MelSiCI vs.
:n.065 MHz in Me:ICC~ 18.571 MHz in H:!SiCl:! vs. ~35.991

MHz in H2CClc. However, substitut.ion of Si for C in analo­
gous bonds to nitrogen does not lead to comparable reduc­
tions in t.he nitrogen noclear quadrupole coup~ing constant;
e~qQ = 4855 kHz for Me:!NSiMe:l (Table I) -,'Ihich is only
6.5% smaller than the 5194 kHz in Me~NMe. Although the
CI-Si NQR data may be interpreted in terms of a low effec-
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TABLE I: ,4N NQR Data in Several Compounds Containing N—Si Bonds0
Frequencies

Compound ¡'t.k H z e 2qQ, kHz 77

N JV-Dimethylaminotrimethylsilane 
(CH3)2NSi(CH3)3

JV^N-Diethylaminotrimethylsilane
(C2H5)2NSi(CH3)3

4184.05
3098.22
4160.38
3046.47

4854.85

4804.57

0.4473

0.4636

Hexamethyltrisilazane
[(CH3)2SiNH]3

2463.42 
2418.53 
2415.52
1628.43 
1548.30 
1537.36

2669.23* 0.6452*

Trimethylsilylazidec
(CH3)3SiN3

I 3147.80
3083.47
2927.60
2919.67

4026.18* 0.0953*

II 3136.34
3096.41
2956.17
2935.33

4041.42* 0.0844*

°The frequencies were measured at 77 K and are accurate to t 0.05 kHz. * Average values. CNQR lines are found in I or 
II depending on the crystallization history; see text.

tive electronegativity for Si and possibly dx-px bonding, 
the nitrogen results require more explanation. For exam­
ple, the coupling constants in the series of substituted 
amines9-11 Me2NH (4369 kHz), Me2NSiMe3 (4855 kHz), 
Me2NMe (5194 kHz), Me2NCl (6333 kHz) suggest an effec­
tive electronegativity for Si with respect to N which is in­
termediate between hydrogen and carbon. However, if this 
were all, then the asymmetry parameter in the silicon com­
pound (0.45) should also be intermediate between the value 
in Me2NH (0.32) and Me2NMe (0) (tj reflects the departure 
from trigonal symmetry, and hence the difference in occu­
pancy of the three bonds, about the direction defined by 
the lone pair).

However, the nitrogen silyl compounds probably have a 
planar sp2 configuration at the nitrogen,5'6'12-15 whereas 
the alkyl amines have the pyramidal sp3 form. Since the ni­
trogen lone pair electrons make the dominant contribution 
to the field gradient, a comparison of coupling constants 
must take into account the fact that when the lone pair 
electrons are in a nearly pure p orbital, their contribution 
to qzz is % larger than when they are in an sp3 orbital. Re­
ferred to an sp2 basis, and assuming no consequent change 
in the bond polarities, Me2NH would have e2qQ = 5825 
kHz. If N-Si a bonds are more polarized toward nitrogen 
than N-H bonds, as expected on the basis of a lower elec­
tronegativity for Si, substituting the trimethylsilyl group 
for hydrogen could reduce this coupling constant to the 
4855 kHz observed in Me2NSiMe,'j.

If, in addition, there is loss of charge from the nitrogen 
lone pair orbital to the vacant Si 3d orbitals, e2qQ for the 
nitrogen will be further reduced. Evidence for such px-dx 
interaction comes from the planarity of the heavy atom 
skeleton and the short N-Si bond lengths in (H3SO3N ,14 
(H.-jSi^NMe,12 and C1.3SiNMe2,13 from low values of the di­
pole moments16-19 which suggest a two-way charge trans­
fer, and from NMR experiments.20-22

Overall, the NQR data in Me^NSiMen can probably be 
most usefully compared with the data for the amino nitro­
gen in 4-dimethylaminopyridine:23 e2qQ = 4799 kHz, 77 =
0.025, vs. 4855 kHz, r; = 0.45 in the silyl amine. Here the

configuration is close to planar24-26 and owing to conjuga­
tion with the ring there is some loss of charge from the 
amino lone pair. Both cases, however, display very much 
less px delocalization than occurs in (V-methylpyrrole,1 
where e2qQ = 2393.1 kHz and r\ = 0.171.

There are, thus, two parts to the explanation of the ob­
served NQR results in the silylamines: the polarity of the 
N-Si a bond and the degree of px-dx bonding. Another 
question concerns the relative a bond polarity in Si-Cl 
bonds compared with Si-N bonds. In spite of several inade­
quacies, the Townes and Dailey model remains the most 
generally reliable scheme for the interpretation of quadru­
p le  coupling constants in terms of bond populations. Ac­
cordingly, if the nitrogen a bonds are written as sp2 hybrid 
orbitals and electron occupancies b and b' are assigned to 
the N-C and N-Si <r bonds, the NQR parameters can be ex­
pressed as1

2 1
a = a  + - b + - b '

3 3 (2)
b' = b + on]

where a is the nitrogen px occupancy and a is the reduced 
coupling constant, (e2qQexp/e2qpQ); the coupling constant 
per p electron, e2qpQ, for nitrogen is taken as 8.4 MHz. 1 In 
order to estimate b' and a, the N-C a population b must be 
known and, unfortunately, no reliable value for an sp2 con­
figuration is available: for sp3 MesN, b 1.17, whereas for 
the nitrogen in pyridine, b =* 1.29 has been found. In the 
first case, eq 2 give for the N-Si bond in Me2NSiMe:) b' ~
1.43, and for the x charge a = 1.84, or a transfer of 0.16 e 
from the nitrogen px to the silicon d orbitals. In the second 
case for b = 1.29, b' ca 1.55, a = 1.95, suggesting a much 
smaller px-dx interaction. By comparison, in 4-dimeth- 
ylaminopyridine for b = 1.17, we find a = 1.74, and for b =
1.29, a = 1.86 for the amino x-charge density. This con­
trasts with a — 1.5 in the highly conjugated iV methyl pyr­
role. The N-Si bonding thus appears to be characterized by 
strong polarization of the N-Si a bond and rather weak
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pir-dtr bonding, weaker at least than the pit-pit bonding in 
aminopyridines.

This conclusion is borne out by the results in hexameth- 
ylcyclotrisilazane, where e2qQ (2.67 MHz) is only about 
half that in Me2NSiMe3, owing to the presence of three 
readily polarizable bonds. Using the previous model, and 
taking the N-Si occupancy b' on 1.5 e gives b" = 1.3 for the 
N-H <r bond, close to the value in Me2NH, and a = 1.75. 
The ir loss from the nitrogen is seen to be somewhat greater 
in this case where each nitrogen is bonded to two silicon 
atoms, and suggests a slight degree of aromatic character 
for the silazane ring with a silicon d occupancy of about
0.25 e.

The bond population discussion above indicates an ap­
proximately 20% increase in the nitrogen a occupancy in 
going from N-C to N-Si. It is difficult to estimate an analo­
gous change in <x polarity in the case of C-Cl and Si-Cl 
bonds since the coupling constant is related to three un­
known parameters,1 the a charge b, the ir occupancy, and 
the s character of the chlorine bonding orbital, a = (2 — 
ò)(l — s) — ir. If there is no Air-pit bonding, and if s ~  0.2 
for both the carbon and silicon cases, we find be — 1-29 
and òsi =* 1.62 in Me.aCCl and Me:!SiCl, or an increase of 
about 25%. However, Kaplansky and Whitehead29 have 
pointed out that the Cl s character probably increases in 
the Si bonds, to perhaps 0.45; they find bc = 1.26 and òsi =
1.45, or an increase of only 15%. If tt ^  0, which Kaplansky 
and Whitehead doubt, òsi would be still smaller. The most 
that can be concluded, therefore, is that the a polarization 
toward nitrogen in N-Si bonds is comparable to the a po­
larization toward chlorine in Si-Cl bonds.

The 14N quadrupole coupling constants in the silyl 
amines can thus be qualitatively accounted for on the basis 
of considerable N-Si a polarization in a planar sp2 configu­
ration with a relatively small degree of pir-dir bonding.
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Nitroxide Spin Probes on Smectite Surfaces. Temperature and Solvation Effects on the 
Mobility of Exchange Cations
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Electron spin resonance (ESR) studies of the paramagnetic probe cation, protonated 4-amino-2,2,6,6-te- 
tramethylpiperidine N-oxide, exchanged on the surfaces of a smectite (layer silicate) have revealed impor­
tant properties of the silicate surface. The probe cation is motionally restricted by its association with the 
external exchange surfaces on fully solvated smectites, and is restricted and oriented to an even greater de­
gree in interlamellar regions, especially as the distance between silicate sheets is decreased. The type of in- 
terlamellar solvent alters the molecular orientation, with water apparently allowing the hydrocarbon frac­
tion of the probe ion to associate closely with the silicate surfaces. In addition, the species of exchangeable 
metal ion present on the surfaces has an effect on the probe’s mobility and orientation. The mobility of the 
probe is greatly reduced on the hydrated smectite surfaces at temperatures below 0°C, a fact attributed to 
the migration of water from between the silicate sheets and the reduction of thermal motion. Similar low- 
temperature ESR studies of smectite exchanged with Cu2+ demonstrate the transition from a solution-like 
to a solid-like environment between the silicate plates in the —25° to — 50°C temperature range. The ESR 
spectra are supported by x-ray diffraction data which allow the spacings between smectite plates to be de­
termined.

Introduction

The use of electron spin probes in membrane biophysics 
has recently gained impetus because of the availability of 
stable nitroxide radicals as probe molecules. The aniso­
tropic g tensors and hyperfine splitting values (A) of the 
nitroxide probes, as well as the solvent dependence of g and 
A, permit considerable information to be obtained from 
electron spin resonance (ESR) spectra of the probes when 
doped into membrane systems.2'3 Effective viscosities of 
the local environments of the spin probes can be estimated 
from the degree to which anisotropies in the ESR spectrum 
are averaged by molecular tumbling.

Paramagnetic cations such as Mn2+ and Cu2+have been 
utilized as spin probes to characterize the environment of 
exchangeable cations adsorbed on smectite surfaces.4'5 
These ions exist as Mn(H20)ß2+ or Cu(H20)62+ complexes 
in fully hydrated smectites, and demonstrate solution-like 
tumbling mobility in interlamellar regions. However, low­
ered relative humidities produce rigidly oriented hydration 
complexes of these ions as the interlamellar regions col­
lapse until only about one to two monolayers of water re­
main between the silicate sheets.

In the present study, an attempt is made to relate the 
mobility of exchange cations on smectites to the extent of 
dehydration of the smectite. Dehydration is achieved both 
by lowering the relative humidity, and by freezing the clay 
at various temperatures between 0 and —50°C. A proton­
ated nitroxide spin probe is doped into Na+-, H+-, and 
Mg2+-saturated smectite at about the 5% level of exchange, 
and used to estimate the interlamellar mobility. In addi­
tion, the rotational mobility of the spin probe on fully sol­
vated smectites is determined.

Materials and Methods
A California hectorite (<2-p particle size), with chemical 

formula and exchange capacity previously reported,5 was 
saturated with Na+ and Mg2+ exchange ions using excess

quantities of aqueous chloride salt solutions. Excess salt 
was then washed from the clay suspensions by centrifuging 
and discarding the supernatant until a negative AgNO.-j test 
for chloride was obtained. The H+-saturated hectorite was 
prepared by passing Na+ hectorite through an acid resin 
column; however, partial decomposition of this acid hecto­
rite probably resulted in some Mg2+ moving from the 
structure into exchange positions. An aqueous solution of 
the spin probe (4-amino-2,2,6,6-tetramethylpiperidine N- 
oxide), referred to here as Tempo, was titrated with HC1 
past the equivalence point (as determined by a pH meter) 
in order to protonate the amine group of the probe. Known 
quantities of this cationic form of the probe were added to 
the Mg2+- and Na+-saturated hectorites to produce clays 
doped at about the 5% level of exchange capacity. The clays 
were then washed several times in distilled water to remove 
chloride and neutral probe molecules. Aqueous suspensions 
of the doped hectorites were dried on polyethylene sheets 
to produce oriented, self-supporting films to be used for 
ESR studies.

The ESR spectra were recorded for oriented films of hec­
torite in quartz tubes using an X-band Varian E-12 spec­
trometer. Sample temperature was controlled to ± 1°C be­
tween 20 and — 100°C by flowing nitrogen gas cooled by liq­
uid nitrogen through the sample cavity and using a variable 
heating element. Hectorite suspensions dried on glass 
slides produced well-oriented films for x-ray diffraction.

A GE XRD -6 diffractometer with Ni-filtered Cu radia­
tion was used to determine the basal spacings of these films 
under various conditions of solvation. The temperature of 
the clay films could be controlled by drying the clays on 
aluminum foil and mounting these foil-supported films on 
the sample holder. The holder was then placed in contact 
with an apparatus that varied the temperature using a res­
ervoir of liquid nitrogen and a variable heating coil. A ther­
mocouple attached to the sample holder allowed the tem­
perature at the sample to be determined to ± 1°C. Thus, 
the sample temperature could be varied from +20 to
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—50°C while a slight excess of water was maintained on the 
clay films during the cooling process by covering the films 
with cellophane.

Results and Discussion

Nitroxide Spin Probes on Smectites under Various Con­
ditions of Solvation. The nitroxide spin probes are ob­
served to tumble rapidly enough in aqueous solution at 
25° C to completely average anisotropies in g and hyperfine 
splitting (A) values. As a result, a three-line ESR spectrum 
is obtained centered on g0 (average g) and with splitting 
value Ad (average A). The correlation time, rc, for the tum­
bling of Tempol has been calculated to be 0.1 X 10-10 sec in 
water at 25°C.6 A similar correlation time is expected for 
Tempo+, the protonated form of Tempo, and is verified by 
the observation of a symmetrical three-line spectrum re­
sulting from rapid molecular tumbling (Figure 1). However, 
the protonated probe can occupy exchange sites on hecto- 
rite surfaces and may demonstrate reduced mobility in the 
adsorbed state.

The spectra of Figures 2 and 3 for Tempo+-doped Na+ 
and Mg2+ hectorite demonstrate the loss of rotational mo­
bility of Tempo+ adsorbed on silicate surfaces that are sol­
vated with H20  or 95% ethanol (EtOH). Orientation of the 
hectorite films with the plane of the silicate sheets parallel 
(]|) and perpendicular (J_) to the magnetic field, H, pro­
duces considerably different line positions and values of A 
for the hectorites equilibrated at 100% relative humidity 
(Figure 2), an effect that is much less evident for the hecto­
rites solvated in 95% EtOH (Figure 3). This anisotropic be­
havior is more pronounced as the relative humidity of 
equilibration is reduced, a result demonstrated by the spec­
tra of Na+ and Mg2+ hectorite at 93%, 75%, and 33% rela­
tive humidities (Figures 4 and 5).

Closer analysis of the ESR spectra of Figures 2 and 3 re­
veals that the three sharp resonance lines are superimposed 
on a broad spectrum representing immobilized Tempo+. 
The actual intensity of this broad spectrum is greater than 
is apparent from the spectra because of its greater line 
widths relative to the widths of the sharper resonance lines. 
The intensity of the broad spectrum is lowest when the 
hectorites are fully solvated in water or 95% EtOH (low- 
field and high-field shoulders of Figures 2 and 3) but in­
creases as the relative humidity is decreased (Figures 4 and 
5). Apparently, two distinct types of Tempo+ are present 
on the hectorite surfaces: probe ions that are essentially 
immobilized and probe ions that are much less motionally 
restricted.

Analysis of the narrow-line spectra of Tempo+ on fully 
solvated hectorites allows calculation of correlation times 
from the following equations:6

-2211HV?-

T‘2 = 0.651Vo(fi_ -  2)

where t \ and t -> are two estimates cf rc, the correlation time 
in nanoseconds, W0 is the line width of the central peak
(G), and Ho is the magnetic field (G). = (hJh+^Y1- ±
(hjh-\)'n where /io,+i,-i = height of the middle, low, and 
high field peaks, respectively. The calculated values of rc 
are given in Table I for Na+, H + , and Mg2+ hectorites sol­
vated in water and 95% EtOH. Because of the anisotropy of 
the spectra, the rc values do not always agree for the per­
pendicular and parallel orientations of the silicate sheets.

this spectrum  (and following spectra ) represents the position of g  =  
2.00 .

a t 1 0 0 %  relative humidity; (b) M g2+ hectorite  equilibrated a t 1 0 0 %  
relative humidity.

F igure 3. ESR spectra at 2 0 °C  of the nitroxide spin probe, Tem po+ , 
doped at the ~ 5 %  exchange level into (a) N a + hectorite  solvated in 
excess  9 5 %  ethanol; (b) M g2+ hectorite  solvated in excess  9 5 %  
ethanol.

In general, the values of rc are in the range of 1-5 X 10-9 
sec, meaning that the tumbling mobility of the nonimmobi- 
lized Tempo+ is reduced by a factor of 100-500 when com­
pared with the probe in aqueous solution. However, a num­
ber of trends are apparent from Table I. The correlation 
time is always greater for the hydrated systems than for the
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Figure 4. ESR spectra at 2 0 ° C  of the nitroxide spin probe, T em po+ , 
doped a t the ~ 5 %  exchan ge level into N a + hectorite  equilibrated at 
9 3 , 75 , and 3 3 %  relative humidity.

Figure 5 . ESR spectra at 2 0 ° C  of the nitroxide spin probe, T em po+ , 
doped at the ~ 5 %  exchan ge level into M g2+ hectorite  equilibrated  
at 9 3 , 7 5 , and 3 3 %  relative humidity.

solvated (EtOH) systems despite the greater distances be­
tween silicate sheets for hectorites (Na+, Mg2+, H+) wetted

TABLE I: Calculated Rotational Correlation Times 
(nsec) of Tempo+ Doped into Solvated Na+, H + , 
and Mg2+ Hectorite0

Correlation time, rc of 
Tempo+ ( x  109 sec)

Exchange 
form of 

hectorite
Wetting
solvent

7, 7,
1 II J. II

Na+ h2o 1.7 2.6 3.9 3.8
Na+ 95% EtOH 1.4 2.0 2.3 2.4
H+ h 2o 2.9 1.4 5.2 2.9
H+ 95% EtOH 1.2 1.3 1.8 1.5
Mg2+ h 2o 3.3 1.5 5.9 3.4
Mg2+ 95% EtOH 0.9 1.0 1.6 1.7
a 1 and || represent the orientation of the hectorite films 

to the magnetic field, H.

in water than for those solvated in 95% EtOH (Table II). 
The basal spacings of the hectorites show that the inter- 
lamellar distance is —7.5 A in 95% EtOH, and at least 10.5 
A in water. If Tempo+ occupies interlamellar positions, ste- 
ric hindrance of tumbling would be expected for the EtOH- 
solvated hectorites especially, since the Tempo+ molecule 
is about 8 A in length. Because the probe tumbles more 
rapidly on the EtOH-solvated than on the water-solvated 
hectorite, it is likely that the spectra of the mobile probe 
represent Tempo+ on external surfaces rather than in in­
terlamellar regions while the broad spectra (immobilized 
probe) represent Tempo+ sterically restricted from tum­
bling in the interlamellar spaces. The immobile fraction of 
Tempo+ increases relative to the mobile fraction as the rel­
ative humidity is lowered from 100 to 93% (Figures 2, 4, 
and 5) as evidenced by the increase in the intensity of the 
broad “ rigid glass” spectrum.2 Lowering the relative hu­
midity further to 75 and 33% essentially eliminates all evi­
dence of mobile Tempo+ (Figures 4 and 5). Essentially all 
of the probe at 33% relative humidity is restricted, either in 
interlayers as the silicate sheets collapse together (thereby 
eliminating most of the external surfaces that were present 
in fully solvated hectorites), or on partially dehydrated ex­
ternal surfaces.

Another trend apparent from Table I is the dependence 
of correlation times upon the exchangeable cation that 
largely occupies the hectorite surface. Thus, for EtOH-sol­
vated hectorite, tc decreases in the order Na+ > H+ > 
Mg2+ for both perpendicular and parallel orientations of 
the hectorite. For hydrated hectorite, rc follows the order 
Mg2+ > H+ > Na+ for the perpendicular orientation and 
the order Na+ > Mg2+ > H+ for the parallel orientation. In 
general, the H+ and Mg2+ hectorite seem to behave simi­
larly (similar tc values) while Na+ hectorite has different 
behavior, probably because of the weak energy of solvation 
of Na+ relative to Mg2+ (or H+). Therefore, the correlation 
time of the probe on EtOH-solvated Na+ hectorite may be 
lengthened as a result of the ability of Tempo+ ions to 
closely approach and be adsorbed to the weakly solvated 
silicate surface. In contrast, the strong solvation of Mg2+ 
and H+ ions could more effectively inhibit probe-surface 
interactions by producing a layer of solvent molecules 
strongly attracted to the surface exchange cations through 
ion-dipole forces. (The similarity between the tc of Mg2+ 
and H+ hectorite may be at least partly due to acid decom­
position of H+ hectorite to produce a (Mg2+, H+) hecto­
rite.) The rc values of the hydrated hectorites depend on 
the orientation of the silicate sheets relative to H as well as 
the exchangeable cation (Table I). The orientation effect
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on t c is a result of preferred alignment of the probe ion on 
the hydrated silicate surfaces, an effect that is much re­
duced on the EtOH-solvated surfaces.

From the spectra recorded in Figures 2, 3, 4, and 5, it is 
obvious that orientation of the hectorite films with the 
plane of the silicate sheets parallel and perpendicular to 
the external magnetic field, H, produces spectra with dif­
ferent hyperfine splitting values (A). Since the largest 
value of A, Azz, is expected when H is parallel to the ni­
troxide z axis of the spin probe,3 and is observed with H 
perpendicular to the fully hydrated hectorite films (Figure
2), the N -0  bond axis of Tempo+ is demonstrating a ten­
dency to orient parallel to the hydrated silicate surfaces. If 
the hyperfine splitting value, A, is given as the distance in 
gauss between the low field line and the central line of the 
narrow spectrum, then A \ and A A are defined as the values 
of A for the two principal orientations of the hectorite films 
relative to H. The difference, A^ — A ¡, is denoted as AA, 
and is directly related to the degree of order of the nitrox­
ide probe.7 Thus, for perfect alignment of the z axis of the 
nitroxide normal to the silicate surface with no molecular 
motion, AA = Azz — Axx = 31.8 — 7.6 = 24.2 G, assuming 
that Axz ~  Ayy. The principal values of A (Axx, Ayy, and 
Azz) were determined for di-iert-butyl nitroxide oriented 
in a host crystal.7

The values of AA for fully-hydrated Na~, H+, and Mg2+ 
hectorite are 5.1, 3.4, and 3.2 G, respectively. Molecular 
tumbling and imperfect orientation result in A A values 
much below the maximum possible. As for correlation 
times, H+ and Mg2+ hectorite have similar values of AA, 
while Na+ hectorite has a higher value. This result indi­
cates that Tempo+ is better aligned on the Na+ hectorite 
film, suggesting that the probe ion is spending a fraction of 
its time adsorbed directly on the silicate surfaces, allowing 
the longest dimensions of the probe to align with the sur­
faces. Again, the strongly hydrated surfaces of H+ and 
Mg2+ hectorite may deter such direct adsorption.

The values of AA for H+, Mg2+, and Na+ hectorite sol­
vated in EtOH (—0.5, —0.6, and —1.3 G, respectively) are 
much smaller than those for the hydrated hectorites and 
indicate near-random tumbling of the mobile fraction of 
adsorbed Tempo+. Since A || > A ± for these systems (the 
reverse of hydrated systems), AA has a negative sign, and 
the probe has a slight preference for an orientation with the 
N -0  axis of the nitroxide normal to the solvated silicate 
surfaces. As with the hydrated hectorites, the larger A A for 
the Na+ hectorite is evidence for more direct probe-surface 
contact allowed by the weak solvation energy of Na+.

The broad ESR spectrum representing immobilized 
Tempo+ is observed even in the fully solvated systems 
(Figures 2 and 3) as the low- and high-field shoulders of the 
spectrum are partially separated from the more narrow 
spectrum of mobile Tempo+. With the hydrated systems 
these shoulders are more intense for the perpendicular ori­
entation, but the reverse is true with the EtOH-solvated 
systems. Thus, immobilized Tempo+ has A ± > A n on hy­
drated hectorites and A y i> A ± on EtOH-solvated hecto­
rites. This orientation dependence, observed even on fully 
solvated hectorites, is further evidence that the immobil­
ized probes are restricted in interlamellar regions. Using 
the positions of the low-field and high-field resonances of 
the broad spectrum, one can determine Azz to be 34 G for 
both EtOH-solvated and hydrated systems, a value agree­
ing closely with the expected 32 G. Apparently, even the 
fully solvated hectorites immobilize part of the probe ions,

but the type of solvent determines the alignment of these 
ions with the surface as indicated by the opposite depen­
dence of A on orientation of hydrated and EtOH-solvated 
systems.

Since the alignment relative to the silicate sheets of both 
the mobile and immobile fractions of Tempo+ is reversed 
when the solvent is changed from water to EtOH, it is evi­
dent that the probe-surface interaction is greatly in­
fluenced by the solvent. The hydrophobic nature of 

.Tempo3 is demonstrated by fully saturating the exchange 
sites on hectorite with the probe ion. The resulting basal 
spacing (Table II) for dry hectorite shows that the probe 
ions hold the clay plates about 5.7 A apart, suggesting that 
the Tempo+ molecules form a monolayer and are oriented 
in a way that minimizes the basal spacing. The Tempo3- 
saturated hectorite does not expand appreciably in water, 
but does swell in 95% EtOH (Table II), indicating the hy­
drophobic nature of the adsorbed Tempo+ arising from the 
hydrocarbon nature of the molecule.8 Therefore, water 
molecules cannot compete as readily with Tempo+ for ad­
sorption sites on the silicate as can ethanol molecules. The 
hydrocarbon nature of ethanol may reduce the preference 
of the methyl groups of Tempo+ to approach the silicate 
surfaces, thereby causing the molecule to assume an “ up­
right” position on the external surfaces that permits con­
siderable freedom of motion. The positively charged end of 
the Tempo+ molecule is electrostatically attracted to the 
surface so that totally random motion is not achieved. In 
contrast, the hydrophobic portion of Tempo+ associates 
closely with external silicate surfaces in the presence of 
water because of the lack of hydrocarbon-water attraction 
and the probe tends to lie “ flat” on the surfaces. This 
model of interaction explains the large positive values of 
A A for the mobile fraction of Tempo+ on hydrated sys­
tems, and the small negative value of AA on EtOH-solvat­
ed systems.

The immobilized Tempo+ on the solvated hectorites is 
oriented in the same general sense as the mobile Tempo+ 
on the same systems, but the alignment is much more rigid 
and pronounced. Steric hindrance of molecular tumbling 
combined with maximized probe-surface interaction can 
account for the orientation of the immobilized probes if it 
is assumed that these probe ions are in interlamellar re­
gions. In the EtOH-solvated H+, Na+, and Mg2+ hectorites, 
the N -0  bond axis of immobilized Tempo3 tends to orient 
normal to the silicate sheets. Since the interlamellar dis­
tance is ~7.5 A (Table II), the ~8.0-A long probe could 
bridge across interlamellar space with the -N H ;i3 end of 
the molecule “ keyed” into an hexagonal cavity of one sur­
face9 and the other end adsorbed to the adjacent surface by 
the attraction between the silicate oxygen atoms and meth­
yl groups. In the hydrated H+, Na+, and Mg23 hectorites, 
the N -0  axis of immobilized Tempo3 tends to orient paral­
lel to the silicate sheets. The interlamellar distance of 
~10.5 A could allow restricted molecular tumbling since 
the interlamellar region has a viscosity similar to that of 
water;5 however, the maximum probe-surface interaction is 
achieved when the molecule lies “ flat” on an interlamellar 
surface with the -NH:!+ group “ keyed” into the surface. 
The rigid glass spectrum of immobilized Tempo3 indicates 
that molecular motion is absent or very slow on the ESR 
time scale, i.e., rc-1 «  |AZZ — AZI| ~  7 X 107 sec-1 .3 Thus, 
“ immobilized” Tempo3 can be defined as probe ions with 
rotational correlation times considerably longer than 10~8 
sec. The restrictions of the interlamellar region on rotation
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TABLE II: Basal Spacing of Na+-, Mg2+-, H+- and 
Tempo+-Exchanged Hectorites under Various
Conditions of Solvation

Basal spacing, A

Exchange Wet in
form3 Air dry Wet in HjO 95% EtOH

H+ 14.2 19.6 17.7
Na+ 13.2b (18.0)6 16.9
Mg2 + 14.2 20.0 16.9

Tempo+ 15.2 15.8 17.3
a The Na+ , H+, and Mg2+ exchange forms were doped 

with ~5%  Tempo+ on the exchange sites. 6 These diffrac­
tion peaks were broad, indicating random interstratification. 
Bracket indicates a possible second-order peak of a ~36-A  
basal spacing.

could easily account for an order of magnitude increase in 
rc, when the correlation times for the mobile and immobile 
fractions of Tempo+ are compared. Evidently, the “ immo­
bilized” Tempo+ may still have considerable motional free­
dom in the solvated interlamellar regions.

As the relative humidity is reduced from 100%, the fairly 
narrow spectrum of mobile Tempo+ is gradually replaced 
by the broad spectrum of immobilized Tempo+ (Figures 4 
and 5). Thus, at 93% relative humidity, the narrow spectra 
of Mg z+and Na+ hectorite have the same values of AA as 
they did at 100% relative humidity. However, the increased 
intensity of the broadened spectrum suggests that silicate 
sheets are moving together to reduce external surface area. 
At 75% relative humidity, little evidence remains of the 
more mobile Tempo+, and a fairly well-oriented, restricted 
probe with AA = 11 G predominates (Figures 4 and 5). 
Further reduction of the relative humidity to 33% further 
restricts and orients the probe in collapsed interlamellar 
regions, increasing AA to 21 G (close to the maximum of
24.2 G). Thus, Tempo+ on Na+ and Mg2+ hectorite at low 
relative humidity has virtually no mobility and almost per­
fect orientation of the nitroxide z-axis normal to the sili­
cate surfaces, an alignment that permits maximum collapse 
of the interlayers. The relationships of the parameters (A ;, 
A ± , AA) of the dominating spectrum at each relative hu­
midity is shown in Figure 6.

Spin Probes on Frozen Smectite Systems. Since the spin 
probe, Tempo+, is able to report the degree to which its 
tumbling is restricted and the molecular orientation that it 
adopts, a study was made of the effect of low temperatures 
on the Tempo+-doped Na+ and Mg2+ hectorite. Wet smec­
tites are known to partially dehydrate upon freezing due to 
the migration of interlamellar water from between the clay 
plates.10 After Mg2+-, Cu2+-, and Na+-saturated hectorites 
were wetted in water, the interlamellar collapse just below 
0°C was observed by x-ray diffraction (Figure 9). However, 
Na+ hectorite showed somewhat greater collapse than the 
Cu2+ and Mg2+ hectorites, probably because of the low hy­
dration energy of Na+. More than two monolayers of inter­
lamellar water were maintained by the Mg2+ and Cu2+ hec­
torites to temperatures below —40°C. Much of this water is 
probably inner- and outer-sphere water of hydration, too 
strongly held by the cations for freezing to remove it.

The Tempo+-doped Na+ and Mg2+ hectorites (excess 
water present) have ESR spectra that reflect the collapse of 
the interlayers below 0°C. At 0°C, most of the mobility of 
Tempo+ is lost as shown by the broadened spectra of Fig­
ures 7 and 8 in comparison with the spectra of Figure 2. 
Lowering the temperature from 0 to — 50°C gradually con-

Relative Humidity (%)

Figure 6 . Relationship of the hyperfine splitting param eters  (A  , A 1 , 
A  A) of the dom inant ESR spectrum  of T e m p o + to  the relative hu­
midity. The circles ( • )  and squares ( ■ )  rep resent T e m p o + -doped  
N a + and M g2+ hectorite , respectively.

Figure 7. ESR spectra  of T e m p o + doped into N a + hectorite , equili­
brated at 1 0 0 %  relative humidity and recorded at 0, — 10, and  
—5 0 °C .

verts the spectra from those representing partially immo­
bilized and oriented Tempo+ molecules, to those repre­
senting Tempo+ in solid matrix. The spectra at -50°C  for 
Na+ and Mg2+ hectorites are very similar to the rigid glass
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Figure 8. ESR spectra of Tempo+ doped into Mg2+ hectorite, equili­
brated at 1 0 0 % relative humidity, and recorded at 0 , —1 0 , and 
—50°C.

spectrum2 except for some orientation of the probe. All of 
the spectra on frozen clays indicate partial ordering of 
Tempo+ on the silicate surface so that the N -0  axis is ap­
proximately parallel to the surface. However, Tempo+ is 
less oriented in Mg2+ hectorite than in Na+ hectorite at all 
temperatures below 0°C (Figures 7 and 8). This result 
probably arises from the fact that Mg2+ hectorite has a 
greater basal spacing than Na+ hectorite at subzero tem­
peratures (Figure 9), thereby allowing some freedom of 
alignment of Tempo+ in interlayers that are wider than 
those of air-dry Mg2+ hectorite. At — 50°C, the thermal mo­
tion of Tempo+ practically ceases, and Tempo+ is “ frozen” 
in near-random orientations in the interlayers of Mg2+ hec­
torite.

Temperature Effects on the Mobility of Exchangeable 
Cu2+. In addition to Tempo+, Cu2+ can be used as a spin 
probe on the exchange sites of hectorite at subzero temper­
atures. Thus, Cu2+ hectorite powder was solvated in water 
and the ESR spectra were determined between 0 and 
— 100°C (Figure 10). At room temperature, Cu2+ tumbles 
rapidly as the hexaaquo complex in wet hectorite, produc­
ing an isotropic signal near g = 2.17.4 In these spectra of 
frozen hectorite, an isotropic signal at g = 2.17 is observed 
between 0 and — 25° C. Therefore, much of the Cu2+ is in 
the hexaaquo form in this temperature range and is free to 
tumble or undergo rapid Jahn-Teller distortion, thereby 
averaging the anisotropy of the g and A tensors. Since the 
basal spacing varies from about 19.5 to 16.0 A in the 0 to 
—25°C temperature range, the Cu(H20)62+ ion has enough 
interlamellar space to undergo axial distortion or rotation 
as in free solution. Beginning at 0°C and persisting through 
to —100° C, a weak anisotropic signal showing g and 
components is apparent (Figure 10). The vertical lines de­
mark the position of two low-field weak resonance posi­
tions of g |j (the two high-field hyperfine lines are obscured 
in the resonance at g = 2.17) as well as the position of g ± 
(near the free electron signal). Analysis of the anisotropic 
portion of the spectrum gives g|| = 2.31, g j_ = 2.04 and the 
hyperfine splitting value, A/C = 0.0151 cm-1. However, in

Figure 8. The basal spacings of hectorites exchanged with Na+ 
( • ) ,  Mg2+ (▲), and Cu2+ (■ ) after wetting in water and lowering the 
temperature, determined by x-ray diffraction.

Figure 10. Cu2+ ESR spectra of powdered Cu2+ hectorite after wet­
ting in water and lowering the temperature. The sample tempera­
tures (°C) are noted and the vertical lines represent the positions of 
two hyperfine lines for g|| =  2.31 and the position of g ± =  2.04. A 
free electron signal at g =  2.0023 is shown.
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the temperature range between —25 and — 100°C, a similar 
anisotropic spectrum becomes stronger until it dominates 
at —100°C (Figure 10). The values for g and g± are found 
to be 2.37 and 2.08, respectively, while A/C = 0.0125 cm-1 
for this strong anisotropic spectrum. Investigations of ori­
ented films of Cu2+ hectorite indicate that the z axis of the 
hydrated Cu2+ complex is normal to the silicate sheets for 
both the observed anisotropic spectra. However, the reso­
nance with g ± = 2.04 was very weak after the oriented 
films had been equilibrated at 100% relative humidity, and 
the isotropic (g = 2.178) resonance observed at 20°C be­
came less symmetrical in shape until the anisotropic spec­
trum began to appear at —25°C. Between —25 and —50°C, 
the spectrum of oriented Cu2+ (g± = 2.08, g|| = 2.37) re­
placed the g = 2.178 resonance and was very evident at 
—100°C. Since the average g value is given as go = lhg\\ + 

then go = 2.177 for the strong anisotropic Cu2+ sig­
nal, but go = 2.130 for the weak Cu2+ signal. Thus, tum­
bling Cu(H'20)s2+ averages the anisotropic g tensor to give 
g = 2.178, but restriction of the Cu(H20)62+ in a contract­
ing interlamellar region by lowering the temperature below 
—25°C prevents rotational motion and causes alignment of 
the z axis of the complex normal to the silicate sheets. The 
restricted motion separates the g\\ and g± components of 
the g tensor, but go remains the same as that for rapidly 
tumbling Cu(H20 )62+. The weak anisotropic resonance 
with g± = 2.04 and g = 2.31 may represent a planar 
Cu(H20 )42+ complex that has been immobilized on the sur­
face of the silicate, either by strong adsorption forces or by 
collapse of a few interlayers to produce monolayers of 
water between the clay plates.

Two anisotropic spectra of Cu2+ have been observed on 
dehydrated zeolites with gl y g\, and A values very similar 
to those reported in this study.11 The loss of the isotropic 
signal by lowering the temperature was also observed as the 
asymmetric signal (gj. = 2.10, g = 2.38) became more in­
tense. Dehydration (by heating) produced both the aniso­
tropic spectra, and the one with g± = 2.05 and gu = 2.32 
was assigned to square-pyramidal or square-planar Cu2+. 
Simplified crystal field theory appears to confirm the as­
signment of these spectra to square-planar and tetragonal 
symmetries of hydrated Cu2+. For the d9 distorted octahe­
dral complexes of Cu2+, it can be shown that

where the spin-orbit coupling energy, £, for Cu2+ is 829 
cm-1, A] is the energy separation between dx*-yt and dxv, 
and Ao is the separation between d,.'_va and d*2, dV2. 12 For 
gx = 2.08 and g = 2.37, Aj and A2 are calculated to be 
about 18000 and 20000 cm-1 without making corrections 
for covalency. For g_  = 2.04 and g\\ = 2.31, Aj and A2 are 
about 21000 and 39000 cm-1, respectively. These energy 
levels suggest that tetragonally distorted octahedral 
Cu(H20)ß2+ accounts for the main ESR spectrum (gi  = 
2.08) in frozen clays, while square-planar Cu(H20 )42+ pro­
duces the weak spectrum (g j_ = 2.04) in the clays.1214 The 
distinct orientation of the tetragonally distorted 
Cu(H20 )fi2+ with the elongated z axis normal to the silicate 
plates has been observed in air-dry systems and reasons for 
the orientation have been discussed.15 The basal spacing of 
the Cu2+ hectorite below 0°C is near 16 Ä, leaving enough 
interlamellar space for the octahedral complex to orient as

described. Thus, below —25°C, the hydrated interlayer of 
Cu2+ hectorite essentially becomes a crystalline solid.

Conclusions
The mobility of the spin probe cation, Tempo+, in hecto­

rite depends on both the quantity and type of solvent in 
the interlamellar regions. The spin probe as an exchange 
cation on external surfaces of fully hydrated hectorites is 
several hundred times more restricted than in dilute aque­
ous solution, and also tends to orient on the silicate sheets 
to permit maximum interaction between methyl groups of 
Tempo+ and silicate oxygens while allowing close approach 
of the -NH 3+ group to the surface. Removal of interlamel­
lar water at low relative humidities causes increased orien­
tation and decreased tumbling mobility of Tempo+ due to 
the collapse of the interlamellar space. Cooling the hecto­
rites to —50°C also produces decreased molecular tumbling 
because of the restrictions of layer collapse as well as the 
reduced thermal motion. Hectorites solvated in ethanol 
produce different orientation effects for Tempo+ than is 
observed for the hydrated systems. The N -0  bond axis of 
the molecule, rather than tending to align with the silicate 
plates as it does in hydrated clays, shows a tendency to or­
ient normal to the plates, although the tumbling motion in 
ethanol is closer to random than in water. It is suggested 
that the methyl groups of Tempo+ prefer to interact with 
the solvent (ethanol) rather than the external surface oxy­
gen atoms of the silicate, and this results in considerable 
mobility as well as a different molecular alignment from 
that observed in hydrated hectorites. It is evident that the 
nature of the solvent can greatly alter the cation-surface 
interaction. Specific molecular alignments of the probe 
with the external surfaces are apparently preferred over 
others, and these alignments can reveal important proper­
ties of the adsorbing surfaces. However, probe ions in inter­
lamellar regions are oriented and motionally restricted to a 
greater extent than those on the external surfaces.

When the ESR spectrum of exchangeable Cu2+ on hy­
drated hectorite is used as an indicator of the interlamellar 
hydration structure, distinct transitions are observed be­
tween +20 and —100°C. Much of the Cu(H20)62+ demon­
strates rotational or distortional freedom to temperatures 
lower than -25°C, suggesting a non-rigid, solution-like in­
terlayer. As the temperature is lowered from -25°C, a larg­
er proportion of the Cu2+ is motionally restricted and 
strongly oriented as Cu(H20)62+ in interlayers containing 
about two monolayers of water. At -100°C, essentially all 
of the Cu2+ is restricted, a result of the migration of water 
from between clay plates at low temperatures which allows 
the plates to impose order on the Cu(H20 ) b2+ complexes. 
The results indicate that interlamellar water is highly 
structured when only two monolayers of water occupy the 
interlayer.
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Crystals of Cu2+ doped L-cystine dihydrochloride dihydrate were grown from L-cystine-HCl solutions con­
taining a high concentration of Cu2+ ions. X-ray analysis of the crystal structure and ESR studies of crys­
tals with doped Cu2+ ions were performed. The crystals belong to space group P 2i with a = 5.882(1), b = 
13.182(1), c = 9.390(1) A, and d = 90.77(2)°. The structure refinement was carried out to R = 0.051 and the 
positions of all atoms excluding Cu2+ ions were determined. From the ESR data, two distinct Cu2+ com­
plexes, Cu2+(A), and Cu2+(B), were identified. One of the water molecules and a Cl-  ion were found to be 
the ligands for Cu2+(A) ion. The principal values for g and hyperfine, A(63Cu), tensors for the Cu2+(A) 
complex were 2.058, 2.073, and 2.343, and 17, 23.5, and 127 G, respectively. The principal g  values for the 
Cu2+(B) complex were 2.02, 2.08, and 2.22. The dope sites for Cu2+(A) and Cu2+(B) ions were located in 
the crystal structure. The effects of Cu2+ ions on crystal growth are discussed.

Introduction
ESR studies of Cu2+ doped crystals of various amino 

acids have shown that Cu2+ ions are usually located at ap­
proximately square-planar sites formed by two carboxyl 
groups and two amino groups.3*6 In crystals of L-histidine 
hydrochloride monohydrate, the Cu2+ ions are in a com­
pressed octahedral ligand field produced by a carboxyl 
group, a water molecule, two Cl-  ions, and two amino 
groups.7 No detailed information about crystals of Cu2+- 
doped, sulfur-containing amino acids has been reported 
previously.8 Attempts to prepare crystals of Cu2+ doped 
cystine-2HCl were made, but all the crystals which con- 
tained Cu2+ ions were found to be crystals of L-cystine di- 
hydrochloride dihydrate with the space group P2i. These 
are different from the previously investigated crystals of 
L-cystine dihydrochloride which have space group C2.9'10 
In this work, a crystal structure determination of L-cystine 
dihydrochloride dihydrate (P2i) and ESR studies of dope 
sites for Cu2+ ions were performed to provide information 
on Cu2+ ions in a sulfur-containing amino acid crystal and 
also to attempt to understand the role of Cu2+ ions in 
changing the crystal structure. The crystal structure is al­
most isomorphous with that of L-cystine dihydrobromide

dihydrate11 which had not been reported at the inception 
of this work. Two distinct ESR signals of Cu2+ ions, 
Cu2+(A) and Cu2+(B), were observed in the Cu2+ doped L- 
cystine dihydrochloride dihydrate crystals and the dope 
sites of Cu2+ ions were located in the crystal structure. It is 
inferred that the complex formation of Cu2+ ions with cys­
tine molecules stabilizes a particular configuration of L- 
cystine molecules.

Experimental Section
Procedure for Growing Crystals. Single crystals of Cu2+ 

doped L-cystine dihydrochloride dihydrate, 
HOOCCH(NH2-HC1)CH2SSCH2CH(NH 2.HC1)COOH- 
2H20, were obtained from degassed 5 N HC1 solutions con­
taining 0.8 M cupric chloride and 0.5 M L-cystine dihydro­
chloride by slow cooling. The deoxygenation was necessary 
to prevent the oxidation of L-cystine. A significant amount 
of cysteic acid was found by amino acid analysis of crystals 
grown from aerated solutions, whereas crystals which were 
grown from the carefully deoxygenated solutions did not 
contain any detectable amount of cysteic acid. A high con­
centration of Cu2+ ions in the HC1 solutions was required 
to obtain Cu2+ doped L-cystine dihydrochloride dihydrate
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TABLE I: Positional (X 104) and Thermal Parameters (x 103) for Heavier Atoms“

IUPAC
Atom name x/a y/b z/c utl u22 u33 ul2 U2 3

S(a) S,7 -7 4 9 7 (2 ) -2 7 4 7 (1 ) -3 6 3 1 (1 ) 29(1) 24(1) 13(0) 8(0) - 6 ( 0 ) -5 ( 0 )
S(b) S,7 -6 0 5 5 (2 ) -1 5 6 6 (1 ) -2 5 4 4 (1 ) 24(1) 18(0) 19(0) 1(0) 3(0) 1(0)
C(la) C,(3 -3 9 6 1 (8 ) -8 8 5 8 (4 ) —7115(4) 34(2) 22(2) 13(2) - 1 ( 2 ) 0 (2) 3(2)
C( lb ) C j -2 3 6 1 (7 ) -6 6 4 8 (4 ) -9 1 0 1 (4 ) 27(2) 22(2) 16(2) -7 ( 2 ) - 3 ( 2 ) 4(2)
C(2a) C,“ —3700(7) -4 0 5 2 (4 ) -3 5 0 8 (4 ) 27(2) 18(2) 13(2) 0(1) - 6 ( 2 ) 0(2)
C(2b) c 2q —105(7) -1 3 3 1 (3 ) -1 0 6 7 (4 ) 24(2) 15(2) 11(2) -1 ( 2 ) -1 ( 1 ) 0(1)
C(3a) C, —2741(7) -5 0 2 0 (4 ) -2 8 6 5 (4 ) 29(2) 22(2) 13(2) 0(2) -3 ( 2 ) 2(2)
C(3b) C2 -1 6 6 4 (7 ) -1 8 3 5 (3 ) 0(4) 27(2) 20(2) 15(2) -3 ( 2 ) -3 ( 2 ) 2(2)
N(a) N, -3 8 7 3 (7 ) —4145(3) -5 0 9 3 (3 ) 31(2) 27(2) 12(1) 6(2) -1 ( 1 ) 2(1)
N(b) n 2 -3 3 2 (6 ) -2 0 4 (3 ) -9 2 4 (4 ) 29(2) 18(2) 17(1) 2(1) -3 ( 1 ) 3(1)
O (la) o,' —1502(7) -5 0 0 0 (3 ) -1 8 2 9 (4 ) 64(2) 36(2) 26(2) 8(2) -2 4 ( 2 ) 0(2)
O (lb) <v —2762(6) —1387(3) -9 1 3 1 (3 ) 33(2) 32(2) 22(1) 1(1) 7(1) 2(1)
0 (2a) o r —3492(7) -5 8 2 9 (3 ) -3 4 9 4 (4 ) 41(2) 18(2) 32(2) —1(1) -1 0 ( 1 ) 4(1)
0 (2b) o r —1669(7) —2828(3) -2 2 0 (4 ) 47(2) 19(2) 41(2) -1 0 ( 2 ) 12(2) 0(2)
O (W l) —1805(8) -7 4 8 0 (3 ) -2 4 9 3 (4 ) 53(2) 27(2) 39(2) 4(2) 3(2) 6(2)
0(W 2) -2 3 0 9 (7 ) -2 1 6 7 (3 ) -6 0 2 0 (5 ) 47(2) 31(2) 45(2) 2(2) 0(2) 10(2)
Cl(l) -1 0 4 5 (2 ) 0.0 -4 2 9 6 (1 ) 26(0) 47(1) 18(0) 1(1) -3 ( 0 ) 11(0)
0 (2) —4757(2) —4111(1) -8 5 7 8 (1 ) 32(1) 19(0) 32(1) -3 ( 0 ) 4(0) 5(0)

“ The thermal parameter used was exp(—2n2Z ¡1. j Uijaj*aj*hjhj). No esd is given for the origin specifying y  parameter of 
Cl(l).

crystals. Crystals of L-cystine dihydrochloride (C2 form), 
which were grown from HC1 solutions of low Cu2+ ion con­
centration, did not contain any detectable amount of Cu2+ 
ions. The Cu2+ doped crystals of L-cystine dihydrochloride 
dihydrate have a pale green color. These crystals are not 
stable in air and disintegrate into powder. Crystals of L- 
cystine dihydrochloride dihydrate (P2j) could be easily dis­
tinguished from those of L-cystine dihydrochloride (C2), 
since the latter do not disintegrate under vacuum. The cu­
pric ion concentration in the crystal was estimated from 
ESR measurements of a polycrystalline sample prepared 
from the single crystal by comparison with the ESR ab­
sorption of known amounts of cupric ions. The amount of 
cupric ion incorporated into the crystal depends on the 
length of time for growing the single crystal and varied 
from 10~4 to 10-3 cupric ions per cystine molecule. The 
Cu2+ concentration in the crystals is too low to allow detec­
tion of the copper atoms by x-ray methods. The deuterated 
crystals were formed in the same way from DC1 solutions.

Structure Determination. The crystallographic data are 
as follows: space group P2i; cell dimensions (least-squares 
refinement using reflections measured at ±0) a = 5.882(1), 
b = 13.182(1), c = 9.390(1) A; /? = 90.77(2)°; V = 728 A3; Z 
= 2; dx = 1.593 g/cc; dm = 1.60(1) g/cc (flotation in n-pro- 
pyl alcohol-tribromomethane solution); x-radiation, Cu Ka 
(graphite monochromator, X 1.5418 A); u 4.69 cm-1; crystal 
habit, monoclinic prismatic elongated along a; faces devel­
oped, ¡0 11) with additional minor development of ¡001); dif­
fractometer, Nonius CAD-4; crystal size for data collection, 
a sphere approximately 0.3 mm in diameter. The intensity 
data were collected by methods previously described.12 The 
intensities of three standard reflections, (312), (262), and 
(080), were measured sequentially at hourly intervals and 
also after every 51 reflections. There was no significant 
drop in the intensities of the standards. 1449 “ observed” 
and 55 “ unobserved” reflections at the 1 a level were used 
for structure determination and refinements.

The structure was solved by the heavy-atom method. 
Scattering factors for C, N, O, and Cl were taken from the 
International Tables of X-ray Crystallography13 and, for H, 
from the work of Stewart et al.14 The positions of two chlo­
rine and two sulfur atoms were determined from a Patter­
son map. These four atom positions gave an R factor of 0.33

TABLE II: Positional Parameters for Hydrogen Atoms 
(X l0 3)

Atom x/a y/b z/c U(X 102)

H(la) -2 8 1 (9 ) -9 4 6 (4 ) -6 9 8 (5 ) 2(1)
d a ') —416(12) -8 8 2 (6 ) —831(7) 5(2)
(lb ) -3 1 8 (1 0 ) -6 2 0 (5 ) -9 7 9 (6 ) 5(1)
d b ') -2 3 1 (8 ) -7 4 1 (4 ) -9 3 7 (5 ) 4(1)
(2a) -2 6 0 (7 ) -3 4 9 (3 ) -3 3 2 (4 ) 1(1)
(2b) —102(8) -1 5 6 (5 ) —213(5) 2(1)
(0a) -3 1 4 (1 1 ) -6 4 1 (5 ) -3 2 4 (6 ) 3(2)
(0b) —278(11) -3 2 1 (6 ) -9 4 9 (7 ) 6(2)
(Na) —526(13) -4 3 9 (5 ) -5 3 8 (7 ) 4(2)
(N O —259(12) -4 6 3 (6 ) -5 4 9 (8 ) 4(2)
(Na") —355(11) —342(6) -5 6 1 (7 ) 5(2)
(Nb) —172(12) 2(6) -1 2 6 (7 ) 4(2)
(Nb') -9 4 1 (1 6 ) 13(8) —154(9) 11(3)
(Nb") -9 7 6 (1 1 ) -1 ( 5 ) —8(7) 3(1)
(W l) -3 1 (1 3 ) —762(7) -3 1 4 (8 ) 9(2)
(W l') -3 0 9 (1 5 ) -8 0 4 (7 ) -2 5 4 (9 ) 11(3)
(W2) —325(14) -1 9 1 (7 ) -6 8 5 (9 ) 8(3)
(W2') -1 6 8 (1 3 ) -1 6 7 (7 ) -5 3 9 (8 ) 6(2)

and at this stage the whole molecular framework could be 
seen in an Fn map. The structure was refined by full-matrix 
least-squares using anisotropic thermal parameters to R =
0.057 without including H atoms. All the hydrogen atoms 
could be seen in a difference map at this stage. The hydro­
gen atoms were then included in the refinement with iso­
tropic thermal parameters and convergence was reached at 
an R factor of 0.051 (observed reflections only). Other in­
dices at the end of the refinement were 2 u72(|Fn| — \ F^)2/(n 
— m) = 2.9 where n = number of observations and m = 
numbers of parameters and Rw = (Sic^Eol — | FJ)2/ 
2 iz>2F02)1/2 = 0.088. The final atomic positions are given in 
Tables I and II. The function minimized in the least- 
squares calculations was 2 ie2(|P0| -  IPJ)2 where w is de­
fined in the work of Peterson and Levy.15

ESR Measurements. Single crystals approximately 3 X 2  
X 1 mm3 were mounted on lucite rods each of which had an 
inclined surface prepared so that one of the crystallograph­
ic axes (a, b, or c*) was parallel to the vertical axis of the 
rod. The crystals were rotated in the static magnetic field 
(Ho) around the a, b, and c* axes at intervals of 5 or 2.5°. 
All the ESR spectra were measured with a Varian E-9 X-

The Journal o f Physical Chemistry, Vol. 80, No. 2, 1976



ESR Study of Cu-doped L-Cystine 205 , ,

Figure 1. Molecular conformation and bond lengths of divalent cation 
of L-cystine in the crystal. The esd's are 0.002 A for S-S bond, 
0.004-0.005 A for C-S bonds, and 0.005-0.007 A for C-C bonds. 
This drawing was made with the o r t e p  program , 16 using 30% prob­
ability ellipsoids. Hydrogen atoms are indicated by arbitrary spheres.

band spectrometer. A typical setting for measurements was 
the following: modulation frequency, 100 kHz; modulation 
amplitude, 2 G; microwave power, 20 mW. All the measure­
ments were performed at 77 K using a Varian liquid nitro­
gen insert Dewar. Polycrystalline DPPH was used as the g 
marker. All the elements of the g and hyperfine tensors 
were obtained by least-square methods. The effects of qua- 
drupole coupling and second-order effects on hyperfine 
splittings were neglected to obtain the elements of the ten­
sors.4

Results

Structure of L-Cystine Dihydrochloride Dihydrate. The 
molecular structure and bond lengths of the divalent cation 
of L-cystine dihydrochloride dihydrate is shown as an 
ORTEP drawing16 in Figure 1. The bond angles are listed in 
Table III. The averages of the bond lengths and angles 
among the chemically equivalent parts of L-cystine dihy­
drochloride dihydrate in the present study closely agree 
with those reported for L-cystine dihydrobromide dihy­
drate,11 L-cystine dihydrochloride,3’10 and L-cystine hydro­
bromide.17 The values of the present work and those re­
ported for hexagonal18 and tetragonal19 L-cystine crystals 
are also in reasonable agreement, except for the fact that, 
in the salts, the two C -0  bonds are of different lengths un­
like the situation in the free acid where the near equality 
was ascribed to a zwitterionic structure. While the dihydro­
bromide dihydrate and the present crystals are not exactly 
isomorphous, the agreement of bond lengths and angles is 
close and the fractional coordinates of the atoms are very 
similar if one allows for the differences in the axial labels 
and the origin. The torsion angles in the present structure 
(Table IV) are very similar to these for L-cystine dihydro­
bromide dihydrate; the biggest difference lies in the N (b)- 
C (2b)-C(3b)=0(lb) torsion angle which is —5° in the 
present structure and 0° in the dihydrobromide dihydrate.

TABLE III: Bond Angles (deg)
i = 1 i = 2

S,-7—S,-7—C 103.3(1) 99.5(2)
S,-7-C,.i5-C,a 114.1(3) 113.3(3)
Cjß—Cja—N, 110.2(3) 110.5(3)
C,-0—Cja—C¡ 108.8(4) 113.3(3)
N; Cja—Cj 110.3(4) 108.6(3)
Cja—C—0¡ 121.3(4) 124.5(4)
C f—Ci—Oj" 112.9(4) 109.3(4)
Of —Cj—Oi” 125.7(5) 126.2(4)

a For the first angle i = 1 and j = 2 , and for the second
angle i -  2 and j = 1. In the nomenclature of this paper 
these angles correspond to S(b)—S(a)—C(la) and S(a)—
S(b )—C(lb), respectively

TABLE IV : Torsion Angles (deg)
IUPAC (1970)
designation0

r(C2ß—S27—S,7—Cjß) X 3 -8 0
T1(Sjy - s iy - c iß -c i<*)b (x ,2, x22) (—81, -7 1 )
T 2 ( S¿7 —C¡P—C¿a —N ,• ) (x ,\ x 2') (—56, -8 5 )
T2(S,-7-C,-0-C,a-C,) (-1 77 ,1 53 )
r2(NI- C I“ - C , = 0 1’ ) ( x . ' .x .1) (1 4 5 ,-5 )

a See ref 22. b r2(Sy7—S,-7—Cfi—C,-“ ) designates :wo 
equivalent torsion angles. For the first torsion angle ; = 1 
and j = 2 , and for the second torsion angle i = 2 and j = 1 .
In the nomenclature of this paper these torsion angles 
correspond to r [S(b)—S(a)—C(la)—C(2a)] and r[S(a)—
S(b )—C( 1 b )—C( 2b ) ], respectively.

Individual values of bond lengths in the present structure 
agree reasonably with those quoted by Sutton et al.,20 ex­
cept that the C-N bonds show the lengthening, first noted 
by Birnbaum,21 usually present when a nitrogen atom is 
ionized. In the chemically equivalent parts of the present 
molecular structure, differences in the bond lengths are ap­
parent but do not reach the 3cr level. Five pairs of angles 
are significantly different, however, S -S -C (l), C( 1 )—C(2)— 
C(3), C (2)-C (3)-0(l), C(2)-C(3)-0(2), and N-C(2)-C(3), 
and it is interesting that these are the same angles which 
show differences in the same sense in the dihydrobromide 
dihydrate, although there only two of the pairs were signifi­
cantly different. It is much more likely that the effect of 
the unsymmetrical environment should be shown by the 
bond angles, in view of relative magnitudes of the force 
constants for bending and stretching of bonds. Since the 
trends are similar in both structures, one may conclude 
that the differences are real.

The average C-H, N-H, and O-H lengths in the present 
structure are 1.06, 0.97, and 0.99 A with average esd’s of
0.05, 0.08, and 0.08 A, respectively. Possible hydrogen 
bonds are listed in Table V. On the bases of van der Waals 
radii23 and hydrogen bond angles, ten hydrogen bonds ap­
pear probable. The remaining two hydrogen atoms, H(Nb') 
and H(W2), may also form hydrogen bonds but, since 
unique linkages cannot be assigned, the bonds may be weak 
bifurcated ones and in the case of H(Nb'), there may also 
be an additional electrostatic attraction. The Nia)-H(Na)- 
-0 (1 ) and 0(W2)-H(W2')- -0 (1 ) bonds are also appar­

ently relatively weak since the heavy atom distances are 
comparable with the appropriate sums of van der Waals 
radii, although H-Y distances are considerably less than 
van der Waals contacts. Both of the hydroxyl hydrogen 
atoms of the carboxyl groups appear strongly bonded to a 
Cl-  ion or the oxygen atom of water. One hydrogen atom of 
each amino group makes a strong H bond with an oxygen
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TABLÉ V : Possible Hydrogen Bonds
Bond description0

X -H -Y dH —Y> A dx - Y .  A X—H---Y, deg

0(2a)—H(Oa)—0(W1 ) 1.76(7) 2.565(5) 165
0(2b)—H(Ob)-~0 (2 ) 1.88(7) 2.935(4) 166
N(a)—H(Na)—C l(l)1 2.33(8) 3.239(4) 170
N(a)—H(Na')—0 (1  ) 2.20(7) 3.164(4) 149
N(a)—H(Na” )—0(W2) 1.85(8) 2.903(6) 161
N(b)—H(Nb)—Cl(2)1 2.37(7) 3.256(4) 159

i N(b)—H(Nb')—Cl(2) 2.65(9) 3.360(4) 136
\ N(b)—H(Nb')—Cl(l) 2.76(8) 3.164(4) 117

N(b)—H(Nb")—O(la) 1.93(6) 2.801(5) 164
0(W1 )—H(W1 )—0(W2 )H 1.84(8) 2.841(6) 150
0(W 1)-H(W 1')—Cl(2)nI 2.17(9) 3.127(4) 149

(0(W 2)—H(W2)~-O(lb) 2.27(8) 3.105(5) 139
\0(W2)—H(W2)—0(2a)iv 2.41(8) 3.065(6) 122
0(W2)—H(W2')—C l(l)v 2.46(9) 3.362(4) 159

“ Symmetry operations are indicated as follows: 
IV, 1 - x ,  —»/a + y ,  1 — z; V, —x, —Vi + y, 1 — z.

None, x, y, z: I, 1 + x, y ,  z; II, —x, Vi + y ,  1 — z; III, 1 — x, Vi + y, 1 — z;

Figure 2. Packing diagram, stereo pair. The direction of projection is a. Cu2+(A) and Cu2+(B) are indicated as Cu1 and Cu2, respectively.

atom of a carboxyl group or a water molecule. The molecu­
lar packing is illustrated in Figure 2, which includes esti­
mated positions of Cu2+ ions. The packing is similar to that 
reported for L-cystine dihydrobromide dihydrate.9 It may 
be seen that N(b), Cl(l), N(a), and Cl(2) are almost in a 
plane. N(a), 0 (2 ), N(b)*, and 0 (1 )*  are also found to be 
almost coplanar, where N(a) and 0 (2 ) are in the same po­
sitions as in the former plane but N(b)* and 0 (1 )*  are one 
unit away along the a axis from the former N(b) and 0 (1 ) 
atoms. The former plane is almost a square with sides rang­
ing from 3.2 to 3.4 A. The latter plane is almost a rhombus 
whose four sides are from 3.2 to 3.3 A with an acute angle of 
about 72°. The discrepancy of the atom positions from the 
planes for both groups of atoms is less than 0.2 A. The 
angle between these planes is about 133°. The arrangement 
of these planes could be described as zigzag bands along the 
a axis. Cystine molecules stay between two zigzag bands. 
The hydrogen bonds from water molecules and carboxyl 
groups to Cl-  ions or amino groups appear to link the 
bands.

ESR Absorptions of Cu2+ Ions. The ESR spectra of 
Cu2+ ions in crystals of L-cystine dihydrochloride dihy­
drate which were grown in a few days are depicted in Fig­
ures 3 and 4. These crystals had concentrations of about 
10-4 Cu2+ ions per L-cystine molecule. Two different kinds 
of ESR absorptions due to Cu2+ ions were distinguished, 
which will be called Cu2+(A) and Cu2+(B) absorptions. The 
integrated areas of Cu2+(A) and Cu2+(B) absorptions are 
almost the same. Only one set of ESR absorptions due to 
Cu2+(A) ions was observed at all the orientations of the

crystal with respect to the static magnetic field (Ho), al­
though the symmetry of the crystal is This fact
suggests that one of the principal axes of the Cu2+(A) com­
plexes should be parallel to the crystallographic b axis. 
Four hyperfine lines of Cu2+(A) were split into four sets of 
four equally spaced lines with almost equal intensities, Fig­
ures 3c and 4c. This superhyperfine splitting due to some 
ligands was maximized at the orientation of Ho parallel to 
the b axis, where the superhyperfine splitting became equal 
to that due to the 63Cu nucleus, and the observed spectrum 
was simplified into seven lines with additional lines due to 
the 65Cu isotope, Figures 3a and 4a. The theoretical inten­
sities are shown by stick diagrams, where the hyperfine 
splittings due to 63’65Cu nuclei and the superhyperfine 
splitting which gave four equally spaced lines were consid­
ered. The four equally spaced lines with equal intensities 
were attributed to a coupling with a nucleus of /  = %. The 
only nuclei in this crystal with /  = % are e3’65Cu and 35>37C1. 
There was no indication of the copper-copper interactions 
which have been observed in other systems25’26 and hence 
one of the ligands for Cu2+(A) ions was identified as a Cl-  
ion. 37C1 isotope effects are possible in the ESR signals but 
were not identified.

The crystals grown from HC1 (H crystals) and from DC1 
(D crystals) showed differences in ESR spectra at certain 
orientations. In the D crystals, Cu2+ ions showed only four 
lines due to hyperfine coupling with the 63Cu nuclei with 
satellite lines due to 65Cu nuclei as shown in Figure 4d. At 
the same orientation of the H crystals, four sets of multiple 
lines were observed as shown in Figure 3d. These addition-
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2, Cu*(A).
Cu (B) --------------.------

200G DPPH

Figure 3. ESR spectra of Cu2+-doped L-cystine dihydrochloride dihy­
drate at 77 K. The crystals were grown from HCI solutions in 2-3 
days, (a) H0 is parallel to the b axis, (b) H0 is in the be' plane and 
15° from the b axis, (c) H0 is in the be' plane and 130° from the b 
axis, (d) H0 is in the ac* plane and 110° from the a axis, (e) H0 is in 
the ac* plane and 70° from the a axis.

Figure 4. ESR spectra of Cu2+-doped L-cystine dihydrochloride dihy­
drate at 77 K. The crystals were grown from DCI solutions in 2-3 
days, (a) H0 is parallel to the b axis, (b) H0 is in the be' plane and 
15° from the b axis, (c) H0 is in the be' plane and 130° from the b 
axis, (d) H0 is in the ac* plane and 110° from the a axis, (e) H0 is in 
the ac* plane and 70° from the a axis.

al splittings in the H crystals are attributed to the superhy- 
perfine coupling with exchangeable hydrogen atoms at­
tached to or close to the ligand atoms. The spectrum could 
be explained in terms of superhyperfine splittings due to 
two nonequivalent hydrogen atoms and this interpretation 
is illustrated by a stick diagram below Figure 3d. The ex­
changeable hydrogen atoms in the crystal were those of 
amino groups, carboxyl groups, and water molecules. If 
amino groups were the ligands for Cu2+(A) ions, the su­
perhyperfine structure of a triplet or a combination of trip­
lets due to the nitrogen nuclei (1 = 1) would be expected in 
the D crystal as has been observed in other deuterated 
amino acid crystals.4,5 However such a superhyperfine 
structure was not observed in the present study and hence 
the amino groups were eliminated as the ligands. The car­
boxyl groups could be the ligands but usually carboxyl 
groups are ionized to complex with Cu2+ ions27 and there­
fore superhyperfine splitting due to exchangeable hydrogen 
atoms of carboxyl groups would not be expected. The most 
likely ligands are water molecules. It is not clear whether 
the two hydrogen atoms belong to one or two water mole­
cules. The superhyperfine splittings due to the exchange­
able hydrogen atoms were anisotropic and were not re­
solved at orientations where Cl-  superhyperfine splitting 
was well resolved. This would not be the case if the Cu2+-  
Cl-  bond had the same direction as the Cu2+-OH 2 bond.

Furthermore the superhyperfine splittings due to the ex­
changeable hydrogen atoms were not resolved at the orien­
tations where Ho is close to the direction of the maximum g 
value.

The principal values and the direction cosines for g, 63Cu 
hyperfine [A(63Cu)], and 35C1 superhyperfine [A(35C1)] ten­
sors are listed in Table VI. The principal values of the g 
and hyperfine tensors are quite similar to those of Cu2+ 
ions in the square-planar ligand field observed in other 
Cu2+ doped amino acids.3-5 The superhyperfine coupling 
tensor of the Cl-  ion is almost axially symmetric and hence 
the Cu2+(A)-Cl-  bond is in the direction of the symmetry 
axis.28 The Cl-  and H20  ligand molecules should be in a 
plane which is perpendicular to the direction vector for 
maximum g value. The ligands other than these could be 
oxygen or sulfur atoms which would not give rise to any ad­
ditional splittings.

The Cu2+(B) absorptions were well resolved only at cer­
tain orientations of the D crystal, Figure 4b,e. Four sets of 
multiple lines were observed in the D crystal as shown in 
Figure 4e, but for the H crystal the lines were not well re­
solved at the same orientation, Figure 3e. This difference of 
Cu2+(B) absorptions between in the H and D crystals indi­
cates that some exchangeable hydrogen atoms may contrib­
ute to the ligand-hyperfine structures of Cu2+(B) absorp­
tions and also that at least one of the ligands may be the

The Journal o f Physical Chemistry, Vol. 80, No. 2, 1976



208 Kom inam i, Riesz, Akiyam a, and S ilverton

TABLE VI: The g and Hyperfine Tensors and the Corresponding Direction Cosines for Assignments of Cu2+ Complexes 
in L-Cystine Dihydrochloride Dihydrate

g A (63Cu), G A(35C1), G

Dire

a

ction cosines 

b c*

2.058 17 Cu2+(A) 1? (0.0, 1 .0 , 0.0)
2.073 23.5 0 -3 ° (0.882, 0 .0 , -0 .471 )
2.343 127 0 -3 (0.471, 0 .0 , 0.882)
Cu2+ (A)—Cl(2)* (-0.052, ±0.989, -0 .139 )
0(W1 )—0(2b) (0.829, t0.100 , —0.550)
Z c (0.559, ±0.144, 0.816)

Direction cosines
g a b c*

2.02 ± 0.02 Cu2+(B) (—0.71, ±0.39, -0 .5 8 )
2.08 ± 0.02 (—0.41, ±0.43, 0.80)
2.22 ± 0.01 (0.57, ±0.81, -0 .1 5 )
Cl( 2 )—Cl( 1 ) (-0 .758, ±0.260, -0 .6 00 )
N(a>—N(b) (-0 .527, ±0.297, 0.796)
Cu2+ (B)—S(b)d (0.438, ±0.893, 0.10 2 )

a A 3-G splitting was estimated from the line width. b The position of Cu2 + (A) ion was assumed to be at the middle of 
0(W1) and 0(2b). c Z direction vector was calculated from the vector product of 0(W1)—0(2b) and Cu2+(A)—Cl(2) 
vectors. d The position of Cu2+(B) ion was assumed to be at the center of the square formed by Cl(2), Cl(l), N(a), and N(b).

Figure 5. ESR spectrum of Cu2+-doped L-cystine dihydrochloride di­
hydrate at 77 K. The crystals were grown from DCI solution in 2 
weeks. H0 is parallel to the b axis.

amino group of a cystine or a water molecule. Pour sets of 
more than five lines were observed as shown in Figure 4e 
and these could not be attributed only to two equivalent 
amino nitrogen atoms which would give rise to four sets of 
five lines. Four sets of seven lines would be expected if two 
Cl-  ions were bound equivalently to the Cu2+ ions. The 
fact that well-resolved Cu2+(B) absorptions were not ob­
served at most of the orientations made it difficult to esti­
mate the hyperfine tensor. The uncertainty in the assign­
ments of the center of the absorptions is of the order of 10
G. An error of 10 G would result in Ag = 0.007 which is 
small in comparison with the observed change of the g  
value from 2.05 to 2.2 and hence the g tensor could be cal­
culated. However a 10-G error is too large for a meaningful 
calculation of the hyperfine coupling whose estimated 
change is about 20 G. Table VI lists the principal values 
and direction cosines of the calculated g tensor. The princi­
pal g values are not exactly axial but the two smaller values 
are rather similar. The g values are closer to those observed 
for elongated octahedral or square-planar ligand fields 
than those for the compressed octahedral field.29,30

The ESR spectra shown in Figures 3 and 4 contain addi­
tional lines which cannot be explained by the Cu2+(A) and 
Cu2+(B) absorptions. These additional ESR signals in­
creased if a longer time was taken to grow the crystals. A 
crystal which took 2 weeks to grow showed complicated ab­
sorptions, Figure 5, and the total Cu2+ ion concentration of 
this crystal was about 10-3 Cu2+ ions per cystine molecule. 
The concentration of Cu2+(A) ions in this crystal was about 
a factor of 3 greater than in the crystals whose ESR spectra 
are shown in Figures 3 and 4. The contribution.^ of the 
Cu2+(B) absorptions could not be estimated because of 
overlapping of other signals. Figure 5 clearly shows the ex­
istence of several other sites where Cu2+ ions can complex 
in the crystal of L-cystine dihydrochloride dihydrate. This 
spectrum is too complicated to be analyzed at this stage.
Discussion

Dope Sites for Cu2+(A) and Cu2+(B] Ions. It was in­
ferred that the Cu2+(A) ion was in a square-planar ligand 
field

X
'^:cu-+(A):

Y

.OH,

'c r
where X is a ligand which does not show any additional 
splittings and Y could be another H20  molecule. A water 
molecule and a chlorine ion make one side of the square 
and the Cu2+(A)-Cl~ bond direction is estimated to be par­
allel to the b axis. The bond lengths of the Cu2+-OH 2 and 
Cu2+-Cl~ bonds are usually in the range of 2.2- 2.4 and 
2.2- 2.3 A, respectively.31-33 Hence the distance between 
the oxygen atom of the water molecule and the Cl-  ion in 
the square was calculated to be about 3 A and the H20-C1~ 
direction should be at an angle of about 45° to the b axis. 
The only pair of a water molecule and a Cl“  ion which can 
satisfy these conditions is a pair of H20(W1) and Cl(2) in 
the crystal. In a similar way, the third ligand can be identi­
fied to be the oxygen atom, 0 (2b), of the carboxyl group. 
However, no atoms could be found at the position where 
the fourth ligand was expected. It is possible that the mo­
lecular configuration is distorted around the Cu2+(A) ion in 
the unit cells which actually contain the Cu2+ ions. In such
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a unit cell an oxygen atom of the carboxyl group or a sulfur 
atom of the disulfide bond might be displaced to the posi­
tion of the fourth ligand. The assumed positions for 
Cu2+(A) ions are illustrated in Figure 2. The principal 
values for the g and hyperfine tensors for the Cu2+(A) com­
plex could also be explained as the Cu2+(A) ion in an elon­
gated octahedral field but the other two ligands required 
for an octahedral field are not present in the crystal struc­
ture. The estimated direction cosines for Cu2+(A)-ligand 
bonds are listed in Table VI and are in good agreement 
with the principal directions of the g and hyperfine tensors. 
The direction of the Cu2+(A)-Cl-  bond is not exactly par­
allel to the b axis and hence two Cu2+(A) absorptions 
would be expected when Ho is in the ab or be* plane. How­
ever, only one absorption for Cu2+(A) ions was observed at 
these orientations. These results could also be explained if 
the situation in the unit cells actually containing Cu2+ ions 
was not exactly the same as that in the bulk structure given 
by the x-ray results.

The principal g values for Cu2+(B) ions are listed in 
Table VI and they do not correspond exactly to the axially 
symmetric ligand field case, but for simplicity axial sym­
metry around Cu2+(B) ions will be assumed. The direction 
for the maximum g value is the direction of the symmetry 
axis in the case of an elongated octahedral or a square-pla­
nar ligand field. A square made by two amino groups and 
two Cl-  ions could be found in the crystal and the direction 
perpendicular to the square was found to be almost parallel 
to the direction for the maximum g value. If we assume 
that the Cu2+(B) ion is located in the center of the square, 
the calculated lengths of Cu2+(B)-Cl~ and Cu2+(B)-NH2 
bonds were 2.25 and 2.35 A, respectively. These bond 
lengths are similar to those in other Cu2+ complexes.32”35 A 
sulfur atom, S(b), of the disulfide bond is located at a posi­
tion 2.9 A away from the center of the square and the direc­
tion for the assumed Cu2+(B)-S(b) bond is almost perpen­
dicular to the square. This calculated length for the as­
sumed Cu2+(B)-S(b) bond is longer than those for reported 
Cu2+-S  bonds which range from 2.3 to 2.6 A.36 37 However 
a slight distortion of the molecular configuration might 
make this Cu2+(B)-S(b) bond possible. The direction co­
sines for C1(1)-C1(2), N(a)-N(b), and Cu2+(B)-S(b) bonds 
are listed in Table VI and they are in good agreement with 
the observed principal directions for the g tensor of 
Cu2+(B) ions. The estimated positions of the Cu2+(B) ions 
are illustrated in Figure 2. The sixth ligand for the octahe­
dral ligand field around the Cu2+(B) ion could not be locat­
ed in the crystal structure. Complicated ligand hyperfine 
lines could be expected from this ligand field. At arbitrary 
orientations of the D crystal, four sets of 5 X 7 lines could 
be expected. These considerations explain why the Cu2+(B) 
absorptions are not well resolved at most orientations.

Effect of Cu2+ Ions on Crystal Growth. The crystals 
usually grown from L-cystine-HCl solutions are L-cystine 
dihydrochloride crystals which belong to the C2 space 
group and this paper represents the first report of the oc­
currence of crystals of L-cystine dihydrochloride dihydrate 
in the P2i space group. Crystals of L-cystine-2HCl (C2 
form) were also grown from solutions of low Cu2+ ion con­
centration in our experiments but these crystals did not 
contain any detectable amount of Cu2+ ions. More than 20 
crystals of L-cystine-2HCl-2H20  (P2! form) were grown 
under slightly different conditions and all were found to 
contain Cu2+ ions. These facts suggest that Cu2+-L-cystine 
complexes may be necessary to produce the P2i crystals of

L-cystine-2HCl-2HoO. The P2i molecular packing of the L- 
cystine-2HCl-2H20 may be a metastable configuration in 
HC1 solution and Cu2+ ions may stabilize this configura­
tion. This is supported by the observation that L-cystine- 
2HBr-2H20  crystals have an almost isomorphous struc­
ture.9 A square made by two Cl-  ions and two amino 
groups plays an important role in the arrangement of H 
bonds as shown by x-ray studies. ESR studies located the 
Cu2+(B) ion in the center of this square. Almost the same 
square is found in L-cystine-2HCl crystals (C2 form) but 
the surroundings of this square are different in crystals of 
L-cystine-2HCl-2H20  (P2i form). One of the sulfur atoms 
of the disulfide bond is located in a position 2.9 A from the 
center of the square in L-cystine-2HCl-2H20  crystals (P2i 
form) but in L-cystine-2HCl crystals (C2 form) the distance 
between the center of the square and the nearest sulfur 
atom is 4.9 A.9'10 In L-cystine-HCl solutions containing a 
high concentration of Cu2+ ions, a Cu2+ ion may complex 
with two Cl-  ions, two amino groups of two cystine mole­
cules, and one sulfur atom of the disulfide bond. It seems 
likely that Cu2+ ions stabilize a particular configuration of 
L-cystine molecules. The same configuration could be 
formed at the other ends of the cystine molecules with or 
without Cu2+ ions. A crystal could grow on a nucleus pro­
duced by several cystine molecules connected according to 
the same scheme. Only a very low concentration of Cu2+ 
ions could be introduced into the crystals and this may in­
dicate that the Cu2+ ions play a role only in the inception 
of the crystal formation but do not produce a stable Cu2+-  
complex crystal. This is consistent with the previous 
suggestion that the configuration of cystine molecules 
around the Cu2+ ion is somewhat different from the bulk 
conformation given by the x-ray results.
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Dielectric dispersion in n-propylbenzene has been studied between 150 and 138 K over the frequency range 
102 to 105 Hz. The results are described accurately by the Cole-Davidson skewed-arc function which has 
been used previously for a large number of liquids and has generally been interpreted as indicating the im­
portance of cooperative intermolecular effects in the dynamical behavior. The interpretation of earlier 
work on similar compounds in terms of a few discrete relaxation times is examined.

Introduction

Static1-2 and dynamic3 dielectric properties of a number 
of alkyl benzenes have been measured at room temperature 
and above. The dispersion behavior is somewhat ambigu­
ous because of the limited number of microwave frequen­
cies used and the small values of dielectric increment and 
loss arising from the small dipole moments (0.1 to 0.5 D). 
Since viscosity studies by Barlow, Lamb, and Matheson4 
indicated that several of these alkyl benzenes would under­
cool it appeared that the dispersion spectrum could be ex­
amined in the audio-radiofrequency region at low tempera­
tures and its character determined more easily. Of the 
three materials tried in this study (isopropylbenzene, n- 
butylbenzene, and n -propylbenzene) only the latter could 
be undercooled sufficiently.

A second reason for studying the dispersion behavior of 
these compounds is to enable comparisons to be made be­
tween the spectra of nonhydrogen bonded liquids with low 
and high dipole-dipole interactions. Extensive data are 
available for a number of aliphatic bromides5-8 (p ~  2.0 D). 
Dilution of the dipole interaction by solution measure­
ments in a readily undercooled solvent (2-methylpentane) 
led to disappointing results since the resulting dispersion 
could not be characterized by any simple analytic func­
tion.9 (The present authors believe this result was due to a 
combination of dispersions of solute and solvent which, 
though in quite different frequency ranges in the pure state 
at the same temperature, probably overlap significantly in 
the mixture because the molecular environments are simi­
lar.) With the alkyl benzenes the dipole interactions should

be considerably smaller though differences in molecular 
shape and bond moment distribution may make it difficult 
to make precise quantitative estimates.

Experimental Section

n-Propylbenzene was deoxygenated by a stream of nitro­
gen and then distilled over P2O5 through a Vigreux column 
in a nitrogen atmosphere. The middle portion of the distil­
late was stored under nitrogen. This portion showed only 
one peak on the gas chromatograph and the static dielectric 
constant and refractive index at 20°C were in good agree­
ment with literature values: to = 2.370 (2.372Ib), no = 
1.4921 (1.492010).

Dielectric constant (c') and loss (e") measurements in the 
range 102 to 104 Hz were made with a General Radio 1620- 
A capacitance measuring assembly and extended to 10s Hz 
with a Cole-Gross bridge.11 The three-terminal coaxial cell 
had a nominal air capacitance of 8 pF and calibration 
showed that stray capacitance effects were negligible. Tem­
perature measurement and control were accomplished as 
described previously.12 Static dielectric constants were 
measured from 298 to 138.3 K and dispersion parameters 
determined from 149.4 to 138.3 K. The n-propylbenzene 
could be cooled to the lowest temperature used and then 
reheated slowly through the melting point with no evidence 
of freezing, either visual or electrical.

For a given temperature, errors in the dielectric constant 
(assuming no error in the air capacitance) are estimated to 
be in the range 0.2-0.3% while loss values may have errors 
of 4-5% at the frequency extremes although 1-2% is more
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likely in a wide range around the loss maximum. The room 
temperature air-capacitance value was used in all calcula­
tions. The listed temperature is estimated to be within 0.2° 
of the correct value.

Results

Complex plane plots of the data were asymmetric and 
were analyzed in terms of the Cole-Davidson equation13

«* =  £' — i f "  =  £1 +  (fo — £ l ) / ( l  +  i<JTo)P (1)

where to and £i are the low- and high-frequency limits of 
the dielectric constant, t', a> is the angular frequency (= 
lirf), to is a characteristic relaxation time, and d is a dimen­
sionless parameter in the range 0 to 1 .

The parameters t o ,  /3, and £i were determined with the 
aid of a GE TSS/645 computer. Trial values were incre­
mented over a range consistent with the observed complex 
plane plots and the best fit was taken to be the set of pa­
rameters which minimized the function

^  _  p SqX G 'obsd  ~  t 'ca icd lA 'o b sd )2 j 1/2 +

2 J U " o b s d  ~  S c a le d )A " o b s d )2 1 1' 2

M  J
where M is the number of frequencies. As shown in Table I, 
the values of S range from 0.01 to 0.045 with about 90% of 
the contribution from deviations in loss values. Calculated 
and observed values of e' and t" for one temperature are 
plotted in Figure 1. The agreement for each frequency is 
well within the experimental errors cited above.

Table I lists a representative set of dispersion parame­
ters taken from two runs. Generally ti values are estimated 
to have a precision of ±0.005 and d of ±0.02. These esti­
mates may be exceeded somewhat at the highest two or 
three temperatures in the dispersion region where the high- 
frequency portion of the spectrum is least well defined, t o , 

the cutoff relaxation time of the Cole-Davidson represen­
tation, has the temperature dependence generally observed 
for undercooled liquids in the region where the viscosity 
exceeds about 102 P (see Figure 2). The curve is slightly 
convex toward the abscissa in a log to — 1 IT plot.

The asymmetry parameter, /3, increases with increasing 
temperature but the temperature range is too small to 
allow any extrapolations. A value of ¡3 = 1 corresponds to 
the familiar Debye locus representing a single exponential 
relaxation process.

One interesting contrast between the relaxation behavior 
of n-propylbenzene and that in the aliphatic bromides lies 
in the apparent absence in the former of any appreciable 
deviations from the Cole-Davidson (skewed-arc) analytic 
function at high frequencies. One could argue that the low­
est temperatures used were not such as to show these de­
viations in the frequency range used. However, comparison 
of the £i values found here with values of no, n i (refractive 
index extrapolated to zero frequency considering only elec­
tronic polarization), and £«, (which adds to n i  a contribu­
tion due to atomic polarization) extrapolated to the same 
temperature region indicates there can be little contribu­
tion from high-frequency deviations. [Room temperature 
values of n .  are taken from Forziati10 and the contribution 
from atomic polarization is based on Altshuller’slb assump­
tion that the value for n-propylbenzene is the same as that 
for the nonpolar 1,3,5-trimethylbenzene. Values of nn, n i, 
and £» in our temperature range were calculated assuming

TABLE I: Dielectric Dispersion Parameters for 
n -Propylbenzene
T, K eo e, 10 6 r0, sec & S

293.3 2.370
248.9 2.465
205.2 2.581
149.4 2.777 2.466 2.58 0.75 0.033
147.4 2.786 2.472 5.58 0.74 0.010
146.4 2.790 2.474 8.12 0.745 0.018
145.3 2.794 2.475 13.0 0.72 0.021
144.5 2.797 2.475 18.5 0.74 0.045
143.5 2.803 2.477 31.8 0.71 0.025
142.5 2.806 2.478 50.4 0.71 0.033
141.5 2.812 2.477 76.5 0.715 0.024
140.5 2.815 2.478 141 0-67 5 0.019
139.5 2.820 2.480 254 0.665 0.027
138.3 2.824 2.479 473 0.635 0.037

Figure 1. Complex plane diagram for n-propylbenzene at 139.5 K:
0 , observed values; X, values from eq 1 using parameters in Table
1. (Numbers beside points are frequencies in kHz.)

Figure 2. Log t 0  (relaxation time parameter) vs. reciprocal absolute 
temperature for n-propylbenzene.

the Clausius-Mossotti relation for each to be temperature 
independent. Timmermans14 gives density values for n- 
propylbenzene from 296 to 177 K and it is a linear function 
of T over this range. Also, Barlow et al.4 found the density 
to be linear within 0.1% from 320 to 150 K. Extrapolation 
to the region of interest here (149 to 138 K) can be made
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with an error estimated to be less than 0.5%.] The results 
are shown in Figure 3. In contrast to the usual observation, 
the observed «] is slightly less than the calculated nh (0.3—
0.8%) and about 2.5% less than the calculated e„. Some of 
this discrepancy can be attributed to the temperature de­
pendence of the geometric cell capacitance which decreases 
by about 0.25% in going from 298 to 95 K. The presence of 
voids in the glassy sample may also have made some contri­
bution but the effect would have had to be reproducible 
since the to values in two separate runs were the same with­
in 0.002. It is probable that the high value of «„ is due to an 
overestimate of the atomic contribution to the molar re­
fraction. In any event any high-frequency contribution to 
the orientation polarization, ordinarily estimated as (ei — 
riv)/(to — ti), would appear to be much less than the 3 to 5% 
observed for isoamyl bromide.

Altshullerlb calculated a dipole moment at 293 K of 0.35 
using the Onsager equation with « „ t o  account for the elec­
tronic and atomic contributions. At 149 K we calculate 0.32 
using e„ and 0.36 using «i. There do not seem to be any reli­
able vapor data.

Discussion

Hassell and Walker3 interpreted their microwave data 
for several monoalkyl benzenes in the range 15-60°C in 
terms of two relaxation regions, each characterized by a 
single exponential. The interpretation was based on an ap­
parent resolution of «' vs. eve" plots into two straight lines. 
Only six frequencies were available and, therefore, the res­
olution is not convincing. If one plots, in the same way, a 
dispersion corresponding to eq 1 , one can obtain two rea­
sonable “ straight” lines within experimental error if the 
frequencies used are less than 4 or 5 times that of the loss 
maximum as in Hassell and Walker’s data. The present 
work suggests that the resolution is not physically mean­
ingful. The low temperature behavior of n-propylbenzene 
is similar to that found in many other liquids in which no 
specific association effects, e.g., H bonding, are present as 
indicated by the success of the Onsager equation in giving 
reasonable values for the dipole moment, values which are 
essentially constant over a wide temperature range. Al­
though the temperature region here is much lower than 
that used by Hassell and Walker, work on isoamyl bro­
mide568 and n-octyl iodide7 indicates that the basic char­
acter of the dispersion remains unchanged over a wide tem­
perature interval with a continuous change in the parame­
ters.

Although the dipole moment of n-propylbenzene and 
isoamyl bromide differ by a factor of about 6, there are no 
essential differences in the dispersion behavior, indicating 
that dipolar interactions based on the overall molecular 
moment play an insignificant role in determining this be­
havior. The /3 values in n-propylbenzene (0.64-0.74) are 
somewhat higher than those in isoamyl bromide (0.57-0.61) 
at temperatures where the dispersion frequencies are com­
parable but we are not prepared to speculate, at the 
present time, on the molecular origins of this difference.

Glarum,6 Adam,15 Anderson and Ullman,16 and Zwan-

Figure 3. Dielectric  constants and re fractive  Indices for n-propylben- 
ze n e  vs. rec ip rocal absolute te m p era tu re . The lines (««, n£, n i )  
w e re  ca lculated assum ing tem p era tu re  independence of the C laus- 
ius-M ossotti function.

zig17 have all proposed models of the dynamical behavior of 
dielectric fluids that, with appropriate choice of parame­
ters, give rise to an asymmetric dispersion. The common 
feature in all of these models is the importance of intermo- 
lecular cooperative effects. Distributions of relaxation 
times due to intramolecular modes cannot be ruled out in 
all cases, especially at higher temperatures where the rela­
tive importance of cooperative effects may diminish, but 
there should be clear molecular reasons for invoking these 
and this does not appear to be the case for the simple mo­
noalkyl benzenes.
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The relative stabilities of the bis(triphenylmethyl) di-, tri-, and tetrasulfides were studied by measuring 
their reactivity to oxygen at room temperature and measuring their thermal decomposition by EPR. About 
25% of the disulfide in benzene solution was converted to the peroxide by reaction with air at room temper­
ature for 8 h, whereas the tri- and tetrasulfides exhibited no reaction under these conditions. All of the 
polysulfides gave an EPR signal of the trityl radical when warmed in benzene solution. The temperatures 
of initial free radical appearance were 24, 75, and 66° for the di-, tri-, and tetrasulfides, respectively. Acti­
vation energies for the decomposition were also measured by EPR; they are 15, 80, and 30 kcal/mol for the 
di-, tri-, and tetrasulfides, respectively. The reason for this unusual order of stabilities is discussed.

Introduction

Although there is a report in the literature that bis(tri- 
phenylmethyl) disulfide in solution can react with oxygen 
to form bis(triphenylmethyl) peroxide,1 no report exists 
with respect to the other bis(triphenylmethyl) polysulfides. 
The implication in Nakabayashi’s paper2 on the prepara­
tion of various bis(triphenylmethyl) polysulfides is that the 
higher sulfides are more stable than the disulfide. The only 
obvious way by which the disulfide might be predicted to 
be less stable than the higher polysulfides is a steric hin­
drance argument. There are other reasons, however, which 
might argue the reverse, namely, that the disulfide should 
be more stable than the higher polysulfides. The analogous 
bis(triphenylmethyl) peroxide is reasonably stable; further­
more, the strength of the S-S bond in polysulfides declines 
somewhat with length of the sulfur chain. The S-S bond 
dissociation energy in dimethyl disulfide is 67 kcal/mol3 as 
compared to an average S-S bond energy of 36 kcal/mol for 
dimethyl tetrasulfide.4 In the series of compounds, H2S2, 
H2S3, H2S4, H2S5, and H2S6 the average S-S bond dissocia­
tion energies in kcal/mol are 72, 64, 62, 62, and 62, respec­
tively.5

In order to study the relative stabilities of the carbon- 
sulfur bond in bis(triphenylmethyl) polysulfides, the reac­
tivities of the di-, tri-, and tetrasulfides were tested with re­
spect to oxygen. The ease of thermal decomposition to 
form radicals was also studied using electron paramagnetic 
resonance.

Experimental Section

Bis(triphenylmethyl) Disulfide. The bis(triphenylmeth- 
yl) disulfide was prepared by condensation of triphenyl- 
methylsulfenyl chloride with triphenylmethanethiol in a 
modification of the method described by Vorlander and 
Mittag.6 A solution of approximately 4 g of triphenyl­
methanethiol dissolved in ~200 ml of hot 95% ethanol was 
placed in a large beaker and cooled to about 0° in an ice 
bath. A solution of 1.2 g of sodium hydroxide in 95% etha­
nol (25 ml) was then added. With further cooling and stir­
ring, approximately 1 g of sulfuryl chloride was added to 
the solution. After the disulfide precipitate formed, it was 
filtered and washed successively with 95% ethanol and ace­
tone. The bis(triphenylmethyl) disulfide melted with de­
composition at 155-157° (lit. mp 155° dec). Purity was

checked by thin-layer chromatography and infrared ab­
sorption.

Bis(triphenylmethyl) Trisulfide and Bis (triphenyl- 
methyl) Tetrasulfide. Both compounds were obtained by 
the method of Nakabayashi.2 The products were recrystal­
lized several times from chloroform-methanol. Both com­
pounds were light yellow crystals. The trisulfide melted at
146- 147° (lit. mp 147-148°). The tetrasulfide melted at
147- 149° (lit. mp 146-148°). Purity was checked by thin- 
layer chromatography and infrared spectroscopy.

Reaction of Bis(triphenylmethyl) Polysulfides with 
Oxygen. Approximately 0.5 g of bis(triphenylmethyl) disul­
fide was dissolved in 15 ml of dry benzene in a 50-ml two­
necked flask equipped with a gas-inlet tube and vent. A 
stream of air was dried by passing it through a 45-cm col­
umn packed with silica gel. The air was then saturated with 
dry benzene and bubbled through the disulfide solution at 
room temperature. After about 2.5 h a small amount of 
white solid was noted on the sides of the reaction vessel. 
After about 5 h the solid was filtered, washed with CS2, re­
crystallized from toluene, and dried under high vacuum. 
About 0.1 g of white crystals were obtained. The infrared 
spectrum (KBr) was identical with the Sadtler standard 
spectrum for bis(triphenylmethyl) peroxide. The crystals 
melted at 184-185° (lit. mp 185°). The tri- and tetrasul­
fides showed no reaction when treated similarly for 12 h.

EPR Spectra. EPR spectra were obtained with a Varían 
V-4502 100-kHz X-band spectrometer with 12-in. magnet 
and Fieldial MK II field regulation. Second-derivative pre­
sentation was used and the spectra were recorded on a 
Hewlett-Packard 15-in. X-Y recorder. Temperature was 
controlled by a Variar V-4547 cold gas apparatus and mea­
sured by means of a copper-constantan thermocouple.

The sample tubes consisted of thin-walled quartz tubing 
approximately 10 cm long and 4 mm in diameter which had 
been calibrated by volume per unit length. Known concen­
trations of about 10-2 M polysulfide in benzene were pre­
pared on the vacuum line and the sample tubes were sealed 
off under vacuum.

In a typical procedure 4-6 mg of solid was weighed di­
rectly on a spatula and quantitatively transferred to the 
sample tube; then the spatula was reweighed and the sam­
ple weight was calculated by difference. The tube was then 
attached to the vacuum line and evacuated to a pressure of
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about 10-6 mm. A small amount of dry benzene, which had 
been rendered free of dissolved oxygen by several succes­
sive deaerations, was then condensed in a ring just below 
the Pyrex-quartz graded seal. The liquid nitrogen level was 
lowered to the end of the tube and the benzene allowed to 
melt and flow down the sides of the tube, ensuring that any 
residual solid adhering to the inside of the constriction 
would be washed dowp. The tube was filled to the prede­
termined mark witS benzene; then the liquid nitrogen level 
was raised to just "below the 3mm constriction and the tube 
was sealed off and separated from the rest of the vessel. All 
samples were stored at - 10° until just prior to use.

Threshold temperatures for radical formation were de­
termined by placing the sample in the microwave cavity 
and slowly increasing the temperature while sweeping the 
magnetic field until a resonance signal was noted on the re­
corder.

Decomposition rates were obtained by placing a pre­
viously decomposed sample into the cavity and equilibrat­
ing the cavity and sample to the desired temperature. The 
signal was then optimized to include only the four center 
lines of the radical. A fresh sample was then placed in the 
cavity and the spectrum immediately recorded. A sweep 
width of 2.5 G was used with a sweep time of 2.5 min. This 
enabled the four lines of interest to be scanned at the rate 
of one complete scan per minute. Scanning was continued 
until the increase in radical concentration, as evidenced by 
the size of the signal, appeared to be negligible. The 
elapsed time to a reference line of each spectrum was re­
corded. Rates were determined at several different temper­
atures each for bis(triphenylmethyl) di-, tri-, and tetrasul- 
fides.

Results and Discussion

The results obtained by Blicke1 in forming bis(triphenyl- 
methyl) peroxide by oxygenating a solution of bis(triphen- 
ylmethyl) disulfide in benzene solution were reproduced. 
However, under identical conditions only starting materials 
could be recovered from oxygenation of bisftriphenylmeth- 
yl) trisulfide or bis (triphenylmethyl) tetrasulfide for 12 h. 
This confirms the qualitative observations that the disul­
fide is less stable than the other polysulfides. The forma­
tion of peroxide from the bis(triphenylmethyl) disulfide 
leads one to expect that homolysis of the carbon-sulfur 
bond has occurred with the concomitant production of tri­
phenylmethyl and triphenylmethyldisulfur radicals.

Samples of the polysulfides prepared as described in the 
Experimental Section readily yielded the EPR spectrum of 
triphenylmethyl radical.7 Because of the possibility of radi­
cals of the type Ph3CS-, PhsCSS-, etc., a careful search was 
made for different radical species. The only radical which 
could be detected by EPR was the triphenylmethyl free 
radical. A sample taken directly from an EPR tube which 
had been heated for several hours at 38° showed TLC spots 
corresponding to unreacted disulfide and sulfur and a very 
dark spot which did not move from the origin (assumed to 
be trityl dimer). If the tube is kept sealed, radical signals 
are lost after several months at room temperature and can­
not be generated even on heating. This apparently corre­
sponds to the known acid- or base-catalyzed isomerization 
of trityl dimer.8 These results indicate that sulfur-sulfur 
bond cleavage is insignificant with respect to carbon-sulfur 
bond cleavage. This is not surprising in that the dissocia­
tion energy of the sulfur-sulfur bonds in dimethyl and di­
ethyl disulfides are only slightly less than the carbon-sul­

fur bond dissociation energies, and with tert-butyl disul­
fide the two bond dissociation energies become approxi­
mately the same.3

Threshold temperatures for radical formation were de­
termined for each of the polysulfides. The threshold tem­
perature was taken to be the lowest temperature at which 
the triphenylmethyl radical could be detected. For the di-, 
tri-, and tetrasulfides the observed threshold temperatures 
were 24, 75, and 66°, respectively. The low threshold tem­
perature for radical formation observed for the disulfide 
explains the ease of peroxide formation on reaction with 
oxygen at room temperature. Presumably, the tri- and te­
trasulfides would also form peroxides if reacted with oxy­
gen at or above their respective threshold temperatures.

If the decomposition is assumed to occur according to 
the net reaction

k
RSXR — >■ 2R ■ + Sx (1 )

and the trityl radicals exist in rapid equilibrium with their 
dimer9

R2 <±t 2R - (2)

then the relation of trityl radical concentration, [R-j, to the 
rate constant, k, is

[R-] = [C(RSxR)o(l -  exp(—.%£))]1/2 (3)

where (RSxR)o is the initial concentration of polysulfide 
and [R-] «  [R2]. The peak heights of the EPR signal are 
proportional to [R-] and they were observed to follow this 
type of rate expression (e.g., a rapid rise at first followed by 
a gradual increase to a limiting value). Linearization of the 
first part of the plot could be obtained by plotting the 
square of the EPR peak height vs. time as as can be seen 
mathematically by squaring eq 3 and expanding the expo­
nential.

[R-]2/C(RSxR)0 = kt -  k2t2/ 2 + k3t3/6 + . . .  (4)

The first term of this expansion is accurate for small kt. 
Typical values observed for k in this study were 10“ 3 to 
10-4 s-1. However, obtaining the value of k from either 3 or 
4 requires the measurement of the absolute value of the 
free radical concentration and accurate knowledge of C at 
the various temperatures employed.10 Since this is rather 
tedious and subject to large errors we used the following 
method which does not depend on absolute concentrations 
or the value of the equilibrium constant. Since the radical 
concentration is proportional to the square root of the 
amount of polysulfide decomposed, the half-life, T1/2, of the 
reaction was determined by the time taken for the EPR 
signal to attain 0.51/2 of its final value. The rate constant 
for the first-order reaction was then obtained from k = 
0.693/ti/2. Runs at several temperatures for each of the 
polysulfides thus yielded rate constants from which the ac­
tivation energies for decomposition were obtained by use of 
the Arrhenius equation. The values are 15, 80, and 30 kcal/ 
mol for the di-, tri-, and tetrasulfides, respectively. There 
are at least two major possible sources of error in this mea­
surement: (a) the lag in attainment of thermal equilibrium 
in the sample can give an error in the effective starting 
time; (b) disproportionation of the trityl radicals or isomer­
ization of the trityl dimers will give an error in the final 
free radical concentration, although this is only a problem 
at the higher temperatures. Although the size of these er­
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rors is difficult to estimate, which makes the absolute 
values quoted uncertain, the relative magnitudes are cer­
tainly in the order shown.

A number of reasons can be put forth to explain why the 
disulfide should be at least as stable as the tri- and tetra- 
sulfides. As noted in the Introduction, the average S-S dis­
sociation energy decreases with increasing sulfur chain 
length in polysulfides. The steric repulsion between the tri- 
phenylmethyl groups in bis(triphenylmethyl) disulfide 
should not be an important factor in decreasing its stability 
in that bis(triphenylmethyl) peroxide, where oxygen has a 
smaller atomic radius than sulfur, is a reasonably stable 
compound. A cyclic transition state, possibly involving d 
orbitals, would be expected to occur more readily in the 
higher polysulfides, with the result o f easier decomposition. 
However, if it is assumed that the energy of the products is 
greater than the energy of the reactants, then the energy as 
well as the geometry of the transition state can be assumed 
to resemble that of the products.11 The energy and geome­
try of the triphenylmethyl radical :s the same for all the 
polysulfide decompositions. The other product formed by a 
carbon-sulfur bond cleavage is the S2, S3, or S4 species. Of 
these, S2 is the most stable on the basis that, when Ss is 
heated, S2 is the species formed almost exclusively. Since 
the products trityl plus S2 are more stable than the other 
products, trityl plus S3 and trityl plus S4, it is reasonable to 
expect the transition state going to trityl plus S2 to be

lower than for the others. This argument can then be ex­
tended to explain the greater instability of the tetrasulfide 
over the trisulfide. Since the S4 formed in the decomposi­
tion is a “ dimer” of two S2 units, the reaction might be ex­
pected to exhibit a lower transition state energy than the 
trisulfide decomposition. The foregoing argument assumes 
that the rate-determining step is the cleavage of either one 
or both carbon-sulfur bonds, and if,it is the former, then 
subsequent breaking of the remaining oerbon-sulfur bond 
must be rapid since no EPR signals attributable to sulfur- 
containing radicals were observed.
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COMMUNICATIONS TO THE EDITOR

On the Correction Term for Interactions between 
Small Ions in the Interpretation of Activity Data in 
Polyelectrolyte-Simple Electrolyte Mixtures

Publication costs assisted by the Dalhousie Research Development Fund

Sir: The activity of the added simple electrolyte in poly- 
electrolyte-simple electrolyte mixtures is an important 
quantity for the understanding of polyion-small ion inter­
actions, and for the description of the properties of small 
ions in biological fluids and in ion exchangers. Experimen­
tal results for the activity of the simple salt have been com­
pared with semiempirical expressions such as the “ additiv­
ity rule” ,1-3 or with a theoretical “ limiting law” derived by 
Manning.4 When experimental activity data are compared 
with the additivity rule, the measured values and the pre­
dicted activities were made to conform in the limit of no 
polyelectrolyte in the solution.3’5'6 In the case of the limit­
ing laws a similar empirical correction, suggested by Man­
ning,4’7 has been applied.8-11 Typically, this correction can 
be expressed as8

In 7 ± = In 7 ±pm + In -y±MM (1 )

where 7 ±, 7 ±PM, and 7 ±MM denote respectively the mean 
molal activity coefficient of the added electrolyte, the con­
tribution of the polyion-mobile ion interactions, and the 
contribution of the mobile ion-mobile ion interactions. 
Manning’s limiting law only predicts 7 ±PM because the 
work in charging the small ions is not considered in arriving 
at an expression for the free energy. It is the purpose of this 
communication to point out that the correction method 
given in eq 1 , which leads to very satisfactory agreement of 
experimental data with the limiting law,8-11 is also theoret­
ically indicated by a comparison between Manning’s limit­
ing law and a result obtained for the total excess free ener­
gy obtained with a mode expansion method.12-14

It has been shown that both the cluster expansion meth­
od15 and the mode expansion method12 applied to polyelec­
trolyte solutions lead to an expression for the excess free 
energy of the form:13’14’16

= F pMex + FMMex (2)

where F ex, F pm6X, and F mm“  respectively represent the ex­
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cess free energy of the solution due to all electrostatic in­
teractions, the contribution of the polyion-mobile ion in­
teractions, and the contribution of the mobile ion-mobile 
ion interactions. F p m bx is the polyion-mobile ion contribu­
tion which is well discussed by Manning,4 leading to Man­
ning’s well-known limiting laws for solvent and solute ac­
tivities and other thermodynamic properties. It consists 
mainly of two terms, one term is proportional to In k , where 
k is the Debye-Hiickel parameter

*2 = (4lre2/ t V k T )  E  n,'Z;2 (3)
i

(e  is the elementary charge, e the dielectric constant of the 
solvent, V  the volume, k  Boltzmann’s constant, T  the tem­
perature, n, the number of ions i  in V ,  and z, the valence of 
ion i), and the other term is the “ condensation” term.4’13’16 
Using Anderson and Chandler’s mode expansion method, 
eq 2 can be derived when the polymer concentration is low 
enough to neglect polymer-polymer interactions (a condi­
tion also required by Manning). This condition is also satis­
fied in the case of excess added electrolyte. Under these 
conditions and also assuming a rod model for the polyion 
FpMeI has been shown to be identical with Manning’s re­
sult.13 However, the mode expansion method also leads to 
an expression for the second term on the right-hand side of 
eq 2, F mm“ , given by13

- F u u e%/ V k T  = ¿712*- + B 3<°> + • • • (4)

The complete expressions for B 3(0) and higher terms are 
given in ref 13. The first term on the right-hand side of eq 4 
is identical with the Debye-Hiickel limiting law for mobile 
ions. B 3(0) and higher terms are correction terms for finite 
concentrations. The activity coefficient of ion i is given by

In y i  = [ a i F ^ / V m / a m l r y , ^

Differentiation of (4) leads to (for the case of mono-mono­
valent added electrolyte)

In 7 ±mm = —x e 2/ ( e k T ) + C3 + . . .  (5)

where

C3 = a B s m / a n +  +  aS3<°>/an_

Again, the first term on the right hand side of eq 5 is iden­

tical with the Debye-Hückel term for simple electrolytes, 
and the succeeding terms are identical with higher terms in 
the simple electrolyte case,12’13 although here k contains 
contributions from all mobile ions.

If we compare eq 1, 2, and 5, it is clear that the empirical 
correction to the limiting law, i.e., equating y ±MM in eq 1 to 
the activity coefficient of the simple salt without added 
electrolyte, is justified by the mode expansion method re­
sult expressed in eq 5. Thus the mode expansion method 
yields an expression foj the free energy contribution of the 
polyion-mobile ion interactions which is identical with 
Manning’s limiting law, and gives an expression for the mo­
bile ion-mobile ion interactions which justifies previous 
empirical corrections for these interactions. Equation 5 in­
dicates that the correction term y±mm should be taken at 
the total mobile ion ionic strength rather than at the ionic 
strength of the added electrolyte only, however, in most 
systems studied so far this difference will be small.
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