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Photochemical Ion Formation in Lumiflavin Solutions

S. Gwyn Ballard,* David C. Mauzerall,

The Rockefeller University, New York, New York 10021

and Gordon Tollin

Department o f Chemistry, University o f Arizona, Tuscon, Arizona 85721 (Received June 10, 1975)

We have studied ion formation in pulse-irradiated lumiflavin solutions using both a sensitive photoconduc­
tance instrument with a time resolution of 0.3 p.s, and conventional flash photolysis with optical detection. 
Free ions are observed only in solvents of high dielectric constant. Their formation and decay are complex 
processes influenced by the presence of electron donors and, most dramatically, by solvent pH. Experimen­
tal observations are interpreted in terms of a primary ionization process involving electron transfer in a 
triplet flavin dimer or aggregate, followed by a number of fast proton transfer reactions. Extrinsic electron 
donors (indoles) undergo electron transfer to a nonaggregated triplet species. An attempt is made to relate 
the kinetics of species observable through absorbance measurements to those of the ionic species measured 
conductimetrically. Conductance has been shown to be an extremely sensitive method for studying photo­
chemical ionization, and particularly the acid-base behavior of transient photoproducts. These reactions 
may be almost invisible to optical detection; the ability of absorbance measurement to detect neutral 
species, however, makes the two methods highly complementary. The reactions described in this paper 
occur over an excess acid or base concentration range of a few micromolar, and measurable kinetic changes 
occur as a resllt of acid/base levels of a few parts per billion.

Introduction

The lowest triplet state of flavin (isoalloxazine) is known 
to accept electrons from a variety of organic compounds.1’2 
Indole derivatives3 are of particular importance as donors 
because of the recent demonstration4’5 that a tryptophan 
side chain is part of the coenzyme binding site in certain 
flavoenzymes (i.e., the flavodoxins). It has been shown that 
both the flavin singlet6 and triplet7 excited states are high­
ly quenched in these proteins, and it is possible that the 
quenching mechanism involves electron transfer to the in­
dole ring. Flavins have also been implicated in several pho- 
tobiological phenomena,8-11 giving additional importance 
to an understanding of isoalloxazine photochemistry.

Inasmuch as the primary photoproducts of electron 
transfer from an organic donor to the flavin triplet state 
will be ion radicals, electrical conductance measurements 
should provide a useful means of monitoring the photo- 
reaction, provided that solvent conditions permit uncorre­
lation of the first-formed ion pairs. Furthermore, the flavin 
radical is known to have a pK  near neutrality (8.4 for lumi­

flavin),12’13 and so conductance measurements might also 
reveal proton transfer reactions which occur subsequent to 
the initial electron transfer. With these considerations in 
mind we have undertaken a flash photolysis study of the 
electron transfer reactions between the triplet and ground 
states of lumiflavin, and also between the lumiflavin triplet 
state and indole. Optical and conductimetric detection 
methods were employed. Both organic (acetonitrile, buty- 
ronitrile, and dichloromethane) and aqueous solvents were 
used in order to demonstrate dielectric effects; the former 
also provide aprotic environments, thereby decreasing the 
rates of proton transfer reactions such that they become 
distinct from the primary electron transfer processes. The 
results of these experiments have provided some new in­
sights into the chemistry of the flavin triplet state, and 
have demonstrated the utility of electrical measurements 
in the study of fast protonic equilibria in photochemical re­
actions. Kinetic conductance techniques have played an 
important role in the elucidation of a number of photo­
physical processes involving creation or annihilation of 
charge carriers. These include electron ejection from mole-
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cules,14-17 thermal and infrared stimulated detrapping of 
electrons trapped in polarizable matrices18-21,28 and their 
recombination with parent cations or scavengers,22,23 sec­
ondary ionization phenomena following pulse radiolysis of 
fluid solutions,21,24,28 and ionic photodissociation of 
charge-transfer complexes.25-27

In general these studies have employed relatively crude 
photoconductance apparatus, consisting essentially of a re­
sistive divider network containing the cell, and polarized by 
large continuously applied dc voltages. While fields of 
many kilovolts per centimeter are tolerable in studies of 
solid samples, this is not the case with solutions. The redox 
potentials of organic solutes are not likely to be more than 
a few volts; electrode voltages exceeding these potentials 
will cause undesirable electrolysis. The apparatus em­
ployed in this study avoids large dc polarizing voltages and 
demonstrates that great sensitivity can be achieved with­
out them, using low-noise operational electronics and sig­
nal averaging. An alternative approach is alternating-cur- 
rent conductimetry,21,28 though this technique has neither 
the sensitivity nor the speed of the pulsed dc method em­
ployed in the present study.

Conductance methods have been very little applied to 
monophotonic ionization processes25-27,29,30 which have, 
however, been studied by various investigators using con­
ventional flash photolysis.31-33 In such studies the kinetic 
absorbance and conductance methods nicely compliment 
each other. Conductances: is very much more sensitive, has 
equally fast response (potentially irto the nanosecond re­
gion), and is specific for charged species. Absorbance gives 
more information on the identity of transient products, 
though some information can also be gained from measure­
ment of ion mobility. Because of the large values of this 
quantity for H+ and OH- , particularly in water, the con­
ductance method is especially suited to the measurement 
of fast protonic equilibria.

Experimental Section

Acetonitrile and butyronitrile are prepared by two suc­
cessive distillations of MCB chromatoquality solvent 
stored over calcium hydride, the first from P2O5 and the 
second from activated Linde 3A molecular sieve. Water is 
doubly distilled in glass, and dichloromethane (Fischer 
spectroscopic grade) used without further purification. In­
dole is purified by recrystallization from methanol-water, 
followed by vacuum desiccation. Perchloric acid and 
tétraméthylammonium hydroxide (Eastman) are used 
without purification and added in the form of millimolar 
solutions in the appropriate solvent by means of a micropi­
pet. Lumiflavin is prepared according to the method de­
scribed in ref 34. Solutions are prepared at concentrations 
from 2.5 to 50 yiM and vigorously purged with prepurified 
N2 gas (Ohio) before irradiation (residual O2 concentration 
ca. 0.5 fiM).

Conductivity experiments use repetitive 10-ns pulses of 
uv light (3371 Â) from a Molectron UV1000 nitrogen laser 
at peak powers up tc 1 MW. Irradiated solution volume is 
0.2 ml in the center of the conductance cell. The platinum 
electrodes are polarized at up to 10 V cm-1 immediately 
prior to the laser discharge, the polarizing voltage being 
maintained throughout the measurement period (up to 100 
ms), then reversed for an approximately equal time to min­
imize solute electrolysis and bulk transport effects. Precise 
balancing of these two periods holds the dark conductance 
constant to better than 10-10 mho over extended periods of

time. Photoionization is measured via the accompanying 
small change in cell conductance; typical ion drift currents 
in the present experiments are 10-7  to 10-9 A, though aver­
aging techniques permit considerably smaller currents to 
be measured. Approximate detection limit is 10-9 M univa­
lent ions of molecular weight 100 with a response time of 
300 ns, 10-11 M with a response time of 50 ¡xs. Provision is 
made to compensate the large cell currents involved with 
aqueous solutions. The apparatus also automatically zero- 
adjusts before each laser pulse, thereby referring the pho­
toconductance signal to an initial zero baseline without ac 
coupling. Output is a voltage analogue of the ion drift cur­
rent. It is digitized, averaged if necessary, and displayed via 
an X -Y  recorder for subsequent analysis. The apparatus 
also provides a continuous readout of the total dc cell con­
ductance, obtained by sampling immediately before each 
flash. This permits establishment of standard prephotol­
ysis conditions, and allows continuous monitoring of the 
extent of irreversible photoionization throughout the ex­
periment. The entire apparatus is contained in an elabo­
rate Faraday cage, with temperature constant to approxi­
mately 1 °C. All operational circuitry is powered via stabi­
lized supplies based on Ni-Cd cells, and the digitization 
and averaging electronics powered via an ultraisolation 
transformer. Trigger pulses between the laser and the cen­
tral controller are transmitted through ultrafast optical iso­
lators, to minimize coupling of the laser discharge noise 
into the signal processing equipment. A block diagram of 
the conductance apparatus is showm in Figure 1 ; it is to be 
described in detail elsewhere.35 A description of the optical 
detection flash photolysis instrument is to be found in ref
2.

Results and Discussion

Flash Photolysis with Conductimetric Detection. A. Lu­
miflavin Photoionization in the Absence of Extrinsic Do­
nors. i. Neutral Solutions. For the purposes of this discus­
sion, neutral solutions are defined as those to which no acid 
(HCIO4) or base (NMe-jOH) has been added. Figure 2 
shows the kinetic behavior of conductance of a laser-irradi­
ated 50 fiM lumiflavin solution in acetonitrile over the en­
tire time scale from ion formation to complete decay. De­
tails of the rise kinetics are shown in Figure 3, in which the 
dashed curve represents the response of the instrument to 
a delta function current input (obtained by substituting a 
p-i-n photodiode for the conductance cell, and attenuating 
the laser pulse appropriately). Kinetics of growth of the ion 
current in the first few tens of microseconds after pulse ir­
radiation are accurately first order, though deviations are 
observed when indole is present (cf. Figure 8, section B). 
Amplitude of the ion signal is proportional to the laser 
power, but i j/2 varies neither with laser power nor with lu­
miflavin concentration over the range 2.5 to 50 fiM. Thus, 
the simplest mechanism compatible with first-order kinet­
ics, namely

Lg
h v

Lt
Lg e rapid

(L.+L•-) — L-+ + L -
lumiflavin lumiflavin ion pair uncorrelated

ground state triplet state ions

cannot be correct. In acetonitrile and butyronitrile the sig­
nal amplitude is a slowly saturating function of [Lg] over 
the range studied, which cannot be accounted for by optical 
screening. More linear behavior is seen in water, but the 
risetime is shorter by a factor of 2, and the signal amplitude
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Figure 1. Block diagram of the photoconductance apparatus. The laser is pulsed at approximately 10 Hz, digitization being performed in real­
time. A typical data set involves the averaging of 32 or 64 shots at 300-ns resolution or 4 shots at 50-fis resolution.

Figure 2. Retrace of photoconductance behavior of 50 /rM lumiflavin 
solution in “ neutral”  acetonitrile. Data show the average of 4 shots, 
and is not additionally smoothed. The single-shot signal-to-noise ratio 
is approximately 50.

smaller by a factor of 15 (see Figure 9). No ion formation is 
seen in dichloromethane.

These observations are interpreted as being due to 
monophotonic ionization of a preformed dimer or more 
complex aggregate; oxygen quenching strongly suggests 
that the species involved is a triplet state. According to this

Y +

Figure 3. Detail of the radical ion current growth kinetics, average 
of 32 pulses. The dotted curve is the single-shot response of the in­
strument to a delta function current input (1 0 -ns laser flash, detect­
ed by p-i-n photodiode, response 1 ns).

scheme the primary photochemical events can be summa­
rized as

(L g • • • LG)r, — >• (L t  • • • Lg )„ e' transfev  

j| (L-+L--) L-+ + L -
J : l .S X lO ’ s “ 1

h
L g------*- Lt

(free triplet; does not undergo electron transfer)
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Solutions of the flavins in water have been previously 
shown to contain aggregated species,36“ 38 and it seems rea­
sonable to invoke similar species in acetonitrile solutions. 
We suggest that the dimer or aggregate concentration is in 
fact considerably lower in water than in acetonitrile or 
(particularly) butyronitrile due to smaller hydrogen-bond­
ing interactions between the flavin molecules in aqueous 
systems. If electron transfer occurs only in the aggregated 
excited flavin, then the variation of signal amplitude buty­
ronitrile > acetonitrile »  water appears to have a ready ex­
planation. The observed shorter risetime of ion signal in 
water implies a more rapid uncorrelation of the ion pairs, 
presumably due to reduced Coulombic interaction between 
the radical cation and anion components. The dimer theory 
is further supported by the fact that although optical flash 
photolysis shows a triplet species with lifetime over 1 0 0  /¿s 
(see below), primary photoionization occurs with a i 1/2 of 
less than 10 ms. This implies that there must be two triplet 
state populations, cne of which is “ free” and accounts for 
the 100-ms signal in the absorbance measurements, and one 
which is part of the aggregate and has a much shorter life­
time (because of the electron transfer reaction). Strong ad­
ditional evidence for two distinct triplet species comes 
from the behavior of the system in high acid and in the 
presence of indole, described below. If the aggregate hy­
pothesis is correct in this case, the observation of rapid and 
abruptly terminated primary photoionization implies a 
tight aggregate into which the “ free” triplet species cannot 
penetrate significantly. If this were not the case, ion forma­
tion would occur over the full 100-ms lifetime of the free 
triplet. In other words, aggregation appears to be primarily 
a property of the ground state flavin molecules only.

In a solution of 50 mM lumiflavin, assuming that the trip­
let yield is 0.5, we estimate that the laser generates ap­
proximately 5 mM flavin triplet (both forms). Photogener­
ated concentrations of L-+ and L-_ can be estimated from 
the conductance equation

c± = 1 0 0 0 K / s \ ±

where K  is the increment of cell conductance (mho) due to 
photoionization; c± is the corresponding concentrations of 
radical cation and anion; A± = Al.+ + Al.-, where Al.+ and 
Al - are the equivalent conductances of L-+ and L*~ at con­
centration c± in the solvent employed, and at the pre­
vailing temperature. For the purposes of this study the lim­
iting values (i.e., at infinite dilution) are employed, and de­
noted by A°l-+ and A \ .-. s  is the cell constant, obtained by 
calibration with tetraethylammonium perchlorate, whose 
limiting conductance in acetonitrile is accurately known.39®

The equivalent conductances of a large number of ionic 
species in acetonitrile and many other nonaqueous solvents 
have been studied and tabulated in the literature. A com­
prehensive compilation of this data, together with source 
references and some theoretical discussion is contained in 
ref 39b. For the purpose of this study, the following limit­
ing equivalent conductances in acetonitrile are used:

A0, mho A°, mho
Ion cm2 m o l1 Ion cm2 mol“'

L-+ 35 H+ 100
L‘ 35 OH" 120

A°h+ in CH3CN is taken directly from ref 39b (Appendix
5.12.9, p 678). A°l .+ and A°l-- in CH3CN are estimated by

extrapolation of mobility data for large organic ions to the 
radii of L-+ and L-_. A °o h -  in CH3CN has not been record­
ed in the literature surveyed. The value employed in this 
study ( 1 2 0  mho cm2 mol“ 1) is estimated on the basis of ex­
trapolation of data for halide anions in acetonitrile to the 
radius of OH“ . Support for this value is provided by the as­
ymptotic approach to unity of the parameter /? (see below 
and Figure 5).

The observation that the 11/2 of the subsequent bimolec- 
ular recombination is invariably much greater than the ion 
current risetime implies that essentially all L-+L-~ pairs 
uncorrelate. The conductance equation gives [I.-+] and 
[L-~] = 6.5 X  10- 7  M when [Lt ] = 5 mM, indicating that 
about 13% of the total triplet population is involved in the 
electron transfer reaction.

Decay of the primary photosignal does not apparently 
obey simple first- or second-order kinetics, though we have 
not undertaken rigorous analysis of the observed 'tran­
sients. The 11/2 of the decay is approximately 250 ns in the 
true neutral or slightly basic solutions (50 mM flavin, 500 
kW laser) and we attribute it primarily to the process of re­
verse electron transfer:

L-+ + L -  - X  2Lg AA° = — (A°l .+ + A°l .-| = -70

k-2 can be calcuated from the decay data: at 20 °C it has a 
value of approximately 6  X  109 M “ 1 s“ 1. It should be point­
ed out that if the k 2 reaction were the sole relaxation pro­
cess, then true second-order kinetics would be seen. The 
11/2 of the decay does vary approximately as the inverse of 
the laser power, however, indicating that the k 2 reaction is 
the dominant process in situations where there is little or 
no “ undershoot” (see below). It appears to correspond to 
the rapid transient phase in the flash photolysis signal 
measured at 560 nm (see below). In acidic and basic solu­
tions other processes compete with k 2, resulting in an in­
triguing kinetic complexity shown in the summary diagram 
(Figure 4) and described in the section acid-base behavior.

i i .  A c id -B a s e  B e h a v io r . An important feature of the so- 
called neutral solution is that its recovery kinetics show an 
“ undershoot” phase, i.e., the conductance falls below its 
initial value and undergoes final relaxation in the positive 
direction. This undershoot is small in the neutral case, but 
in the presence of acid or base (added as perchloric acid or 
tetramethylammonium hydroxide) it dominates the con­
ductance kinetics. In suitable conditions several reversals 
occur (Figure 4). These effects are not explicable purely in 
terms of the k 2 reaction, but appear to involve alternative 
pathways of reaction of L-+ and L-“ with excess OH-  or 
H30 +. These reactions are assigned rate constants k 3 and 
&4, and both give rise to large negative conductance 
changes (AA°):

* 3  ~  4 X 1 0 9

L-+ + OH“  — L- + H20

AA° =  — |A°l .+ +  A°o h -) =  - 1 5 5

* 4  ~  4 X 1 0 9

L-- + H30+ — LH-  + H20

AA° —¡A°l. -  +  A°h3o +! =  —135

The dramatic sensitivity of the observed kinetics to acid 
and base illustrates the responsiveness of the conductime- 
tric method to reactions involving H30 + and OH- , because 
of the high mobilities of these ions compared to the large 
organic radical ions. Partition of L-+ between the k 2 and k 3 
reactions is described empirically by the parameter d, and
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7.5/iM H+

9.5^M H+

10 5/xM H+

Figure 4. Variation of the secondary conductance behavior of pulse 
irradiated lumiflavin solutions with acid/base levels of the solvent. 
The "2 /jM H+”  condition corresponds to the data of Figure 3, i.e., 
complete time scale of each trace is ca. 1 0  ms.

that of L-~ between k2 and k4 by the parameter a. The ob­
served kinetic curves can be resolved into a positive con­
ductance contribution due to k\ and negative contributions 
due to k2 plus &3 or k4, each weighted according to the 
mobilities of the species involved. Decay of the positive 
component is via k2 and either k2 or k4. Decay of the nega­
tive component is more complex. In acid, diversion of a 
fraction a of L-~ into the k4 reaction implies that the yield 
of the k2 reaction is reduced by the factor (1 — a). Conse­
quently a fraction a of L-+ remains unreacted via k2, and 
the final relaxation to the baseline can be attributed to the 
process

ks, excess H 2O
L-+ + LH- — »- 2Lg + H30+

AX° = +jX°H30+ -  X°L.+|

a = +65

This reaction and others to be described below require that 
an excess (i.e., greater than a few tens of micromolar) of 
water be present in the acetonitrile solvent. There are sev­
eral independent indications that this is a justified assump­
tion. Direct measurement of water content of nitriles pre­
pared by the method employed in this study has been per­
formed by several investigators (e.g., ref 42); in general lev­
els not much less than millimolar are to be expected. We 
find that the conductivity of freshly prepared acetonitrile 
increases rapidly on standing in the laboratory atmosphere, 
and this phenomenon is particularly dramatic in samples 
pretreated by electrolytic cleaning to reduce water content

to a very low level. We attribute this growth of conductivity 
to absorption of atmospheric water. Finally, deliberate ad­
dition of water to ca. 10 mM has no discernable effect on 
the above kinetics, suggesting that water is already present 
“ in excess” .

&5 has a value of approximately 2 X 109 M-1 s-1  (calcu­
lated from i 1/2), and an associated positive conductance 
change precisely that required for reattainment of the 
baseline. A similar situation exists when base is in excess. 
In this case a fraction 0 of L-+ is diverted into the k3 reac­
tion, resulting in the same fraction of L-_ remaining un­
reacted via k 2. The final relaxation is now attributed to the 
process

k6 h 2o
L- + L- — *■ Lg + Lq — *■ Lg + OH~

fast

AX° = (X°OH- -  X°L--)

0 = +85

in which kg has an approximate value of 3 X 10® M -1  s-1. It 
is assumed that water is in sufficient concentration (>100 
mM) that the kg step is rate limiting. The final rapid regen­
eration of Lg and OH-  by reaction of L~ with water is asso­
ciated with a positive conductance change exactly that re­
quired to restore the initial conditions. The value of 
coincides closely with that determined optically; k (j was not 
obtained by conventional flash photolysis, however, be­
cause of the difficulty of detecting L-_.

The above scheme (summarized in Figure 6) appears to 
describe simply and elegantly the remarkable symmetry of 
the acid and base kinetics. Variation of a and 0 as a func­
tion of solution acid/base levels is shown in Figure 5. In cal­
culating a it is assumed that the amplitude (¿o+) of the ini­
tial positive transient is constant in all cases and equal to 
its value in the limit of slow inversion. The apparent trun­
cation in acidic solutions (Figure 4) is an artifact of the 
slow digitization timebase employed in recording this data. 
The equation for ¿o+ is

\p0+ ~ k|X°L-+ + X°l--| = 70k (k is a scaling constant) (i)

The amplitude of the final relaxation phase, and hence the 
undershoot, is proportional to the extent of the k 5 reaction, 
and hence to a. The appropriate equation is

¿o~ = kajX°H3o+ — X°l.+| = 65ak (ii)
Simultaneous solution of (i) and (ii) gives

a = 1.08(i/'o_/t/'o+)acid (iii)
The internal consistency of this simple description can be 
seen from the fact that the total signal amplitude must be 
equal to the sum of the k 2 and k 4 components

¿total = k ( l - a )7 0  + k(o)35 (iv)

(iv) clearly equals (i) + (ii). In the calculation of 0 eq i is 
still applicable to ¿o+- The undershoot is given in base by

¿ 0“  = kd|X°0H- -  X°L.-| = 850k (v)

Simultaneous solution of (i) and (v) gives

0 =  O .8 2 (^ 0_ /^ 0 + )base (V i)

The above description is adequate for all levels of base up 
to 10 /¿M, and for acid up to approximately 1.5 ¿¿M. It will 
be noted that the form of Figure 5 strongly suggests that 
the so-called “ neutral” solution is, in fact, somewhat acidic.
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Figure 5. The variation of the parameters a  and fj (see text) with 
acid/base levels of the solvent (acetonitrile). The upper acidity scale 
represents concentrations of HCI04 and NMe4OH added by micropi­
pet. The lower scale indicates what appears to be the absolute lev­
els of H+ and OH- . Dashed portions of the curves are extrapolations 
based on the proposed proton transfer reactions. Note that ¡3 ap­
pears to extrapolate to unity, as required by the theory, and that a 
falls rapidly to zero beyond 3 ¡jlM H+ not because the kA reaction is 
inoperative but because of the growth of the k7 reaction.

If true neutrality is taken as the midpoint of the trough in 
Figure 5, then the neutral solution is actually about 2 /4M 
in H+, possibly due to residual CO2. The true titration 
range is then from 4.5 ,uM H+ to 8 juM OH-  (lower scale in 
Figure 6). In high acid (beyond 1.5 pM added HCIO4) the 
situation gets more complicated. Instead of returning to 
the baseline, the conductance swings positive once more. 
As additional traces of acid are added this new positive 
phase increases dramatically, and quickly obliterates the 
negative transient entirely. The k\ spike, however, persists. 
The apparent value of a collapses rapidly to zero, and ceas­
es to be meaningful oecause the “ high acid” positive signal 
does not involve the k4 reaction. The kinetic behavior of 
this signal suggests that it does not arise from any sequen­
tial reaction of the species so far discussed. Its risetime is 
shorter than the decay times of the intermediates involved 
in processes k% through kg and the initial positive spike 
(k\) does not appear to change appreciably during the 
growth of the new signal. The maximum value of this phase 
occurs at approximately 3.5 fiM added HC104 (5.5 fiM total 
H+), then it declines rapidly to a few percent of this value 
at 11 jiM H+. Beyond this point only small rapid transients 
with multiple inversions are seen, and precise measurement 
becomes difficult because of the large background conduc­
tivity. From Figure 7 it can be seen that not only does the 
size of the signal increase with acid concentration up to 3.5 
iiM, but the risetime varies inversely as [H+]. The final re­
laxation is now very slow (at 2 ¿¿M HC104 the ¿1/2 is in ex­
cess of 100 ms) and cannot be measured accurately with the 
present equipment.

Absorption spectrum measurements clearly show that in 
the “ high acid” condition acetonitrile solutions of lumifla-

vin are partially protonated in the ground state. Thus, a 
possible mechanism for generating the large positive signal 
in high acid is a reaction of LGH+ with the “ free” triplet, 
also protonated, according to the scheme

kq H2O, fast
LgH+ + LtH+ — *-LH- + LH-2+ — »►

LH- + L-+ +  H30 +

AX° = |X°h3o + — X°LtH = +65 per mol

The pK of the lumiflavin triplet state has recently been de­
termined to be 4.4 in aqueous solution.40 It is not unreason­
able, therefore, to assume protonation under the present 
conditions. The oxidized' doubly positive species LH-2+, 
formed by electron transfer between the protonated flavin 
triplet and singlet molecules, is expected to lose a proton 
rapidly to water, making rate determining.

The signal maximum at 3.5 fiM added acid corresponds 
to the conversion of 1.9 juM LH+ to H30 +, and illustrates 
the ability of the conductance method to reveal reactions in 
which no change of charge occurs. The observed effect is 
entirely due to mobility differences. The diminution of the 
signal at higher acid can be attributed to the protonation of 
LH- or the reversal of the LH-2+ + H2O —► L-+ + H30 + re­
action. The rise kinetics are approximately pseudo first 
order due to the excess of LGH+ over LxH+, and the linear 
variation of (fi/2)-1 with added H+ implies that [LGH+] in­
creases linearly with [H+]. Exact assignment of a rate con­
stant for the reaction is not possible, however, since 
[LgH+] is not known. If we assume that it is equal to [H+], 
then k7 assumes a value of approximately 4 X 108 M-1  s-1 . 
Because [LgH+] is necessarily less than [H+], k7 is certain 
to be somewhat larger than the above value, though proba­
bly less than 1 X 109. This is slower than the other electron 
transfer reactions described in this study, presumably be­
cause both participants in the reaction carry a positive 
charge. The nonlinear variation of the amplitude of the k7 
component with added [H+] (Figure 7.) is consistent with 
the requirement that both participating species be proton­
ated. The (f 1/2)-1 vs. [H+] plot extrapolates to zero at [H+] 
= 1.5 ^M, indicating that the k7 reaction begins to develop 
at this point. The signal amplitude ($+) also appears to ex­
trapolate to zero at the same point, though measurement in 
this region is difficult because of the presence of the 1\r 
component described previously.

The slow final relaxation to the baseline in the “ high 
acid” solution is attributed to the sequence

L H -+L-+ - ^ L gH+ + Lg (AX° = 0) 

followed by
slow, ks

Lg + H30+ — »► LgH+ + H20  (AX° = -65)

has already been assigned a value of 2 X 109 M-1  s-1, so 
the first reaction cannot possibly be the rate-determining 
step in this sequence. We are forced to the conclusion that 
the process responsible for the observed very slow kinetics 
is the reprotonation of Lg. Even in 10 ¿¿M acid only a small 
fraction of LG can be protonated (from purely stoichiomet­
ric considerations), so the final relaxation kinetics are ex­
pected to be pseudo first order, and relatively insensitive to 
[H+], the minority component. The £1/2 is indeed apparent­
ly independent of [H+] and has a value of approximately 
100 ms. Furthermore, [LG] can be assumed to be roughly 
constant at 45 mM, so that ks ~  1.5 X 105, i.e., very much
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High
acid

pathway

4K
Figure 6. Summary of the primary electron transfer and secondary proton transfer reactions in pulse irradiated lumiflavin solutions in acetoni­
trile in the absence of indole. Rate constants are summarized in Table I.

r (Arbitrary units)

Figure 7. Kinetic behavior and amplitude of the positive "high acid” 
transient (attributed to k7 and subsequent reactions) as a function of 
[H+]-

slower than diffusion controlled. We know of no indepen­
dent estimate of this rate constant, but feel it is not incom­
patible with the weak basicity of the lumiflavin ground 
state.

B. Lumiflavin Photoionization in the Presence of In­
dole. i. Neutral Solutions. The effects of indole on the pho­
tochemical ionization of lumiflavin were studied at concen­
trations up to 250 mM by addition of the necessary volume 
of a stock solution of the donor in the appropriate solvent 
to the lumiflavin solution. Figure 8 shows a family of first- 
order plots of risetime data obtained from 50 mM solutions

Figure 8. First-order (semilogarfthmic) plots of the kinetics of growth 
of ion current in the presence of various concentrations of indole. At 
low indole concentrations the behavior is accurately first order. At 
higher concentrations deviations are seen in the first few microsec­
onds, possibly due to participation of additional indole molecules in 
the radical ion uncorrelation process.

of lumiflavin in acetonitrile, doped with various concentra­
tions of indole. The risetime (from slopes of linear regions 
of Figure 8 data) decreases linearly with increasing indole 
concentration, indicating that in contrast to the undoped 
flavin, ion formation in the presence of indole involves a bi- 
molecular reaction between free triplet (LtO and excess 
donor:
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* 9
w  + I — >- L -  + I-+

for which kg, obtained from the data of Figure 8, is ap­
proximately 3 X 10£ M “ 1 s“ 1. Similar values for kg are ob­
tained in butyronitr.le and water solvents.

Figure 9 shows the variation of the initial positive signal 
amplitude with indole concentration in the three solvents 
employed. We interpret this complex behavior in terms of 
the kg reaction by means of the aggregate hypothesis.

i. In water, where little aggregation occurs, there is little 
photochemical ionization via k\. Addition of indole causes 
the large quantity of free triplet to react via kg, resulting in 
a dramatic enhancement of the primary photoconductance 
signal.

ii. In acetonitrile, the initial increase of conductance with 
[I] is similarly due to kg, but further indole quenches the lei 
reaction within the aggregate.

iii. In butyronitrile, where almost all the flavin is thought 
to be aggregated, the kg component is negligible and the 
only effect of indole is to quench the k\ reaction. The na­
ture of this quenching is a matter of speculation. We 
suggest a mechanism in which indole complexes with the 
ground state flavin, but I-+ and L-“  fail to uncorrelate in 
the aggregate and rapid back-transfer of the electron oc­
curs.

ii. Acid-Base Behavior in the Presence of Indole. The 
kinetic features of the secondary proton transfer reactions 
in the presence of indole are qualitatively similar to those 
already described for the undoped system. The important 
difference is that the major radical cation is I-+ rather than 
L-+; to invoke a similarity between the acid-base properties 
of these two species does not appear to be unreasonable. In 
acid solutions (up to 3 /xM HCIO4) the final decay is found 
to be first order, in contrast to the approximately second- 
order behavior when indole is absent. The ¿1/2 of this phase 
is independent of laser power when indole is present. Ab­
sorbance measurements, however, continue to show sec­
ond-order kinetics even at high indole concentrations. To 
reconcile these observations we propose that the process 
associated with k3 i.e.

*5, H2O
L-+ + LH- - h>- 2Lg + H30+ 

is replaced by the sequence
k 10, H20excess

I-+ — I- + h 3o +
(first-order relaxation of conductance) 

followed by
An

I- + LH-----►Lg + I
(second-order absorbance decay; AX° = 0)

In base, second-order kinetics are seen by both methods, 
with the same 11/2, implying that the following mechanism 
is predominant:

I-+ + OH“ - ^ I - +  H20

I- + L-“  — *- Lg + I + OH~
H2O excess

Since the k 12 reaction obeys pseudo-first-order kinetics the
observed second-order behavior implies that the k i3 step is
rate determining. The conductance signal corresponds to
the eventual net one-electron reduction of I-+. Values for

Y + Y +

Figure 9. Variation of the amplitude of the primary radical-ion signal 
as a function of indole concentration in acetonitrile, butyronitrile, and 
water.

kio, kn, and k\3 are compiled in Table I. &12 cannot easily 
be assigned, beyond the necessity that it exceed k\3.

Flash Photolysis with Optical Detection, i. Neutral So­
lutions. Flash photolysis experiments with lumiflavin alone 
in aqueous solution have been reported previously.2 * * * Both 
the flavin radical and the triplet species can be observed; 
the triplet lifetime is approximately 100 /xs, and the radical 
decays via second-order kinetics with a rate constant of 1.5 
X 109 M“ 1 s-1. A similar triplet lifetime is seen in the 
present experiments in acetonitrile. The radical transient, 
however, is significantly different. Instead of simple sec­
ond-order kinetics a multiphasic signal is observed (Figure
10). The initial rapid phase has a i 1/2 of several hundred 
microseconds; the slow component follows second-order ki­
netics with rate constant k = 2 X 109 M “ 1 s-1 . Further­
more, the slow component grows in at a rate which is signif­
icantly smaller than the risetime of the fla.sh.

When indole (100 ¿xM) is added to the lumiflavin solu- •' 
tion in water the triplet transient can no longer be ob­
served, and the radical transient increases in fnagnitude. 
Again, radical decay is second order (k = 1.4 X 109 M “ 1 
s“ 1) with no biphasic character. In acetonitrile no triplet 
can be observed in the presence of indole, and the radical 
signal is greatly increased (approximately fivefold). Bi­
phasic kinetics are observed and in this case the fast com­
ponent is much better resolved, because the rate of decay 
of the second component is much slower in the presence of 
indole than in the undoped system. The fast decay has a 
i 1/2 of approximately 400 /xs; the slow phase is second order 
[k = 1 X 107 M “ 1 s“ 1). No distinct growing-in of the second 
component is seen in this case, presumably due to the slow­
er decay of the initial transient.

To provide a comparison, an optical flash photolysis ex­
periment was conducted with lumiflavin plus indole (100 
iiM) in butyronitrile. As with acetonitrile, no triplet tran­
sient is observable, the radical decay is biphasic, and no 
growing-in of the slow component can be seen. The initial 
fast phase has a decay £1/2 identical with that obtained in 
acetonitrile; the second-order rate constant for the slow 
component is now 5.2 X 106 M“ 1 s“ 1. A comparison of these 
results in terms of the relative proportions of rapid and 
slow radical decay components is instructive. In water, no 
biphasic decays are observed. In acetonitrile the fast com-
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TABLE I: Rate Constants for Radical Reactions
Reaction Solvent0 k M ethod6

L +L -  i u  L-+ + L-" A,B 1.3 X 105 s - ‘ E
W 2.6 X 10s s ' 1 E

L-+ + L “ ÍL , 2Lg A,B 6 X 10’  M -1 s '1 E,0

L + + OH_ Íi* L- + H20 A 4 X 10s M -1 s 1 E

L * + H30 + LH- + H ,0 A 4 X IO9 M “1 s - ’ E

LH- + L-+ 2Lg + H ,0 + 
H .O

A 2 X 109 M -' s - ; E
W 1.5 X IO9 M -1 s ’ 1 O

L- + L- l i*  Lg + L“ A 3 X IO9 IVL1 s“ ' E

Lg H+ + LXH+ ll, LH- + LH-2 + (?) A ~ 4  X 10" M "1 s ' 1 E

Lg + H30+  ÍL LH+ + H20 A - 1 .5  X 10s M -' s '1 E

Lt ' + I i l »  L-~ + I- + A,B,W 3 X IO9 M -' s '1 E

I + £i° I- + h 3o +
H 20

A 2.2 X 102 s“1 E

I- + LH -^U I + Lg A 1.0 X 10 ’ M -' s '1 O
B 5.2 X 106 M '1 s '1 O

I-+  + o H ' Ì l2 I- + H.O A >2 X IO9 M '1 s '1 E ,0

I- + L-" + H20  Ì l i  Lg + I + OH - A 2 X 109 M -‘ s " E
A 1.4 X IO9 M - s~' O

LH- + I-+ Lg + I + H ,0 +
H , 0

A 1.0 X 107 M "1 s"' E ,0

a A = acetonitrile, B = butyronitrile, W = water, 6 E = electrical (i.e., conductimetric), O = optical (absorbance).

Figure 10. Optical transients observed at 560 nm; 50 pM lumiflavin 
solution in neutral acetonitrile: (a) 1 ms per division; (b) 2 0 0  ps per 
division.

ponent accounts for about 30% of the total signal, both in 
the presence and absence of indole. In butyronitrile the 
proportion of fast component is over 50%. Thus it would 
appear that as the polarity of the solvent is decreased the 
proportion of fast-decaying component is increased.

It is possible to identify the rapid decay with the recom­
bination of the ion-radical species (i.e., L-+ + L-_ or I-+ +

L-~), and the slow decays with the recombination of the 
cation radicals with the neutral lumiflavin radical (i.e., L-+ 
+ LH- or I-+ + LH-). This is consistent with our interpreta­
tion of the electrical conductance data (see above). An in­
crease of [H+] in going from butyronitrile to acetonitrile to 
water could account for the observed changes in the rela­
tive proportions of the two components in these solvents. 
The growing-in of the slowly decaying transient can then 
be ascribed to the protonation of L-~. Inasmuch as we ob­
serve that the rate constant for LH- + I-+ (k i4) is consider­
ably smaller than that for LH- + L-+ (k5) (see Table I), the 
slower initial decay found in the presence of indole might 
be attributed to a similar disparity in the rate constants of 
L-~ + I-+ and L~ + L-+(&2).

On the basis of these results, and those of our earlier ex­
periments with phenols2 it is reasonable to conclude that 
radical formation in the presence of indole proceeds via the 
lumiflavin triplet state. However, in the absence of indole a 
triplet transient with a decay time of approximately 100 ns 
is observed. Radical formation, on the other hand, occurs 
within the lifetime of the flash (20 /¿s). Furthermore, we 
have done experiments which show that O2 (4 X 10~4 M) 
and KI (3 X 10-4 M) completely quench radical formation, 
clearly implicating a triplet state.2 This provides support­
ing evidence for the suggestion made on the basis of the 
electrical measurements that electron transfer between lu­
miflavin molecules occurs within preformed dimers or more 
complex aggregates.

ii. Effects of Acid and Base. When HCIO4 (up to 13 >iM) 
is added to either lumiflavin alone or lumiflavin plus indole 
in acetonitrile, the flash-induced radical transient is in­
creased by approximately a factor of 3. This is closely com­
parable to the maximum increase in conductance seen in 
the acid titration (Figure 4). Inasmuch as we are observing
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mainly the neutral flavin radical in absorbance measure­
ments at 560 nm,2 one component of the observed increase 
in signal will be due to direct protonation of L-~, though 
this is essentially complete at 3 nM H+ (a ~  1) and cannot 
account for the threefold increase of [LH-] beyond that 
point. The spectroscopic observation of large amounts of 
neutral radical in highly acidic conditions is, however, en­
tirely compatible with the mechanism (kq and subsequent 
processes) invoked to explain the conductance behavior in 
this region. The effects of base (both with and without in­
dole) on the flash transients are considerably more com­
plex, and we have not attempted detailed analysis at this 
time. Comparisons between the optical and conductometric 
observations are made below.

Hi. Comparison between the Slow Decay Processes Ob­
served in Optical and Conductometric Measurements. 
Since the time resolutions of the two methods employed in 
these studies are so very different (optical >20 ys, electrical 
0.3 |is) it is only possible to make accurate comparisons be­
tween the slowest decay processes (which occur in the mil­
lisecond region). With lumiflavin alone in acetonitrile, in 
neutral solution and in the presence of low (<1 ¿¿M) con­
centrations of acid, the final decays of the conductance and 
absorbance signals are both second order with approxi­
mately equal rate constants. It seems safe to state that both 
are due to the same process, i.e., LH- + L-+. In the presence 
of indole, however, the conductance decays by first-order 
kinetics (ii/2 independent of laser power) whereas the ab­
sorbance decays according to second-order kinetics. The 
time scales of the two relaxations are also very different, 
the optical decay being very much slower. It appears cer­
tain that in this case the two methods observe different 
processes. The electrical decay is attributed to the loss of a 
proton from I-+ (see above) and the absorbance decay to 
the subsequent reaction of I- with LH-. This neutral radical 
recombination reaction is consistent with the slow optical 
decay (k = 1 X 107 M“ 1 s_1, compared to the 109 M -1 s_1 
rate constants associated with the ion radical reactions). 
Comparisons are tenuous at low base concentrations (<5 
jxM) inasmuch as the slow decays characteristic of the opti­
cal signals cannot be accurately measured using the present 
apparatus.

At higher base concentrations, however, both sets of ex­
periments (lumiflavin plus indole) give second-order kinet­
ics with similar rate constants, implying identical mecha­
nisms. If the decay reaction is attributed to the process L*~ 
+  1-, this would be consistent with the interpretation of the 
conductivity data obtained in neutral and slightly acidic 
solutions. The rate constant obtained from the optical ex­
periments in high base (5-14 jttM) is 2 X 109 M_1 s-1, about 
100 times larger than in the neutral solutions, and this fur­
ther increases confidence in the above scheme. No compar­
isons are possible in the absence of indole at high base be­
cause of the very small signals obtained in the optical ex­
periments. A summary of the rate constants obtained in 
the present experiments is presented in Table I.

Conclusions
The phenomena described in this paper have their ori­

gins in complex electron and proton transfer reactions, 
some of which remain ill-defined. Our explanations of these 
processes are based on a number of ad-hoc hypotheses 
which provide a seemingly good correlation of a large body 
of data but which require independent studies for their 
verification. The primary assumption is the involvement of

a polymeric (dimer or more complex aggregate) form of the 
flavin as the species in which photoactivated electron 
transfer occurs. This conclusion is indicated primarily on 
the basis of the true first-order kinetics of ion-radical for­
mation ( i  1/2 independent of [L g ] and laser power). This 
type of behavior might also arise from redox reactions in­
volving the solvent, though we discount this possibility in 
the present case on the basis of the relative ion yields in 
water and acetonitrile. Ion-radical signals are very much 
smaller in water than acetonitrile in spite of the fact that 
the former is more easily oxidized. The observation of a 
long-lived triplet species whose kinetics do not correspond 
to the primary ionization process (itself quenched by O2) 
indicates that the “ normal” or monomer triplet is not in­
volved in electron transfer but a “ special”  triplet is. Abso­
lute conductance measurements suggests this latter species 
to comprise about 13% of the total triplet under the condi­
tions described. Since we propose that its origin is a pre­
formed (ground state) dimer or aggregate, studies by NMR 
or optical methods should confirm or deny its existence. 
The conductance behavior in high acid suggests that the 
“ free” triplet can undergo electron transfer only when pro- 
tonated. The exact nature of the ground state aggregate is a 
matter of speculation; it may consist of simple face-to-face 
dimers or polymeric species of higher complexity. We have 
not attempted detailed theorization as to why electron 
transfer occurs so easily in this species but not in the un- 
protonated monomer. It is tempting to suppose that the 
precise orientation provided by hydrogen bonding is re­
sponsible, or even that proton movement within the aggre­
gate is a necessary component of the overall electron trans­
fer process. A test of these hypotheses might be to study 
ion yields in N- or O-methylated flavins. Electron transfer 
from indole to lumiflavin appears to involve the monomer 
species, though ion-pair uncorrelation seems more compli­
cated than in the undoped lumiflavin system. The second- 
order component (illustrated by the curvature of the plots 
in Figure 9) suggests that charge-separation requires the 
participation of additional indole molecules. The complex 
kinetics of the secondary reactions appear to have quanti­
tative explanation in terms of the mechanisms proposed. 
These involve reasonable rate constants and do not conflict 
with any of the known acid-base properties of the flavins 
and there appears to be reasonably good correlation be­
tween the conductimetric and optical data. The proposed 
mechanism for the “ high acid” phase involves electron 
transfer between protonated free triplet and ground state 
molecules, and gives an explanation of the major kinetic 
features observed, including the quenching of ion forma­
tion at high [H+], Similar reactions have been observed in 
thiazine43 and fluorescein44 dyes and in the porphyrins.45

The utility of conductimetric measurement in studying 
electron and proton transfer reactions is clearly demon­
strated. It is highly complementary to the traditional ab­
sorbance methods, and has very great sensitivity. The com­
plexities of the processes described in this paper are not in­
variably present. Porphyrins and metalloporphyrins ap­
pear to undergo clean pseudo-first-order electron transfer 
kinetics and accurate second-order recombination of the 
anion and cation radicals,46 without the proton transfer re­
actions which make the photochemistry of lumiflavin so 
complex.
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Transference Number and Solvation Studies in Tetramethylurea
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Transference numbers of sodium and potassium thiocyanates have been measured in tetramethylurea at 25 
°C by a modified Hittorf s method in the concentration range 1.5-9.4 X 10-2 M. A linear relationship is ob­
served between the cation transference number and the square root of the concentration. Combining the 
limiting transference numbers and limiting equivalent conductances of these two salts, ionic mobilities of 
sodium, potassium, and thiocyanate ions have been found to be 16.08, 15.73, and 33.04 ohm-1  cm2 mol-1, 
respectively. From these values ionic mobilities of other univalent ions, effective ionic radii, and solvation 
numbers have been computed. Higher solvation of cations than of anions of comparable sizes is consistent 
with the aprotic nature of the solvent.

From conductance studies, Barker and Caruso1'2 have 
highlighted the potentialities of tetramethylurea (TMU) as 
an excellent aprotic solvent for study of the transport be­
havior of various uni-univalent electrolytes. However, due 
to lack of transference number data in this solvent, they 
have calculated mobilities of various ions by an approxi­
mate method based on the equimobilities of triisoamyl- 
butylammonium and tetraphenylboride ions. However, 
such approximations have not been found satisfactory in 
many solvents.3-6 In the present work, transference num­
bers of sodium and potassium thiocyanates have been mea­
sured in TMU at 25 °C using a modified HittorPs method 
in order to evaluate ionic mobilities accurately. Effective 
ionic radii and solvation numbers of various univalent ions 
have been calculated to throw light on the ion-solvent in­
teractions in this solvent.

Experimental Section

Tetramethylurea (Fluka AG) was purified by storing it 
over sodamide for 24 h with occasional shaking, refluxed 
under vacuum, and then distilling. It was finally distilled 
under reduced pressure and the middle fraction boiling at
63.5-64.0 °C (12 mm), specific conductance1 2-4 X 10-8 
ohm-1 cm-1, do1 = 0.9616 g ml-1, was collected and stored 
under anhydrous conditions in the dark. The above solvent 
was freshly distilled and physical constants were checked 
for each experimental run.

Sodium and potassium thiocyanates (BDH AnalaR) were 
used as such after drying under vacuum. Transference 
number measurements were carried out as reported ear­
lier.7 The thermostat was controlled at 25 ±  0.01 °C. Be-
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cause of the solubility of silver thiocyanate (formed at the 
anode during electrolysis) in TMU, the solutions of the 
cathode and the middle compartments were analyzed. The 
concentration of thiocyanate ions was estimated gravime- 
trically as silver thiocyanate. Four estimations were per­
formed for each solution and the results agreed within 
± 0.0002 g/100 g. The equation for the calculation of trans­
ference number is the same as that employed by Wear and 
coworkers8 and the precision was found to be within 1%. 
Transference of all material as far as possible was done in a 
nitrogen-filled drybox.

Results and Discussion
Transference numbers of sodium and potassium thiocy 

anates have been measured in the concentration range 
1.54-5.23 X 10-2 and 1.76-9.39 X 10-2 M, respectively, in 
TMU at 25 °C. The results are given in Table I. The cation 
transference number has been found to vary linearly with 
the square root of the concentration (Vc) and on extrapo­
lation give a limiting transference number (i+°) of Na+ and 
K+ ions of 0.327 and 0.323, respectively. Combining limit­
ing transference numbers with limiting equivalent conduc­
tances of the respective electrolytes,1’2 the ionic mobility of 
the SCN-  ion has been found to be 33.04 ±  0.02 ohm-1 cm2 
mol-1. This value differs from the value (33.44 A units) re­
ported by Barker and Caruso1 by 0.4 A units. Ionic mobili­
ties obtained by the two approaches (transference mea­
surements and equimobilities of ions of certain reference 
electrolytes) have been found to differ in other solvents3-6 
also. A better accuracy of the present results can be 
claimed as these are obtained from experimental transfer­
ence number data. This value has been used to compute 
ionic mobilities of various univalent ions employing Kohl- 
rausch’s law of independent ion migration. All relevant 
data are given in Table II.

A perusal of Table II shows that limiting equivalent con­
ductances of the alkali metal ions decrease (except Na+) 
with increase in crystallographic radii. However, the mobil­
ity of Na+ is more than that of K+. Similar anamolous be­
havior is observed in N.iV-dimethylacetamide (DMA)9’10 
also. In liquid HCN11 and sulfolane,12 the mobility of Li+ is 
found to be more than that of Na4. In TMU, Barker and 
Caruso1 have attributed abnormal solvation of Na+ to the 
stearic factors due to the size and structure of the solvent 
molecules.

Solvated ionic radii in TMU have been calculated using 
Stoke’s equation as has already been reported.5 Corrected 
ionic radii (rcor) for the ions are then obtained from Nigh­
tingale’s calibration curve constructed for tetraalkylammo- 
nium ions in this solvent. Except for the tétraméthylammo­
nium ion, all other ions lie on a straight line. This indicates 
that the tétraméthylammonium ion is slightly solvated in 
TMU as in dimethyl sulfoxide,4 DMA,9 and hexamethyl- 
phosphoric triamide.6 Solvation numbers of various ions 
have been calculated by the procedure already reported5 
using an average volume of TMU molecule (200.7 Â3 at 25 
°C). All relevant data are given in Table II.

From Table II it is clear that the solvation numbers of 
cations in TMU (except Na+) decrease with increase in size 
of the ions. The solvation numbers of anions, on the other 
hand, do not follow the general pattern. The observed 
order is Br-  > C104-  > SCN-  > N 03- .

In DMA9 and N.iV-dimethylformamide (DMF)13 also, 
the anions show a similar behavior. A perusal of Table II 
further shows that the corrected radii of sodium and potas-

TABLE I : Transference Numbers0 o f NaSCN and KSCN at 
Various Concentrations in Tetramethylurea at 25 °C

NaSCN KSCN
Concn,

M 1+

ta
(±1 %) Concn, M

tc
(±1 %)

ta
(±1 %)

0.00000 0.327 0.673 0.00000 0.323 0.677
0.01542 0.310 0.690 0.01765 0.311 0.689
0.02137 0.307 0.693 0.03491 0.307 0.693
0.04533 0.299 0.701 0.04634 0.304 0.696
0.05236 0.297 0.703 0.06604 0.300 0.700

0.09393 0.295 0.705
a tc is the cation transference number and fa is the anion 

transference number.

TABLE II: Ionic Mobilities (\+), Crystallographic (rc), 
Solvated (rs), and Corrected (rcor) Radii, and Solvation 
Numbers (N) of Various Univalent Ions in Tetramethylurea 
at 25 °C

A±, ohm4 
cm2

Ion mol“1 rc, Â rs> A rCOT’ ^ N

Li+ 14.47 0.60 4.04 5.10 2.8
Na+ 16.08 0.96 3.64 4.78 2.3
K" 15.73 1.33 3.72 4.85 2.4
Rb+ 16.04 1.48 3.65 4.80 2.2
Cs+ 16.93 1.69 3.45 4.65 2.0
N H / 18.01 1.44 3.25 4.45 1.9
Me4N* 22.57 3.47 2.59 3.95 0.4
Et4hr 22.07 4.00 2.65 4.00
Pr.bT 16.98 4.52 3.44 4.52
Bu4 N4 15.49 4.94 3.78 4.94
SCN- 33.04 2.15 1.77 3.25 0.5
Br- 30.12 1.95 1.94 3.40 0.7
n o 3- 32.38 2.64 1.81 3.30 0.4
c io4- 28.33 2.40 2.06 3.50 0.6

sium ions are very close to that of the terrabutylammonium 
ion in TMU. Whereas in other solvents such as form- 
amide,14 N-methylformamide,15 and DMF13 the corrected 
radii of sodium and potassium ions are intermediate be­
tween those of tetraethylammonium and tetrapropylam- 
monium ions. This shows that cations form larger solvody­
namic species in TMU and thus supports the aprotic na­
ture of this solvent. The aprotic nature of this solvent is 
further supported by the ionic mobility-viscosity products 
and the chemical structure of the solvent.
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The electron transfer reaction within various dinucleoside phosphate radical anions has been investigated 
by ESR spectroscopy and pulse radiolysis. In the ESR work electrons are produced by photolysis of 
K4Fe(CN)6 in a 12 M LiCl glass at 77 K. Upon photobleaching the electrons react with the dinucleoside 
phosphate to form the anion radical. The anions of the four DNA nucleosides were also produced and their 
ESR spectra were appropriately weighted and summed by computer to simulate the spectra found for the 
dinucleoside phosphate anions. From the analysis the relative amounts of each of the nucleoside anions in 
the dinucleoside phosphate anion were determined. For example in thymidylyl-(3'-5')-2'-deoxyadenosine 
(TdA), where the bases are likely stacked so as to allow electron transfer to the base with the greatest elec­
tron affinity, the electron is found to localize on thymine. Whereas in equal mixtures of T and dA in which 
the molecules are isolated in the aqueous medium anions of both nucleosides are found in approximately 
equal amounts. These results and those found for the other dinucleosides studied (TdC, TdG, dAdC, TT) 
suggest the electron affinity of the pyrimidine bases are greater than the purine bases; however, the results 
are not sufficient to distinguish between the individual purine or pyrimidine. When dinucleoside phos­
phate anions containing thymidine are warmed protonation occurs only on thymine to produce the well 
known “thymyl” spectrum. Pulse radiolysis experiments on individual nucleotides (TMP, dAMP), mix­
tures of these nucleotides and the dinucleoside phosphate, TdA, in aqueous solution at room temperature 
show that in the TdA anion electron transfer occurs from adenine to thymine, whereas no electron transfer 
is found for mixtures of individual nucleotides. Protonation is found to occur only on thymine in the TdA 
anion in agreement with the ESR results.

Introduction

A major initial effect of all forms of ionizing radiation on 
DNA is the production of positive and negative ions of the 
DNA bases. These ions may later react to produce biologi­
cally significant damage. Such ion radicals have been re­
ported. Graslund, Ehrenberg, Rupprecht, and Strom report 
an anion radical on thymine or cytosine and a cation radi­
cal on guanine or cytosine in -/-irradiated oriented DNA at 
77 K.2 Due to the complexity of the DNA molecule, un­
equivocal determinations of radicals formed from these 
ions have not been made. However, the thymine anion has 
been shown to protonate to form a neutral radical in aque­
ous systems (reaction l).3-5 This reaction has been suggest- I

+  0H~ (1)

I

ed to account for the formation of this radical in -/-irradi­
ated DNA.3'5-6

This electron spin resonance and pulse radiolysis study 
of the reaction of electrons with dinucleoside phosphates 
(DNPs) was begun to better understand the role of the 
electron in DNA radiolysis. Specifically our goals were (1) 
to ascertain on which DNA base the electron localized and 
(2) to determine what reactions occur after formation of 
the DNP anion.

It is important to the first goal to learn whether DNA 
bases in DNPs are stacked so as to make electron transfer 
to the more electron affinic base possible in the rigid glass 
used in the ESR study or in the aqueous solution used in 
the pulse radiolysis study. There are a number of investiga­
tions which have shown that the DNA bases in dinucleo­
tides, or free in solution, will tend to stack.7-12 The stack­
ing has been found to be temperature dependent with 
stacking favored at lower temperatures.7'91013 Purine-pu­
rine stacking is found to be favored somewhat over pyrimi­
dine-purine stacking.9 In the ESR work the room tempera­
ture solutions of DNPs in 12 M LiCl are cooled to 77 K. 
The solution remains a liquid upon cooling to approximate­
ly 190 K where the solution becomes a glass. Thus, in this 
system stacking should be greatly favored. The high salt 
concentration in the solution might be expected to affect 
the stacking; however, Brahms, Maurizot, and Michelson 
have shown in work with a number of DNPs in 5 M KI that 
the ionic strength had no important effect on the stack­
ing.13 The work reported in this paper also suggests stack­
ing occurs for most of the DNPs.

The abbreviations used in this paper for the nucleosides 
are as follows: deoxyadenosine, dA; deoxycytidine, dC; de- 
oxyguanosine, dG; thymidine, T; thymidine-5'-monophos-
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phate, TMP; deoxyadenosine-5'-monophosphate, dAMP. 
In the case of the dinucleoside phosphates (DNPs), the ab­
breviations for the component nucleosides are used: for ex­
ample, TdA represents thymidylyl-(3'-5')2'-deoxyadenos- 
ine.

Experimental Section

The nucleosides and dinucleoside phosphates used in 
this work were obtained from Sigma. The nucleotides were 
obtained from Calbiochem.

The experimental apparatus and procedure for the ESR 
work has been detailed in previous investigations.4’5'14’15 In 
this method a solution of 12 M LiCl (D2O) containing 2 X  

10~2 M K4Fe(CN)6 and 5 X  10-4 to 1 X  10-3 M solute is 
cooled to 77 K. The glass formed is photolyzed with 254- 
nm light at 77 K. Trapped electrons formed by the photoly­
sis of the K4Fe(CN)6 are photobleached with light from an 
incandescent lamp. The photobleached electrons either 
react with the solute or the ferricyanide formed in the pho­
tolysis. To prevent photolysis of the solute the K4Fe(CN)6 
concentration was kept in at least 20-fold excess over that 
of the solute. In addition, photolysis times were kept short, 
less than 1 min, at reduced lamp intensity. Since photoion­
ization of these solutes has been shown to be biphotonic 
the reduced lamp intensity helped to prevent formation of 
positive ions.

In order to simulate the DNP anion spectra, the spectra 
of the individual nucleoside anions were recorded and 
stored in the computer (IBM 1130) memory. Several spec­
tra of each nucleoside and DNP anion were run, if neces­
sary, to reduce the noise level. The resultant average was 
stored for later use. Since a dual cavity was employed, a 
second signal due to peroxylaminedisulfonate was used as a 
field calibration marker (An = 13.0G and g = 2.0056). The 
positions of the three components of the peroxylaminedi­
sulfonate spectrum were simultaneously stored in the com­
puter memory. An EAI 693 analog-digital converter was 
employed to digitize the data before storage. The spectra of 
the DNP anions were assumed to be simple sums of the 
spectra of the individual nucleoside anions. The program 
assured that the three markers from the standard aligned 
when summing spectra. To determine the relative weight­
ing factors, each nucleoside anion spectrum was doubly in­
tegrated. The computed and experimental spectrum for the 
DNP anion were then compared and the best fit chosen.

The pulse radiolysis investigation was performed using 
the Van de Graaf accelerator at the Department of Chemis­
try of Brookhaven National Laboratory. Solutions of the 
nucleotides were prepared in triply distilled water contain­
ing 10% ierf-butyl alcohol (to scavange H and OH) and 5 
mM phosphate buffer and were degassed by bubbling with 
argon. Spectra were recorded following 5-10-^sec pulses of 
1.9-MeV electrons. The ferrous sulfate dosimeter was used.

Results and Discussion

I. ESR Results and Discussion. Individual Nucleoside 
Anion Radicals. The ESR spectra of the anion radicals of 
the four DNA nucleosides in 12 M LiCl-TLO at 110 K are 
shown in Figure 1 . These spectra were used to simulate the 
spectra of the DNP anions discussed below. The analyses 
of the T, dC, adenine, and quanine anion spectra have been 
reported elsewhere.516,17

Below we describe the reactions of electrons with DNPs 
and with mixtures of their component nucleosides. These

Figure 1. First derivative ESR spectra  o f the nucleoside anions in 12  
M L iC I-D 20  a t 110  K: (A ) thymidine anion, (B) deoxycytidine anion, 
(C) deoxyadenosine anion, (D) deoxyguanosine anion. The d istance  
in m agnetic  field b etw een  the m arkers  in the spectrum  is 13 .0  G. 
The centra l m arker is a t g  =  2 .0 0 5 6 .

experiments were performed in deuterated solutions to 
prevent protonation reactions at carbon sites in anions 
such as in reaction 1. Deuteration is found to occur at a 
much slower rate.15

Reactions of Electrons with TdA and T plus dA Mix­
tures. In Figure 2 we show the result of electron attach­
ment to TdA. Computer simulations show the best fit to be 
100% T anion (shown in Figure 2). Simulations with as lit­
tle as 10% dA anion were distinguishable. This result 
suggests that the DNA bases are stacked and the electron is 
transferred from dA to T. Another possibility is that they 
are not stacked and the electron reacts much more readily 
with T than dA in the DNP. This possibility is not in ac­
cord with the kinetics of electron reaction with thymine 
and adenine in aqueous solution.18 These results show the 
rates of reaction to be comparable.

Since it could be argued that the rates may differ in a 
frozen glass of high ionic strength a test of the second ex­
planation was performed. In these experiments equal molar 
mixtures of T and dA (1 X  10~3 M) were prepared. Elec­
tron addition gave the spectrum shown in Figure 3. The 
computer simulation gave a best fit for 60% T anion and 
40% dA anion. This result is quite reasonable in light of the 
previous kinetic studies. The combined results for TdA and 
T + dA strongly suggests that electron transfer to T  is oc­
curring with the DNP.

Electron Reactions with TdG, TT, and T plus dG Mix­
tures. The result of electron attachment to TdG in 12 M 
LiCl-D20 at 110 K is shown in the bottom curve of Figure
4. The computer simulations are for 100% T and 90% T. 
The depth of the switchback suggests a value between 90 
and 100% T anion; however, there are clearly some differ­
ences in line shape between the simulations and that of the 
TdG anion. The computer simulations do not indicate that 
this difference is due to a small amount of dG anion.

The results of the reaction of the electron with equal 
molar mixtures of T and dG are shown in Figure 5. As ex­
pected the initial spectrum found at 110 K is that of an ap-
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Figure 2. The ESR spectrum (lower spectrum) of the TdA anion in 
12 M LiCI-D20  at 110 K. The ESR spectrum (upper spectrum) found 
for T anion. Computer simulations which summed the dA anion with 
the T anion gave a best fit for pure T anion.

Figure 3. The ESR spectrum (lower spectrum) found after the reac­
tion of electrons with an equal molar mixture of T and dA in 12 M 
LiCI at 110 K. Computer simulation (upper spectrum) of the lower 
curve summing T anion and dA anion in the ratio of areas 6:4.

Figure 4. ESR spectrum (lower spectrum) of the TdG anion at 110 K 
in 12 M LiCI. Computer simulation (middle spectrum) of the TdG 
anion spectrum summing 90% T with 10% dG. Spectrum (upper 
spectrum) of T anion at 110Kin 12 M LiCI-D20.

proximately equal mixture of the anions. Warming the 
sample of 165 K (Figure 5A) results in no appreciable 
change in the spectrum. However, warming to 190 K where

Figure 5. (A) ESR spectrum of an equal molar mixture of T and dG 
after electron attachment and warming to 165 K in 12 M LiCI-D20. 
In the process of warming no significant change in the spectrum oc­
curred. (B) ESR spectrum of the mixture in A after warming to 190 K 
where the glass has softened sufficiently to allow for molecular diffu­
sion. (C) ESR spectrum of T anion in 12 M LiCI-D20  at 180 K.

the glass has softened sufficiently to allow molecular mi­
gration resulted in a spectrum (Figure 5B) essentially iden­
tical with that found for T anion at this temperature (Fig­
ure 5C). These results suggest that either (1 ) the electron 
transfer reaction 2 has occurred, or (2) the guanine anion 
reacts to form some other species which is less resolved. 
Since dG anion has a tendency to photoprotonate and since 
the above results were not found to repeat for T + dA mix­
tures we cannot at this time distinguish between these two 
possibilities. However, the results found at 110 K provide 
evidence that an electron transfer reaction to T is occurring 
in TdG anion as in the TdA anion.

T + dG-  — T -  4- dG (2)

The results for TdG anion suggest that T  is more elec­
tron affinic than dG. The difference in computed and ex­
perimental line shapes may be a result of the stacking of 
the DNA bases. The stacking would be expected to place 
magnetic nuclei near the sites of high spin density on T, 
also the stacking changes the conformation of the sugar 
group. Both these effects could have some effect on the un­
resolved splittings which contribute to the line shape of the 
T anion in TdG.

Some support for this explanation is given by the results 
found after electron attachment to TT. The spectrum of 
TT anion in LiCl-D20 at 110 K displays the same features 
that distinguish the TdG anicn from the pure T anion. It is 
thus likely that the stacking has a small effect on the line 
shape and that our analysis based on the sums of the indi­
vidual nucleoside anions must be considered approximate. 
Perhaps more importantly the results for the TT anion 
suggest that the electron transfer from dG to T  in TdG is 
very nearly complete.

Electron Reactions with TdC and dAdC. In Figure 6, we 
show the result of electron attachment to TdC in 12 M 
LiCl-D20 at 110 K. The lower spectrum in Figure 6 is a 
computer simulation in which the spectra of T and dC an­
ions are added in equal proportions. The fit is excellent; 
however, the similarity of the spectra of T and dC anions 
results in approximately a 15% uncertainty in the relative 
concentrations. Even with this uncertainty the results may 
suggest that the electron affinities of the pyrimidine nucle­
osides are approximately equal. However, the fact that py­
rimidines tend to stack somewhat less than purines may 
suggest an alternative explanation, i.e., that the DNA bases 
are not stacked and are reacting as isolated molecules. 
These two possibilities cannot be distinguished in this case.

In Figure 7 the result of electron attachment to dAdC in 
12 M LiCl-D20 at 110 K is shown. The lower curves show 
computer simulations for various relative combinations of 
dC and dA anions. The best fit suggests approximately 80%
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Figure 6 . ESR spectrum (upper spectrum) of the TdC anion at 110 K 
in 12 M LiCI-D20. Computer simulation (lower spectrum) weighting 
both T anion and dC anion equally.

Figure 7. ESR spectrum (upper spectrum) of the AdC anion at 110 K 
in 12 M LiCI-D20. Computer simulations (lower three curves) of the 
dA and dC in the ratios given in the figure. The best fit is at about 
80% dC and 20% dA.

dC anion and 20% dA anion in the dAdC anion. There was 
some variability in the experimental result. At times more 
resolved spectra were obtained at other times less. It may 
be that the amount of stacking is sensitive to the method of 
sample preparation such as the rate of cooling. Warming 
the dAdC anion to 175 K resulted in no significant change 
in the spectrum. These results cannot be interpreted un­
ambiguously since stacking may not be complete.

Protonation Reactions of the TdA, TdG, TdC, and 
dAdC Anions. The anion radicals of TdA, TdG, TdC, 
dAdA, and dAdC were produced in 12 M LiCl-H20 and 
warmed to 180 K. The anions of TdA and TdG protonated 
on the thymine base (Figure 8A) to form the expected 
eight-line “ thymyl” radical (reaction 1 ). The reaction could 
also be induced by photolysis with long wavelength uv light 
(Figure 8B). For TdC only partial protonation was noted. 
This perhaps suggests that the bases are not stacked in 
TdC and electron transfer from dC to T is slowed. The 
dAdA and dAdC anions showed no reaction on warming.

II. Pulse Radiolysis Results and Discussion. dAMP. For 
solutions of dAMP at 20 °C the spectrum observed imme-

26 G

Figure 8 . (A) The spectrum found after warming the TdA anion in 12 
M LiCI-H20  to 180 K for 30 min. The spectrum of the T anion has 
been virtually completely converted to radical I. (B) The spectrum 
found after uv photolysis of the TdG anion in 12 M LiCI-H20  at 77 K 
with long wavelength uv >3200 A. Only a partial conversion is 
found. Warming the TdG anion resulted in a nearly complete conver­
sion of anion to radical I.

diately after the pulse shows a maximum near 320 nm (e 
~4000) and a weaker but broad band around 560 nm (e 
—750), see Figure 9. This spectrum is attributed to the 
dAMP anion formed by electron attachment, reaction 3.18b

eaq~ + dAMP — dAMP“ (3)

Absorption near 320 nm is typical of nucleic acid base an­
ions.20,24 This spectrum rapidly transforms at pH 7 to a 
new spectrum with a strong, narrow peak at 355 nm (t 1.1 X 
104). The grow-in at 355 nm and the decay at 540 nm are 
both first order. The half-life of the conversion is 16 ns at 
pH 7. The rate of conversion is pH dependent, decreasing 
as the pH increases; at pH 10 the half-life is 122 ns. This 
first-order process (reaction 4) is suggested, to yield a

H+
dAMP-  — dAMP(H) (4)

species protonated perhaps at a carbon site. Protonation of 
dAMP-  has been observed by ESR.19 A similar behavior is 
observed for adenosine but electron attachment to adenine 
yields only the 320-nm species. Addition of H atoms to 
dAMP at pH 2 yields a species with a maximum at 320 nm.

TMP. Electron attachment to TMP yields a species 
whose spectrum is shown in Figure 10. The absorption is 
weak and the maximum in this case is at 390 nm (e 1400). 
This species is present at the end of a lO-̂ is pulse. Because 
of its similarity to the species formed by H-atom addi­
tion20,21 it is probably a protonated species. This suggests 
reaction 1 occurs rapidly in this case.

Mixture of TMP and dAMP [50:50). The initial spec­
trum (not shown) observed immediately after a pulse for a 
50:50 mixture shows absorptions at 320 and 540 nm which 
is characteristic of the dAMP anion. The decay at 540 nm 
is first order with a half-life of 13 as which is similar to the 
result for pure dAMP. This indicates electron attachment 
to dAMP but does not exclude formation of TMP- .

There is a rapid conversion of the spectrum and at 75 as 
the spectrum is that shown in Figure 11 by the solid points. 
The dominant feature at this time is the strong peak at 355 
nm indicating dAMP(H) is formed. The intensity of the 
absorption indicates 41% of the electrons form dAMP(H). 
The remainder react with TMP, which is shown by the fol­
lowing: there is more of a shoulder at 400 nm in the spec­
trum in Figure 11 than in Figure 9. If the contribution of 
dAMP(H) is subtracted the residual spectrum (open cir­
cles) is very similar to Figure 10, showing a maximum at 
390 nm. The yield of the TMP adduct is about one-half the 
yield observed in pure TMP solutions. The observed lack
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Figure 9. Uv-visible absorption spectra of species formed on elec­
tron attachment to deoxyadenosine 5'-monophosphate disodium salt 
(0.67 mM) at pH 7.4: (O) initial spectrum; ( • )  spectrum at 100 [is.

Figure 10. Absorption spectrum of species formed on electron at­
tachment to thymidine 5'-monophosphate disodium salt (1 mM) at pH 
7. This species is present immediately after a 10-jiS pulse.

of electron transfer is supported by separate experiments 
which show that electron transfer from these radical anions 
to other nucleotides does not compete with protonation.

Dinucleoside Phosphate (TdA). The initial spectrum 
observed following reaction of eaq_ with TdA has a strong 
band (« ~1800) around 320 nm and a weaker absorption ex­
tending into the visible (Figure 12). This spectrum is thus 
very similar to that observed initially for dAMP (Figure 9) 
as well as for the 50/50 mixture. During the first 200 [is 
there is decay at wavelengths from 310 to 370 nm and from 
450 to 600 nm (initial half-life ~130 [is). At wavelengths be­
tween 370 and 450 nm the absorbance either stays constant 
or increases slightly in this time interval; there is no grow- 
in at 355 nm. The decay of the final species absorbing at 
400 nm follows second-order kinetics and k = 3.3 X 108 
M-1 s“ 1.

There are four major results of the pulse radiolysis ex­
periments. (1) In dAMP the anion formed by electron at­
tachment has a weak, but characteristic band in the visib­
le.1811 There is no absorption in this region by the species 
formed from TMP. (2) The dAMP anion converts to a 
species absorbing at 355 nm. This spectrum (Figure 9) is 
sufficiently different from the spectrum obtained with 
TMP (Amax 390 nm, see Figure 10) to allow identification of 
the species formed in mixtures and in a dinucleoside phos­
phate. (3) In the mixture electrons add to both nucleotides,

Figure 11. Absorption spectra of species formed on electron attach­
ment to a 50:50 mixture of TMP and dAMP; absorbance vs. wave­
length. Filled points are spectrum at 75 /is after pulse pH 7.2: ( • )  
0.4 mM of each, (■) 0.9 mM of each; (O) spectrum after subtracting 
41 % of 100-|iS spectrum in Figure 1; (-----) 50% of spectrum in Fig­
ure 2 .

i 500-

n m

Figure 12. Absorption spectra of species formed on electron at­
tachment to thymidylyl-(3'-5')-2'-deoxyadenosine. Open points are 
initial spectrum. Filled points are spectrum at 200 [is after pulse. 
Circles are for 0.7 mM dinucleotde; squares are 0.4 mM. (A) per­
manent spectrum observed at 0.5 s.

there is no electron transfer from one to the other. The 
spectrum observed at 75 [is shows approximately equal 
contributions of the two secondary (protonated) species.
(4) Very different results are obtained for the dinucleoside 
phosphate; the initial spectrum, showing absorption at 320 
and 550 nm, indicates the electron is partially on adenine. 
Localization on thymine may also occur as is indicated by 
enhanced absorption around 400 nm initially. The spectral 
changes in the first 200 [is indicate electron transfer from A 
—► T; this is supported by the decay at 320 and 550 nm and 
the grow-in at 400 nm characteristic of a protonated thy­
mine. The lack of grow-in of a peak at 355 nm is good evi­
dence that the electron does not stay on adenine. The slow­
ness of the transfer is perhaps surprising since T and A are 
in the same molecule. It may be explained by the fact that 
stacking of the bases is only partial at ambient tempera­
tures.

Conclusion

Both the ESR and pulse radiolysis results agree that
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electron transfer occurs in the DNPs from the purine to the 
pyrimidine base. However, in the pulse radiolysis results it 
can be argued that the reason for electron transfer in TdA 
is the more rapid rate of protonation of the thymine anion, 
which of course would draw the electron to thymine.

Since low temperatures and deuterated solvents em­
ployed in the ESR work prevented protonation as well as 
induced stacking, the initial unpaired electron distribution 
in the DNPs is a consequence of the relative attraction of 
the DNA bases for an excess electron. Thus the ESR re­
sults found for the DNP anions can be used to order the 
four nucleosides in terms of their electron affinity in an 
aqueous solution. The results for TdA and TdG clearly 
show that the electron affinity of T is greater than dG or 
dA. The relative ordering of the electron affinity of dC has 
not been unequivocably determined. The results suggest 
that it is intermediate between T and the purine nucleo­
sides. Thus, the following order of electron affinities for all 
the DNA nucleosides is indicated: T ^  dC > dA a* dG. 
The ordering of the electron affinities of the free DNA 
bases would be expected to be the same as found in the 
DNPs.

These conclusions are in agreement with results of theo­
retical calculations of the electron affinity of the DNA 
bases.22,23 These calculations predict the order of electron 
affinity to be thymine > cytosine »  quanine > adenine. 
Several experiments on the radiation chemistry of DNA or 
DNA bases lend some support to our findings. As was men­
tioned in the Introduction, Graslund et al. have found re­
sults that suggest free electrons generated in the 7  irradia­
tion of DNA localize on thymine or perhaps cytosine.2 
Adams et al. have found in pulse radiolysis studies that the 
rates of electron transfer from DNA bases to orotic acid 
were in the following order: thymine < cytosine < ade­
nine.24 The same order was found for the nucleosides and 
nucleotides. These results could be correlated directly with 
the relative electron affinity only if the reverse rate con­
stants were also known. However, the lower rate of transfer 
for thymine is suggestive of a higher electron affinity. Gre- 
goli and Bertinchamps in studies of 7 -irradiated purine- 
pyrimidine cocrystals found that the unpaired spin trans­
fers from the purine to the pyrimidine.25 The authors sug­
gested a one electron transfer mechanism to explain the re­
sults.

Both the ESR results and the pulse radiolysis results for 
the dinucleoside phosphate anions in H2O solution clearly 
show that the T anion protonates preferentially over the 
other DNA base aniens in the DNP anions. The localiza­
tion on thymine in TdG and TdA found in the ESR work 
does not necessarily prohibit the pronation of dG or dA. 
This is because there must be some small equilibrium con­
centration of the purine anions. Thus if they reacted much 
more rapidly with H20  than the thymine anion, they could 
compete effectively. However, the ESR results for nonthy­
mine containing DNPs show that the rate of protonation of

the purine base anions and cytosine anion in DNP anions is 
less than that of thymine anion. In agreement with these 
results the pulse radiolysis experiments for the individual 
nucleotide anions show that the TMP anion protonates 
more rapidly than the dAMP anion. Thus we can conclude 
that the rate of protonation (via reaction 1) is faster for T -  
or TM P-  than for other nucleoside or nucleotide anions 
and that this results in preferential protonation of thymine 
in DNP anions. If these results are extended to a consider­
ation of 7 -irradiated DNA, we would predict localization of 
the excess charge on the pyrimidine bases with subsequent 
protonation of the thymine base only. It is interesting to 
note that results found for 7 -irradiated DNA show this to 
be the case.2
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The free energy of transfer for a nonpolar solute from the gaseous state to nonpolar solvents and water has 
been computed by means of the original scaled particle theory (SPT) and Stillinger modification of the 
SPT. A hypothetical water carrying the model structural features of water, but with dimensions twice as 
large has also been considered. The calculations make it apparent that the solvent dimensions are an im­
portant parameter in determining the sign of the free energy of transfer for a nonpolar solute from one sol­
vent to another. The structure of the solvent determines the sign of the entropy of transfer.

I. Introduction

In the frame of the scaled particle theory (SPT) as ap­
plied to real solvents,1’2 solvents are considered hard 
spheres which are related to real solvents in that the hard- 
sphere diameter is as close as possible to the real solvent 
molecular diameter. The density of the real solvent at each 
temperature is used in the calculation with the SPT so that 
some structural aspects of the solvent are implicitly taken 
into account.

A nonpolar solvent such as cyclohexane, neopentane, 
benzene, or CCI4 is taken as a collection of hard spheres 
with a relatively large diameter of approximately 5.5 A and 
a relatively high number density, so that the parameter y, 
used in the SPT and defined as y  = trNa3/ 6 V, where N and 
V are respectively Avogadro’s number and the molal vol­
ume of the solvtent, is ca. 0.5. In addition, for enthalpy and 
entropy calculations the isobaric solvent expansivity coeffi­
cient «  = (1/V ) (oV/bT) is required which for the molecules 
considered and many other nonpolar solvents at room tem­
perature is ca. 1.2 X 10-3 deg-1 .1

In the SPT frame, water is considered a collection of 
hard spheres, with a = 2.75 A which is smaller than that of 
other usual solvents, with a relatively low number density 
so that y is approximately 0.38, and a small value for a 
which is 0.25 X 10-3 deg- 1 ,2 at 25 °C.

These small values for a and y are evidently related to 
the tetrahedral coordination of water, so that the SPT, as 
used to compute the thermodynamic properties of nonpo­
lar solutes in water, implicitly takes somewhat into account 
the water structure.

The problem of hydrophobic bonding, that is, the strong 
tendency of hydrocarbons in water to aggregate, can be re­
lated (at least if the aggregate contains a sufficiently high 
number of molecules) and is intuitively related to the origi­
nal problem of the transfer of nonpolar solutes to a nonpo­
lar solvent from water3 (e.g., transfer of C4H10 from liquid 
C4H10 to water or from cyclohexane to water), and the 
SPT, which has been shown to successfully predict the sol­
ubility of nonpolar rare gases or hydrocarbons into water2 
and organic solvents1 from the gaseous state, may be used 
either to compute the strength of aggregates of hydrocar­
bons in water3-5 (in a modified form), or the transfer of a

‘ Address correspondence to this author at Service de chimie Phy­
sique, CEN Saclav B.P. No 2, 91190 Gif sur Yvette, France.

hydrocarbon from water to its pure liquid phase. Then 
water is defined by its a, y, and a, and in our opinion the 
relative influence of these three parameters on the transfer 
has not been clearly assessed.

II. Discussion

(a) Calculations with the SPT. In order to make appar­
ent the relative influence of these parameters, we have 
computed the free energy anc entropy of solution from the 
gaseous state for nonpolar solutes, with or without disper­
sion forces, into water, into a nonpolar solvent of molecular 
size 5.5 A and an imaginary solvent called “ hypothetical 
water” which has the same low y  and a as water but with a 
diameter twice as large (5.5 A), so that its molar volume is 
144 cm3 (8 times that of water). Then the important struc­
tural features of water are conserved (in the extent it can 
be so in the frame of the SPT). A nonpolar solvent is al­
ways, in our calculations, characterized by a = 1.2 X 10~3 
K -1 and y = 0.5. For the calculations the solute hard- 
sphere diameter 02 is required and also the parameter nec­
essary to compute approximately the influence of disper­
sion forces, that is, t n / k  for water: 100 K (a rounded value, 
estimates being from 852 to 98 K6). t/k for the nonpolar sol­
vent and nonpolar solutes is given by the approximate rela­
tion6

£22/h = 146(a2 -  2.50)

where 02 is in A and (22/h in K. As usual we use «12 = 
(<ni22)1/2- Also1-3'7 we have AG = RT In K = AG hs +  G¡, 
with Gj = — (64/3)Ry(ti2/k)(a + a2)3/ 8a3, and

AGhs = RT ln -  RT ln (1 -  y) +

-RT 2 y
( l - y )2 3(1 - y )

■y__ 1 o r
- y ) J  a2

+ 3 RT yai
(1 -  y)a

where a and a 2 are respectively the solvent and solute 
hard-sphere diameters, V the solvent molar volume, and K 
the Henry constant.

Figure la shows plots of the free energy of solution from 
the gaseous state for a nonpolar solute in the various sol­
vents considered against soiute diameter a2. Dispersion 
forces are neglected and therefore AG is labeled AGhs- 
Curve 1 is for water (a = 2.75 A), curve 2 is for the “ hypo­
thetical water” (a = 5.5 A, y = 0.38), and curve 3 is for the
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Figure 1. (a,c) Plots ot the free energy of transfer from the gaseous 
state AG =  RT In K, where K is the Henry constant, against solute 
size: (curve 1) to SPT water with a =  2.75 A, y  = 0.38; (curve 2) hy­
pothetical SPT water with a = 5.5 A, y =  0.38; (curve 3) nonpolar 
solvent with a = 5.5 A, y = 0.50; (dotted line) nonpolar solvent with 
a =  2.75 A, y =  0.50. (d,f) Plots of the entropy of transfer. (b,e) Cor­
rections arising from dispersion forces.

nonpolar solvent (a = 5.5 A, y = 0.50). The vertical line AB 
shows that a nonpolar solute of diameter 4 A (as Xe or 
C2H6) is more soluble in the nonpolar solvent than in 
water. The line BC shows that the solubility is smaller in 
the nonpolar solvent than in the “ hypothetical water” , 
whatever is the solute size 02 in the range considered (from 
Oto 11 A).

Figure lb shows the free energy correction G; arising 
from dispersion forces for nonpolar solutes in water (2.75 
A) and in the nonpolar solvent (5.5 A). These increase the 
solubility but are of similar magnitude in both cases.

Figure lc  shows the free energy calculated when both 
hard sphere effects and dispersion effects are taken into ac­
count and black squares show the experimental values for 
real solutes. The good fit between experimental and calcu­
lated values has evidently been already noticed by Pierot- 
ti,1-2 but the important fact shown by the calculations is 
that the negative AG of transfer from water to a nonpolar 
solvent for a nonpolar solute seems to result mainly from 
the fact that the nonpolar solvent molecules have a larger 
size than water molecules.

In fact water has the smallest size of all usual solvents at 
room temperature except perhaps liquid HF. If one wants 
to consider, e.g., the transfer of butane from water to liquid 
butane, the calculation will involve the transfer of a nonpo­
lar solute of about 5 A to a nonpolar solvent of the same 
hard sphere size and the AGhs will again be negative.

It is also interesting to consider the AGhs of transfer 
from the gaseous state of solutes to a nonpolar solvent with

a = 2 75 A, y = 0.5 (V = 13 cm3), and a = 1.2 X 10-3 K. 
Such a solvent is purely hypothetical but has properties 
similar to that of other nonpolar solvents at room tempera­
tures. The dotted line in Figure la shows the AGhs for 
such a solvent. The influence of solvent size is again very 
strong, as the free energy of transfer for the nonpolar solute 
to another solvent with larger size is again negative. No 
special structural effects are involved in this negative AG.

Now let us consider the entropies of transfer, they are 
showr. in Figure ld -f. The entropy of transfer from water 
to a nonpolar solvent with a = 5.6 A is shown by line AB in 
Figure Id and is positive. (As previously the abscissa is the 
solute diameter 02 in angstroms).

The entropy of transfer from “ hypothetical water” to the 
same nonpolar solvent (line CB) is also positive. In contrast 
the entropy of transfer from a nonpolar solvent with a =
2.75 A to a nonpolar solvent with a = 5.5 A (line DB) is 
negative. Then a difference is apparent when structureless 
solvents are considered (the lack of structure is apparent 
from the high a and y used) or when structured solvents as 
water or “ hypothetical water” are considered. Then.the 
sign of AS must probably be ascribed to solvent structural 
effects but solvent size effects seem to play an important 
role in determining the magnitude of the free energy of 
transfer of a nonpolar solute from one solvent including 
water to another solvent. Of course this can be applied 
strictly to hydrophobic bonding in water only if the micro­
scopic hydrocarbon aggregate has a sufficiently large size so 
that it can be considered a different liquid phase.

(b) Calculations with the SPT as Modified by Stillinger. 
The attempts to apply SPT to liquid water have been criti­
cized by Stillinger, who points out that it does not take into 
account the strong directional interactions that operate in 
water to produce extensive hydrogen bonding.8 Stillinger 
has improved upon Pierotti’s analysis in a way that.explic­
itly incorporates the measured radial distribution function 
for pure water.

It is possible to compute the AG of transfer for a nonpo­
lar solute from the gaseous state to “ Stillinger water” with 
a = 2.75 A at 4 °C by graphical integration of the function 
A2 G(X) defined in ref 8, where the calculated G(A) is shown 
in Figure 7. Figure 2a shows plots of AG of transfer for a 
nonpo.ar solute at 4 °C from the gaseous state to “ Stilling­
er water” with a = 2.75 A, to SPT water with a = 2.75 A. 
The abscissa is again the solute hard-sphere diameter a2 in 
angstroms.

In order to make apparent the influence of size we have, 
as in the preceding section, also considered what we call 
“ hypothetical Stillinger water” , that is with a = 5.5 A but 
the same G(A) as calculated by Stillinger in ref 8. We as­
sume that it keeps the structural features which make 
water different from other solvents, but its size is increased 
twice.12 It is apparent from Figure 2a that the modification 
by Stillinger changes significantly the AG of transfer. Nev­
ertheless the main conclusions arrived at in section Il.a still 
seem valid.

Figure 2b shows plots of the entropy of transfer for a 
nonpolar solute from the gaseous state to “ Stillinger water” 
with a = 2.75 A and “ hypothetical Stillinger water” with a 
= 5.5 A at 4 °C, and various other solvents. For this calcu­
lation .t has been necessary to assume that aG(A)/aT at 4 
°C is equal to [G(A)100 °C -  G(A)4 °C]/96 °C that are the 
quantities available from Figure 7 in ref 8 (no dispersion 
forces have been considered in these calculations).

In the last section we shall consider the influence of non-
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Figure, 2. (a) Plots of the free energy of transfer at 4 °C, AG =  AT In 
K, against solute size, (b) Plots of the entropy of transfer. The ab­
scissa is the solute hard-sphere diameter a2.

polar solvent size on the transfer of nonpolar solute as it is 
possible to compare calculated with experimental data in a 
few case.

(c) Comparison between Calculated and Experimental 
Free Energy of Transfer of Nonpolar Solutes between 
Nonpolar Solvents at 25 °C. The theory predicts that the 
free energy of transfer for nonpolar solutes from one non­
polar solvent to another with a larger molecular size is neg­
ative. '

Although the solubility data for gases are relatively 
scarce it is, possible to check this influence of solvent size. 
The experimental solubility data are taken from ref 9-11. 
The solvents considered are in the order of increasing 
molar volume V, CS2, CgHe, CC14, cyclohexane, hexane, oc­
tane, decane, perfluoroheptane, and (C4Fg)3N. All are non­
polar except the last which is nevertheless interesting be­
cause it has the largest size of all.

The solvent hard-sphere diameter are given in ref 1, 13, 
and 14. The computed values for y differs slightly for the 
various solvents but are nearly 0.5. (They are respectively 
0.53, 0.49, 0.51, 0.50, 0.51, and 0.50 for CS2, n-C6Hi4, C6H6, 
C C I4 ,  C -C 6 H 12 , and perfluoro-n-heptane.) For ( C 4F g )3 N  we 
have assumed y = irNw'/QV = 0.50. Dispersion forces are 
neglected in the calculations.

Figure 3a shows the experimental AG of transfer for He 
and SF6 from CS2 to other solvents considered, and the cal­
culated AG. For He the comparison between calculated and 
experimental data is satisfactory except for the series hex­
ane, octane, and decane, which shows an inverse size effect. 
In this last case it must be noticed that these molecules are 
far from being spherical and that the SPT is very approxi­
mate in such cases. For SF6 the experimental AG is about a 
factor of 2 smaller than the calculated value. This may be 
ascribed to the influence of dispersion forces, since the im­
portance of these dispersion forces relative to cavity energy 
effects increases with solute size.15 This is shown on Figure 
3b which shows the experimental AG of transfer for various 
gases from CS2 to perfluoroheptane plotted against the gas 
t/k. The calculated AGtr AG = AGns.tr + AG;,tr is also

A G (r K c o l / m o l *

0 100 200 E/k *

Figure 3. (a) Plots of the free energy of transfer from CS2 to another 
nonpolar solvent: (open circles) solute Is He, (black circles) solute is 
SF6, (dotted line) calculated values from SPT for He, full line calcu­
lated values for SF6. The abscissa is the solvent molar volume cubic 
root, (b) Plots of the free energy of transfer from CS2 to perfluoro­
heptane for various nonpolar gases against the gas t/k. (c) Plots of 
the free energy of transfer from H20  to CCI4 for various nonpolar 
gases against the gas t /k .  (b,c) black circles: experimental AG,r; 
open circles: calculated AG,r =  AGns.tr +  AG, tr. All points are con­
nected for clarity.

shown. Here AG ns.tr is the value calculated neglecting the 
dispersion forces and AGi tr is the contribution of these dis­
persion forces. The parameters used in the calculations are 
for CS2: a = 4.556 A and t/k = 470 °C; and for perfluoro­
heptane: a = 7.11 A and e/k = 480 °C. For the solutes, 
values are taken from ref 2. It is apparent that the sign of 
the AG of transfer is that of the AGHs,tr for the gas consid­
ered, but that the possibility exists that for gases with a 
very large t/k the process could be dominated by the influ­
ence of dispersion forces. In case of transfer of a gas from 
H20  to a solvent such as CC14 the AGi tr is always small 
compared to the AG ns.tr, as shown by the data on Figure 
3c. (The parameters used in the calculation for H20  are a 
= 2.75 A, t/k = 90 °C, and for CCI4 a = 5.36 A, t/k = 480 
°C.)
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The hydrogen bonding complex of hydrogen fluoride (HF) with organic compounds having a proton-ac­
cepting group was studied by measuring the infrared F-H band of HF. Equilibrium constants (K) and 
enthalpies (Aff) of complex formation were determined in a temperature range between 10 and 50 °C for 
the 1:1 complex of HF with the following proton acceptor molecules: acetone, acetonitrile, diethyl ether, di- 
methylformamide, ethanol, methanol, and tetrahydrofuran. The enthalpies of formation of these com­
plexes are between —5.2 ±  0.5 and —9.6 db 0.5 kcal mol-1. Linear correlations were found to exist between 
AH and A j>h f  (hydrogen bond shift), AH and AS, and log K and pKa, except for the case when methanol or 
ethanol was used as the proton acceptor.

Introduction

Although thermodynamic and spectroscopic studies have 
been extensively made on the hydrogen bonding or charge 
transfer complexes, systems containing hydrogen fluoride 
(HF)3-8 have received less attention at least in experimen­
tal aspects, perhaps because of technical difficulty and in­
accessibility. However, theoretical studies including quan­
tum mechanical molecular orbital calculations often con­
cern hydrogen fluoride and its mixtures with molecules 
having relatively simple electronic structures. It seems thus 
important to establish reliable thermodynamic data for HF 
complexes.

In a previous paper,2 we have reported the hydrogen 
bond shift (denoted hereafter as Avhf) for the stretching 
vibration mode of HF in the case when various organic 
compounds are added to form the hydrogen bonding com­
plex in dilute solutions of HF in carbon tetrachloride. It 
has been shown that the Afhf is the largest of the hydrogen 
bond shifts that have ever been observed with various pro­
ton donors.

We now extend our previous measurements with HF to 
include the determination of the equilibrium constants of 
formation for the hydrogen bond complexes as a function 
of temperature. Based on careful infrared spectral mea­
surements, the equilibrium constants and enthalpies of 
complex formation have been evaluated for systems of HF 
with acetone, acetonitrile, diethyl ether, dimethylformam- 
ide, ethanol, methanol, or tetrahydrofuran in dilute carbon

tetrachloride solution. These thermodynamic pcoperties 
are discussed in terms of the Badger-Bauer relation,910 
correlations with the hydrogen bond shift and with the 
base strength of proton acceptors, and the structure of 
HF-alcohol complex.

Experimental Section

Materials. Hydrogen fluoride used in this study was sup­
plied from Daikin Co. It was purified by a combination of 
electrolysis and distillation described below. Carbon tetra­
chloride used as inert solvent needed special treatment to 
remove trace amount of water from the commercially avail­
able spectrograde reagents. This technique was also de­
scribed later. Other organic compounds used as proton ac­
ceptors were of spectrograde or guaranteed reagent. They 
were used without further purifications.

Purification of Hydrogen Fluoride. The purification of 
HF used in this study was accomplished by a combined 
process of electrolytic dehydration with fractional distilla­
tion. The design and operation of the electrolytic cell for 
the removal of water in HF were similar to those described 
by Rogers et al.11 and the distillation system was the same 
as that used in the previous study.2

Unpurified HF was first electrolytically dehydrated in 
the electrolytic cell. The electrolysis was continued until 
the conductivity decreased to almost zero. With this pro­
cess, trace amount of water could be completely removed 
from the sample liquid. However, other impurities such as
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SO2, H4SiF6, etc. seemed to be still present in the anhy­
drous hydrogen fluoride (AHF). The AHF was then trans­
ferred directly into the distillation assembly by a single 
step distillation. Fractional distillation was carried out 
after refluxing for several hours at about 20 °C. The low 
boiling point fraction was discarded by absorbing to a col­
umn of sodium fluoride and a middle fraction at 19.5 °C 
was led either to a sampler for conductivity measurement 
or to dehydrated carbon tetrachloride solvent placed in a 
cell for infrared spectral measurement.

The conductivity of distilled AHF was as small as 1.0 X 
10~6 ohm-1 cm-1 at 0 °C. This is comparable to the best 
value obtained by Runner et al.12 Infrared spectrum of pu­
rified AHF in dilute CCI4 solution showed only a strong ab­
sorption at 3856 cm-1 due to HF monomer and no other 
absorption peaks due to impurities could be found.

Purification of Carbon Tetrachloride. Carbon tetrachlo­
ride is often used as an inert solvent in infrared and other 
spectroscopic measurements. In the studies of hydrogen 
bonding in alcohols, phenols, or similar proton donors, the 
presence of a trace amount of water may not cause much 
trouble. However, in the case of hydrogen bonding studies 
involving AHF, complete dehydration of CCI4 becomes 
necessary for the following two reasons. First, the affinity 
of AHF with water is extremely large and may perturb the 
interaction of AHF with other proton acceptors. Secondly, 
since the solubility.of AHF in CCI4 is fairly small, a rather 
long optical path is, needed for the infrared cell to detect 
the absorption of AHF and the absorptions due to a trace 
amount of water in the CCI4 layer may interfere with that 
due to AHF.

In fact, as shown in Figure 1, even spectrograde carbon 
tetrachloride samples showed a remarkable absorptions 
due to water at 3704 and 3625 cm-1 when measured in a 
cell with an optical path length of 150 mm. This was large 
enough to prevent accurate determination of the absorb­
ance of..monomeric HF stretching vibration band at 3856 
cm “ A '. ••

We therefore developed a novel method to prepare al­
most completely water-free sample of CCI4. Unpurified 
CCI4 was first saturated with hydrogen fluoride by bub­
bling the purified AHF gas for about 30 min at room tem­
perature. This AHF saturated solution did not show any 
absorption peaks except for that due to monomeric HF. 
This may be due to the fact that even a trace amount of 
water was removed with hydrogen fluoride gas which has a 
strong dehydrating ability. Purified CCI4 used for dilution 
and preparation of reference solution in infrared measure­
ments was then obtained by bubbling dehydrated nitrogen 
gas through the AHF saturated solution. With this process, 
hydrogen fluoride was removed with nitrogen from C C14 so­
lutions.

The water content of purified CCI4 thus obtained was 
determined to be less than 0.0004 M by the Karl Fischer ti­
tration method. The same titration gave 0.0044 ±  0.0005 M 
for the water content in unpurified spectrograde CCI4. The 
spectrum of the purified CCI4 was also given in Figure 1. As 
shown in a full line in the figure, no absorption band due to 
water was observed in the case of the purified C C 14. This 
method of CCI4 purification is very effective and yet sim­
pler than any other methods.13 It should be convenient and 
useful in other spectroscopic studies (e.g., NMR and dielec­
tric constant measurements) in which removal of water 
from solvents is essential.

Infrared Measurements. Infrared measurements were

(UU

Figure 1. The ir spectrum of H20  in CCI4: (A) CCI4 spectrograde; (B) 
CCI4 dehydrated by AHF.

made on a Shimadzu Model IR-27G grating spectropho­
tometer. A matched pair of cell for double path operation 
having an optical path of 150 mm was that used in our pre­
vious study.2 It was now surrounded by a jacket to circulate 
water thermostated within ±0.5 °C. The measurements 
were done at temperatures between 10 and 50 °C. For mea­
surements below room temperature, dry nitrogen was 
sprayed against the cell windows to prevent the condensa­
tion of moisture.

The infrared spectral diagram was obtained by the dual 
path technique in which HF + acceptor solution was placed 
in the sample cell and C C I4  solution containing the same 
concentration of acceptor was placed in the reference cell. 
Throughout the measurements, the concentration of HF 
was between 0.007 and 0.016 M, where no polymeric bands 
due to the self-association of HF were observed. Prelimi­
nary measurements revealed that, since the interaction of 
HF with proton acceptors is usually very strong, the HF 
monomeric absorption became too small to determine its 
absorbance accurately when the concentration of proton 
acceptor greatly exceeded tha:. of HF. Hence, the concen­
tration of proton acceptor was selected to be about twice as 
much as that of HF.

The spectra were recorded with a scan speed of 80 cm-1 
and the spectral slit width was 10 cm-1 at 3800 cm-1. The 
concentration of HF in CCI4 was determined by the pho­
tomeric method with La-alizarin complexone.14

Calculation of Equilibrium Constant. In the analysis of 
spectra obtained above, it was assumed that (1) HF exists 
as the monomer in the concentration ranges used, that (2) 
the apparent molar extinction coefficient a of HF is a con­
stant,15 and that (3) only a 1:1 hydrogen bonding complex 
is formed between the HF monomer and the proton accep­
tor.

The validity of the first two assumptions may be con­
firmed by the experimental evidence given in Figures 2 and
3. Figure 2 shows the absorption peaks due to monomeric 
F--H stretching vibration as a function of HF concentra­
tion in CCI4. No absorption peaks due to associated HF are 
observed in the concentration ranges used for the present 
spectral measurements. Figure 3 indicates the linear rela­
tion between the absorbance at 3856 cm-1 and the concen­
tration of HF in CCI4. Although there are negligible scat­
ters due to the error in the determination of HF concentra­
tion, we may establish a constant value for a. The third as­
sumption is that usually used in many infrared spectral 
studies. In the present case, the formation of other com­
plexes than the 1:1 type between HF monomer and the
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Figure 2. The variation for the 3856-cm_1 (monomer) band of HF in 
CCI4 solution: (1) base line; (2) 3.53 X 10“ 3 M; (3) 2.26 X 10“ 3 M; 
(4) 1 14 X 1CT3 M; (5) 0 61 X 10" 3 M.

Figure 3. Plots of absorbance for the 3856-cm 1 (monomer) band 
of HF vs. HF concentration.

proton acceptor is not conceivable under the condition that 
an excess amount of base is added to the solution.

Under the above three assumptions, the equilibrium con­
stant for the formation of hydrogen bonding complex K  
may be given by the following equation

K = (mo — m)/m(bo — mo + m) (1)

where mo and bo are the total concentration of HF and pro­
ton acceptor, respectively, and m is the equilibrium con­
centration of HF monomer. The values of m were calculat­
ed from the relation

m = D/ad (2)

where D is the infrared optical density of the HF band and 
d is the cell length. It was found that the values of K calcu­
lated by eq 1 were constant for each HF-proton acceptor 
system, and that there was a linear relation between log K 
and 1/T (T is the temperature in K).

Figure 4. The ir spectra of 3.60 X 10 3 M HF +  3.74 X 10 3 M ac­
etone in CCI4 at 5 and 20 °C: (A) HF alone ho =  3.60 X 10- 3  M; (B) 
b =  0.91 X 10~ 3 M (at 5°C); (C) b =  0.74 X 10- 3  M (at 20 °C).

Results and Discussion

Spectra. The spectra of dilute solutions of HF in CCI4 
were recorded between 2400 and 4000 cm*1. As seen in Fig­
ure 3 a linear relationship was obtained between the maxi­
mum absorbance at 3856 cm-1  and the molar concentration 
of HF showing that the Lambert-Beer rule is proved to 
hold for the concentration range studied.

The spectra of monomeric HF change remarkably with 
the addition of proton accepting molecules and a broad 
band due to complex formation appears at lower wave 
number region. Figure 4 shows a typical example of such 
spectral diagrams which was obtained with HF + acetone 
+ CCI4 solutions at 5 and 20 °C. From these spectral di­
agrams, the position of the band with each proton acceptor 
was obtained as <»hf and the hydrogen bond shift A<<hf was 
calculated as the difference from the value of i<hf >n the 
vapor phase.3 The equilibrium constant for the formation 
of the HF complex at each temperature was also estimated 
from the maximum absorbance.

The values for fhf, Ai/hf, and K are summarized in 
Table I. The temperature dependence of Akhf is also given 
in the table. The dA^HF/dT values for HF complexes are of 
comparable magnitude with those for other hydrogen 
bonding systems (e.g., MeOH, EtOH, and tert-butyl alco­
hol).16

Thermodynamic Properties of HF Complexes. From the 
temperature dependence of K, the enthalpy of complex for­
mation AH may be evaluated. Table I includes the experi­
mental values for AG, AH, and AS at 25 °C. Inspection of 
these values leads to the conclusion that the AH values in 
the HF complexes are between —5 and —10 kcal/mol and 
are much greater than those for other hydrogen bonding 
complexes. For example, the AH value for ethanol + ace­
tone complex has been estimated to be —3.46 kcal/mol.16 
Most of the AH values for other complexes involving alco­
hols or phenol are also less than —5 kcal/mol. On the other 
hand, except for HF + alcohol complex, the AS values both 
for HF and alcohol (or phenol) complexes are in the range 
between —7 and —11 cal deg/mol.

It should be noted that Schepkin has obtained a value of
1.5 kcal/mol as the specific interaction between HF and 
CCI4.17 CCI4 is certainly not absolutely inert to HF mole­
cule. Thus the AH values reported in this work might be 
underestimated, if they are to represent the standard 
enthalpies of formation of hydrogen bonding complex from 
free molecules. The present value of AH, —6.9 kcal/mol, for
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TABLE I: Spectral and Thermodynamic Properties

Donor Acceptor
K,P
M-1

—A G,a 
kcal/mol

- a h ,
kcal/mol

—AS,
eu

pHF̂ b 
cm 1

A^hf»̂
cm“ 1

d(PHF)/d T,
cm"7°C PKad

HF Vapor 3961e 0
(monomer)

CC14 3856 105 -0 .30
Acetonitrile 141 ± 1 2.93 ± 0.01 5.2 ± 0.5 7.69 ± 1.57 3475 486 —0.67 —10.1

Æ Acetone 525 ± 1 3.71 ± 0.02 6.9 ± 0.5 10.61 ± 1.83 3313 648 —0.66 -7 .2
Diethyl ether 928 ± 1 4.05 ± 0.01 7.4 ± 0.2 11.17 ± 0.80 3221 740 - 0.73 -3 .6
Tetrahydro- 1129 ± 1 4.16 ± 0.01 7.0 i 0.4 9.68 ± 1.29 3210 751 —1.1 —2.1

fur an
Dimethyl- 4638 ± 1 5.00 ± 0.02 7.6 ± 0.3 8.68 ± 1.03 3148 813 —1.0 - 0.01

formamide
Methanol 596 ± 1 3.70 ± 0.01 9.6 ± 0.5 19.58 ± 1.75 3343 618 —1.0 -2 .0
Ethanol 830 ± 1 3.98 ± 0.01 8.7 ± 0.5 15.72 ± 1.66 3306 655 —0.82

a Interpolated value at 25 °C. * Value at 20 °C. c Reference 3. d Reference 22.

HF + acetone complex is smaller than the corresponding 
value, —8.4 kcal/mol, reported by Schepkin.18 At least, a 
part of this discrepancy may be ascribed to the above-men­
tioned correction to the interaction with solvent.19

On the other hand, Thomas20 has obtained a value of 30 
kJ mol-1  (^7.2 kcal/mol) for the AH of the HF-diethyl 
ether complex in the gas phase. This is comparable with 
our value' in CCI4. However, if the specific interaction be­
tween HF and CCI4 is taken into consideration, our value 
becomes larger and there is an nonnegligible discrepancy.

Empirical Correlations. It is well known that a roughly 
linear correlation has been observed between AH and Afhf 
and it is often referred to as the Badger-Bauer relation­
ship. As is shown in Figure 5, except for HF + alcohol com­
plexes, the present data obey this correlation fairly well.

In their comprehensive review, Pimentel and McClel­
lan21 have collected much evidence that there is a linear 
relation between AH and AS for various kinds of hydrogen 
bonding complexes. The AH vs. AS plot for HF complexes 
is shown Tri Figure 6, where we may observe a fairly good 
correlation. The HF + alcohol systems are again the excep­
tion.

As a further correlation, it is interesting to examine the 
possible parallelism between the proton-accepting ability 
and the base strength of the acceptor molecules, pKa. As 
shown in Figure 7, the plot of log K at 25 °C (or Afhf at 20 
°C) against pKa gave a linear correlation except for the 
point for methanol. The values of pKa are taken from the 
compilation by Arnett.22 Although no pKa value was avail­
able for ethanol, a similar trend may be expected for the 
HF + ethanol complex. While the pKR represents the equi­
librium constant of the following reaction

BH+ j=> B + H+ (3)

where B is the proton acceptor, the hydrogen bond forma­
tion may be written as

B + H X t : BHX (4)

for which K is the equilibrium constant. Both pKH and K 
involve entropy and enthalpy contributions. Since H+ is 
small in size, the enthalpic and entropic anomalies due to 
structural origin will be larger for the reaction in eq 4 and 
the linearity between pKa and K may be destroyed by such 
anomalies.

Anomaly in HF + Alcohol Complex. The HF + alcohol 
complexes show invariably an anomalous behavior in the 
three correlations given above. In interpreting these re­
sults, we call attention, first of all, to the fact that the en-

Ai)(n-n — 1 un 20"ci

Figure 5. Enthalpy change for formation of HF-base complexes 
against ArHF: (1) acetonitrile; (2) acetone; (3) diethyl ether; (4) tetra- 
hydrofuran; (5) dimethylformamide; (6) methanol; (7) ethanol.

-  Û i’> ( o . u . )

Figure 6. Plots of AH vs. AS for HF complexes. The numbering of 
the points is the same as that in Figure 5.

pKo
Figure 7. Plots of log K (at 25 °C) and A fHf (at 20 °C) against pKa. 
The numbering of the points is the same as that in Figure 5.

tropy decrease is unusually large for the HF + alcohol com­
plex. As given in Table I, the AS for HF + MeOH and HF 
+ EtOH complexes are —19.6 and —15.7 cal deg/mol, re­
spectively, indicating that the absolute value of the entropy 
change in the complex formation between HF and alcohol 
is almost twice as much as those for other complexes. This
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suggests that the structure of HF + alcohol complex may 
not be linear and that a cyclic structure of complex may be 
responsible for this greater loss of entropy.

The deviations of HF + alcohol systems from the lineari­
ty in various correlations are too large even if possible 
sources of scatter are considered, and structural anomaly 
mentioned above is strongly suggested.23 However, evi­
dence in favor of cyclic structure is not fully conclusive, 
since the decrease in the absorbance of the free OH band 
and the shift of the OH band could not be confirmed due to 
the overlapping with the broad complex band of HF. In 
order to obtain some clues for this problem, application of 
molecular orbital calculations to the HF complex should be 
helpful. Although preliminary calculations by the CNDO/2 
method24’25 indicated that a linear structure is more stable, 
optimization of geometry in the hydrogen bonding complex 
might not be attained and further modified calculations 
must be indispensable. Details of our CNDO/2 and more 
refined calculations will be reported later.

Acknowledgments. This work was supported by a grant 
from the Asahi Glass Foundation for the Promotion of In­
dustrial Research. We thank the Daikin Co. for supplying 
the hydrogen fluoride.

References and Notes

(1) The first paper2 of this series was published as a part of our thermody- 
namic studies on associated solutions.

(2) H. Touhara, H. Shirroda, K. Nakanishi, and N. Watanabe, J. Phys. 
Chem., 75, 2222(1971).

(3) H. Hyman and J. J. Katz in ‘‘Non-Aqueous Solvent System", T. C. Wad-

dington, Ed., Academic Press, New York, N.Y., 1965, Chapter 2.
(4) M. Kilpatrick and J. G. Jones in "Chemistry of Non-Aqueous Solvent", 

J. J. Lagowski, Ed., Vol. II, Academic Press, New York, N.Y., 1967.
(5) R. M. Adams and J. J. Katz, J. Mol. Spectrosc., 1, 306 (1957).
(6) M. Couzi and P. V. Huong, J. Chem. Phys., 67, 1994 (1970).
(7) M. Couzi and P. V. Huong, J. Chem. Phys., 67, 2001 (1970).
(8) M. Couzi, J. Le Calve. P. V. Huong, and J. Lascombe, J. Mol. Spec- 

trosc., 5, 363 (1970).
(9) R. M. Badger and S. H. Bauer, J. Chem. Phys., 5, 839 (1937).

(40) R. M. Badger, J. Chem. Phys., 8, 288 (1940).
(11) H. H. Rogers, S. Evans, and J. H. Johnson, J. Electrochem. Soc., 111, 

701(1964).
(12) M. E. Runner, G. Balog, and M. Kilpatrick, J. Am. Chem. Soc., 78, 5183

... (1956).
(13) (a) U. Liddel and E. D. Becker, Spectrochim. A c ty  10, 70 (1957); (b) K. 

W. Morcom and D. N. Travers, Trans. Faraday Soc., 62, 2063 (1967); 
(c) R. H. Stokes, K. N. Marsh, and R. P. Tomlins, J. Chem. Thermodyn., 
1 ,559(1969 ).

(14) S. Hirano, H. Fujinuma, and T. Kasai, Jpn. Anal., 15, 1339 (1966).
(15) Strictly speaking, a  must be a function of temperature. However, its 

temperature dependence is quite small and may be negligible in the fol­
lowing calculations.

(16) E. D. Becker, Spectrochim. Acta, 17, 436 (1961).
(17) D. N. Schepkin, Opt. Spectrosk., 19, 709 (1965).
(18) D. N. Schepkin, Teor. Eksp. Khim., 2, 276 (1966).
(19) Schepkin has made a correction to the interaction of HX (X =  Cl, Br, 

and F) with solvents by considering the change in the external rotational 
state of HX molecule. However, his estimation on HF is not clearly stat­
ed as far as we could judge from this paper.

(20) R. K. Thomas, Proc. R. Soc., Ser. A, 322, 137 (1971).
(21) G. C. Pimentel and A. L. McClellan, "The Hydrogen Bond", W rH. Free­

man, San Francisco, Calif., 1960.
(22) E. M. Arnett, Prog. Phys. Org. Chem., 1, 223 (1963).
(23) Alternatively, the deviations for HF-alcohol complexes may be as­

cribed to an anomaly in stoichiometry, since there is a possibility that 
HF and alcohol form other complex than 1:1 type! However, the facts 
that K  was a constant for each temperature and that the temperature 
dependence of K could well be expressed by a van't Hoff type equation 
were not able to be explained by this interpretation.

(24) J. A. Pople, D. P. Santry, and G. A. Segal, J. Chem. Phys., 43, S129  
(1965).

(25) J. A. Pople and G. A. Segal, J. Chem. Phys., 43, S136 (1965).
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This paper describes the reactions that occur when a solution of cesium (or lithium) laurate containing ce­
sium (or lithium) chloride is titrated with a strong acid. Cesium ion behaves similarly to sodium or potassi­
um ion in that laurate micelles may exist and either cesium hydrogen laurate or free lauric acid, or both, 
may precipitate during the titration. However, the solubility of lithium laurate is so low that laurate mi­
celles cannot exist in solutions containing much lithium ion. Values of the solubility products of lithium 
laurate and cesium and lithium hydrogen laurates were obtained.

Introduction

An earlier paper in this series2 described a multiparame­
tric curve-fitting procedure for evaluating the parameters 
that characterize the titration curves obtained in potentio- 
metric titrations of sodium laurate with hydrochloric acid. 
Such curves are complex because any, or all, of three unre­
lated chemical processes may occur: the disappearance of 
laurate micelles present initially, and the precipitation of

either free lauric acid or the “ acid soap” sodium hydrogen 
laurate, or both. All of these processes had previously been 
shown to be involved;3 by applying multiparametric curve 
fitting to the data, we were able to evaluate the solubility 
products of both lauric acid and sodium hydrogen laurate 
and the critical micelle concentration (cmc) under the con­
ditions of each titration in which the corresponding pro­
cesses occurred. Subsequently3 we devised a computer pro­
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gram that, given the coordinates of the data points and in­
formation about the experimental conditions (such as the 
concentrations of laurate, acid, and alkali-metal ion in the 
solutions), effected machine-made identifications of the 
processes that actually occurred during a particular titra­
tion along with values of the parameters characterizing 
them. These identifications were substantially more accu­
rate than those attained by a human chemist given the 
same information.

Potassium . and sodium laurates had previously4 been 
found to yield titration curves that were identical within 
experimental error, and our value2 for the thermodynamic 
solubility product of sodium hydrogen laurate, 7.2 (± 1 .5) X  

IO“ 15, was indistinguishable from the one (6.3 X  10-15) 
given by Lucassen5 for potassium hydrogen laurate. How­
ever, there appeared to be no information in the literature 
on the behaviors of the cesium and lithium systems, and 
these were accordingly investigated with the results re­
ported below. Cesium, sodium, and potassium give rise to 
behaviors that are qualitatively and quantitatively indis­
tinguishable but are markedly different from the béhavior 
of lithium.

Experimental Section

Most of the solutions titrated were prepared from stock 
solutions of cesium or lithium laurate. The stock solutions 
were made by weighing out appropriate amounts of a sam­
ple of lauric acid (Nu-Chek-Prep Inc.), heating them to just 
above the melting point, and adding approximately 99.8% 
of the stoichiometric amount of a carbonate-free solution of 
the appropriate alkali-metal hydroxide. According to its 
supplier the lauric acid was at least 99.8% pure, and our as­
says (by potentiometric titration with standard base at ele­
vated temperatures) agreed with this figure, which was 
used in calculating the stoichiometric amount of base men­
tioned. After stirring and dilution until a clear solution was 
obtained, this was transferred quantitatively to a volumet­
ric flask and diluted to the mark. A few of the most concen­
trated laurate solutions were prepared individually in 
much the same way. Care was always taken to guard 
against exposure to carbon dioxide at every stage.

Titrations were performed at 26 ±  1 °C in the manner 
previously described.2 The concentration of alkali-metal 
ion and the ionic strength were adjusted by adding cesium 
nitrate or lithium chloride, usually as a stock solution but 
occasionally as a weighed amount of solid. Reagent-grade 
cesium nitrate had to be recrystallized to obtain a neutral 
product.

Multiparametric curve fitting employed the program 
previously described2 to evaluate the parameters character­
izing the processes that were judged to have occurred. 
These fits were made in Fortran IV on an IBM 360/44 com­
puter.

Results and Discussion

I. Titrations in Solutions Containing Cesium Ion. As 
was true for titrations made in the presence of sodium ion,2 
all but the most concentrated solutions of cesium laurate 
remained clear when cesium nitrate was added to them be­
fore beginning the titrations. Only if the concentration of 
laurate was at least 0.025 M  did opalescence appear at this 
stage. It reflected micelle formation resulting from the de­
crease of the cmc that occurred on adding the salt.

Table I shows the results obtained. Its first two columns 
give the composition of the solution titrated: Cb° is the ini­

tial concentration of cesium laurate and CMX.b is the con­
centration of cesium nitrate added. The third and fourth 
columns give the composition of the reagent: Ca is the con­
centration of hydrochloric acid and Cjvix.a is the concentra­
tion of cesium nitrate added to it. The fifth column gives 
the approximate ionic strength of the titration mixture; 
since the acid was always much more concentrated than the 
base, and since the concentrations of cesium nitrate in the 
two solutions were always the same, the variation of the 
ionic strength during any one titration was insignificant. 
The sixth through eighth columns give the values of the 
concentration constants

Khl = [H+][L-] (1)

X m h l2 = [M+][H+][L-]2 (2)

cmc = [L- ] (in the presence of micelles) (3)

where L_ = laurate ion and M+ = cesium ion in these titra­
tions, that gave the best fits to the experimental data. The 
last column gives the standard deviation of the experimen­
tal points from the best-fitting curve.

Values of the thermodynamic constants K° were ob­
tained from these concentration constants by employing 
the equation

pif0 = pK  + 0.511.T. v/ji/l 1 + 2v^I) (4).
in which n is a stoichiometric factor equal to 2 for lauric 
acid and to 4 for cesium hydrogen laurate, and in which the 
distance of closest approach is assumed to be close to 6 A, 
which is a reasonable approximation for these equilibria in 
view of the relatively large ions they involve. Kielland6 gave 
the effective radii of hydrogen and vinylacetate ions as 9 
and 6 A, respectively.

The mean values of pK° obtained from eq 4 corre­
sponded to K°h l  = (1-8 ±  0.3) X  10~10 M2 and to i f 0csHL2  

= (1.0 ±  0.4) X  10-14 M4. The value for lauric acid may be 
compared with that, 1.3 X  10-10 M2, obtained by Lucassen5 
and with the value of (1.4 ±  0.2) X  10-10 M2 deduced from 
the data obtained in similar titrations in the presence of so­
dium ion. There has been no prior evaluation of the solubil­
ity product of cesium hydrogen laurate, but this result is 
close to the values of (7.2 ±  1 .5) X 10-15 for the sodium salt2 
and 6.3 X 10-15 for the potassium salt.5 The values of the 
cmc show the expected decrease on adding cesium chloride, 
but are definitely lower in solutions containing cesium ion 
than in solutions containing sodium ion.2

II. Titrations in Solutions Containing Lithium Ion. If 
the concentrations of both lithium ion and laurate ion are 
very low, solid lauric acid is the only phase that separates 
during a titration of a mixture of lithium laurate and lithi­
um chloride with hydrochloric acid. These are the only con­
ditions under which the behavior of lithium ion is indistin­
guishable from the behaviors of sodium and cesium ions.

At higher concentrations of laurate ion and either sodi­
um ion or cesium ion, the alkali-metal hydrogen laurate 
precipitates during the titration, and this process and pre­
cipitation of lauric acid occur together over a wide range of 
initial concentrations. With lithium ion, however, a rela­
tively small increase of concentration leads to a sharp tran­
sition from the comparatively simple curves that corre­
spond to precipitation of lauric acid alone to much more 
complex ones that have the characteristic shape shown in 
Figure 1. With solutions containing sodium ion, curves of 
this general shape were obtained when all three of the pos­
sible phase separations occurred. There the first plateau re-
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TABLE I: Results of Titrations of Cesium Laurate with Hydrochloric Acid
Standard

Cb°, M Cv,x.b,M Ca.M C \ i  x  ,a* M

Approx
ionic

strength,
M

1 0 , 0 A H l .
M

1 0 '4
^ M H L , .

M4
103cmc,

M

error of 
a single 
pH mea­
surement

0 . 0 0 1 0.01 0.02 0.01 0 . 0 1 1 3.05 0.054
0.05 0.02 0.05 0.051 1.72 0.039

0.0025 0.005 0.05 0.005 0.007 4.24 0.141
0.05 0.05 0.05 0.052 1.93 0.065

0.025 0.075 0.5 0.075 0.1 1.72 1.54 4.09 0.233
0.05 0 1 . 0 0 0.05 3.06 3.30 8.80 0.205

------ 1------

_
-------1------- 1

0.00250* 
0 .500* LiC

-------1-------
J Laurate
1

------ 1-------

- -

- -

1 1 1____ 1 T----- ?----- -
o  2.0 4.0 6.0 8.0 10.0

cm3 OF 0 .0 5 0 0 * HCI -  0 .5 0 0 * LiCI
Figure 1. Open circles show the data obtained on titrating 100 cm3 

of a 2.50 X 10- 3  M solution of lithium laurate containing 0.500 M 
lithium chloride with an 0.0500 M solution of hydrochloric acid con­
taining 0.500 M lithium chloride. The solid curve corresponds to Khl 
=  2.33 X 10 -’ °, KyHL2 =  2.33 X 10“ 14, and /CLiL =  1.78 X 10-4 .

fleeted the presence of micelles and solid alkali-metal hy­
drogen laurate, while the second reflected that of the al­
kali-metal hydrogen laurate and solid lauric acid. In the 
presence of lithium ion such curves were obtained even if 
the initial concentration of laurate ion was far below the 
cmc. In 0.05 F sodium chloride the data of Merrill and 
Getty7 correspond to a cmc of 0.0133 M, and we2 found 
0.014 M by the technique used here; at the same ionic 
strength in lithium chloride, even 2.5 X 10~3 M laurate ion 
gave a curve resembling Figure 1.

Solutions containing 2.5 X 10-3 M laurate and 2.7 X 10~2 
M lithium ion were clear, but with 5.2 X 10-2 M lithium ion 
a turbidity appeared, and it became more pronounced if 
the concentrations were increased further. Analyses of two 
samples of the solid that separated before any acid had 
been added gave C, 70.04 ±  0.17; H, 11.33 ±  0.02; Li 3.21 ±  
0.03; ealed for Cn H23COOLi: C 69.88; H, 11.24; Li 3.36. 
Similar analyses were obtained for the solids recovered 
from a number of mixtures corresponding to different 
stages of titrations under various conditions. At points 
lying on the first plateau of a curve such as the one in Fig­
ure 1 , the composition of the solid always corresponded to a 
mixture of lithium laurate and lithium hydrogen laurate in 
about the proportions expected from the stoichiometry of 
the mixture. Once the second plateau had been attained, 
the lithium content always dropped below that for lithium 
hydrogen laurate, and the results corresponded to mixtures 
of this with solid lauric acid.

Thus titrations performed in the presence of lithium ion 
are unique in that lithium laurate precipitates from solu­
tions in which the concentration of laurate ion is well below 
the cmc. In different terms, this means that the Krafft

point of lithium laurate is higher than the temperature 
used in this work. To describe such titrations one must re­
place eq 3 by

I^LiL/[Li+] = [L_] (in the presence of solid LiL) (5)

where i f  Li L denotes the ion-concentration product of lithi­
um laurate. In most of these titrations the concentration of 
lithium ion in the hydrochloric acid used as reagent was 
nearly equal to the concentration of lithium ion in the solu­
tion titrated, and in all of them the concentration of acid 
was much larger than that of laurate. For these two reasons 
the concentration of lithium ion never varied by more than 
± 1 % over the range in which solid lithium laurate was 
present, and therefore the left-hand side of eq 5 was con­
stant during any one titration, though of course it varied 
from one titration to another as the concentration of lithi­
um ion was changed. It was therefore possible to use the 
same computer program that had been employed with the 
sodium and cesium data, taking the constant value of [L~] 
to represent K u h  rather than the cmc.

Table II shows the results obtained, and has the same ar­
rangement as Table I. Combining these concentration con­
stants with eq 4 gave K °hl =  (1.9 ±  0.4) X 10~ 10 M 2, 
ff°LiHL2 =  (8.7 ± 2 .5) X 10“ 15 M4, and K ° LiL =  (7.6 ±  1.0) X 
10-5  M2. The value for lauric acid is in acceptable agree­
ment with the other values mentioned above. That for lith­
ium hydrogen laurate is unexpectedly close to the corre­
sponding values for the other alkali-metal ions. We have 
not been able to find a value of the thermodynamic solubil­
ity product of lithium laurate in the prior literature.

III. M a c h in e  C la s s if ic a t io n . All of the titrations per­
formed in the presence of cesium ion were correctly classi­
fied by the machine-classification program previously de­
scribed.3 As that program was constructed to interpret vir­
tual constancy of the laurate-ion concentration during the 
initial portion of the titration as reflecting the presence of 
micelles, it provided the message “ micelles did form” 
whenever solid lithium laurate was present at the start, and 
correspondingly gave a value of the “ cmc” that actually 
corresponded to K u U \ C i + ]- Automatic discrimination be­
tween behavior like that of sodium, potassium, and cesium 
and the behavior of lithium ion might be made by combin­
ing the numerical values obtained in different titrations 
with widely different concentrations of alkali-metal ion.

Conclusions
Acidimetric titrations of laurate ion in aqueous solutions 

at 25 ± 2  °C containing lithium, sodium, potassium, or ce­
sium ion may involve either the precipitation of free lauric 
acid or that of the alkali-metal hydrogen laurate MHL2 or 
both, depending on the compositions of the reacting solu­
tions. The best current estimate of the thermodynamic sol-
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TABLE II: Results of Titrations of Lithium Laurate with Hydrochloric Acid

Standard
Approx error of

ionic 1 0 '4 a single

Cb°,M CMX,b> M Ca,M c MX,a. M
strength,

M
IO '-A h l .

M2
^MHL, . 

M4
1Q3-Kl ìL / 
[Li+], M

pH mea­
surement

0.0025 0.005 0.05 0 0.007 3.60 0.036
0.025 0.05 0 0.027 4.76 0.011
0.05 0.05 0 0.051 2.89 3.35 1.54 0.036
0.1 0.05 0 0.10 3.42 3.08 1.37 0.132
0.2 0.05 0.2 0.20 1.88 1.31 0.591 0.013
0.5 0.05 0.5 0.50 2.33 2.33 0.354 0.008
1.0 0.05 1.0 1.00 2.76 4.16 0.226 0.180
2.0 0.05 2.0 2.00 5.86 4.27 0.0685 0.031

0.01 0.09 0.2 0.09 0.10 3.30 2.87 1.23 0.179
0.02 0.08 0.4 0.08 0.10 3.05 2.12 1.21 0.157

ubility product of lauric acid under these conditions is (1 .6  

± 0.3) X 10“ 10 M2. The solubility products of these alkali- 
metal hydrogen laurates appear to be independent of the 
identity of the alkali-metal ion, and are all equal to (8  ± 2 ) 
X 10- 1 5  M4. In solutions containing sodium, potassium, or 
cesium ion it is possible to attain the critical micelle con­
centration of laurate, but in solutions containing lithium 
ion this is rendered impossible by the low solubility of lithi­
um laurate, for which the thermodynamic solubility prod­
uct is equal to (7.6 ± 1.0) X 10- 5  M2. If the ionic strength 
and concentration of alkali-metal ion are kept constant 
during a titration, micelle formation and precipitation of a 
1 : 1  alkali-metal laurate are algebraically indistinguishable 
in that titration, although the parameters that characterize 
them vary differently on changing the experimental condi­
tions.
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High precision eiectrocapillary and capacity data for n-pentanoic acid, isopentyl alcohol, and primary 
butyl alcohol are tested against the Frumkin equation with parameters selected to minimize root-mean- 
square deviations from experimental data. For eiectrocapillary curves with maximum adsorbate coverages 
less than 0.9, excellent fits were obtained (average rms deviation for the three solutes 0.2 dyn/cm). Capac­
ity-polarization curves are much more highly structured and therefore more severely test adsorption 
theories; deviations between experiment and theory were plainly evident in all systems and the average 
rms deviation for the three solutes was 1.5 p F /c m 2. Parameters chosen to best fit eiectrocapillary curves 
were in fair agreement with those chosen to best fit capacity curves but interchange of parameter sets led 
to noticeably poorer fits (average rms deviations about 0.6 dyn/cm and 2 p F /c m 2, respectively). Substan­
tially poorer fits resulted if data corresponding to maximum coverages in excess of 0.9 were included.

Introduction
As early as 1956, a paper2 from this laboratory presented 

a theory for the inference of amount of adsorption of or­
ganic compounds on a mercury electrode from differential 
double layer capacity measurements. The theory is based 
on an early model of the surface layer and corresponding 
isotherm equation due to Frumkin. In favorable cases, this 
theory permits establishment of adsorption isotherms (in­
cluding polarization dependence), molecular areas, and 
normal components of dipole moments in the adsorbed 
state. The theory is limited (i) to monomolecular adsorp­
tion and (ii) to those classes of adsorbates which maintain a 
fixed orientation in the surface layer. For a successful ap­
plication, the theory further requires a linear variation of 
surface charge with adsorbate surface excess at fixed polar­
ization. The theory has been well tested in two subsequent 
papers3’4 based upon studies of adsorption of organic com­
pounds having different functional groups.

The fundamental equations derived in ref 2 have served 
as the basis for a number of investigations (pertaining to 
fitting eiectrocapillary and capacitance data) that have 
been carried out by the Russian electrochemists led by Da- 
maskin. Damaskin5’6 using Frumkin’s early eiectrocapillary 
data on the adsorption of t e r t -amyl alcohol was able to fit, 
despite some discrepancies, the eiectrocapillary curves re- 
sonably well by employing the fundamental equations. 
However, large deviations particularly in the regions of ca­
pacitance peaks were observed when he tried to fit the ex­
perimental double layer capacity data, although the theo­
retical and experimental curves satisfactorily agreed in 
shape and position.5-7 The differential capacitance is a 
much more highly structured function of polarization than 
the interfacial tension and greater discrepancies between 
the theoretical and experimental curves in the former case 
can be understood on this account. To improve agreement 
between experimental and calculated capacity curves, Da­
maskin5’8’9 treated the interaction parameter in the 
Frumkin isotherm equation as a function of the electrode 
polarization, thereby introducing one or more additional

adjustable parameters into the fundamental equations. De­
spite some discrepancies (which are sometimes large), the 
modified equations seem to have followed rather well elec­
trocapillary and differential capacity curves obtained with 
simple aliphatic compounds.5 -7 ’10 -15  The modified equa­
tions fail, as is to be expected, when applied to the adsorp­
tion data of organic molecules which change their orienta­
tion with the change in the electrode polarization. 16’ 17 Da­
maskin5'18-21 has extended the theory to fit the data ob­
tained for such compounds by proposing three condensers 
in parallel as a model.

Damaskin and coworkers5 -7 ’ !0 -15  at no point seem to 
have given a quantitative measure of excellence of corre­
spondence between the experimental and calculated elec­
trocapillary or differential capacity curves, whether it is the 
original fundamental equations that were employed for fit­
ting the data or the equations as modified by Damaskin. 
No mention of percentage deviation or root mean square 
deviation has ever been made except to present figures and 
to state that there was good or satisfactory quantitative 
agreement between the two quantities. In the case of sim­
ple aliphatic compounds, the adsorption of which is charac­
terized by a fixed orientation in the surface layer and with­
out any complications due to the formation of multilayers, 
Damaskin5 has treated the interaction parameter as a lin­
ear function of electrode potential. These simple com­
pounds present isotherms (surface pressure-logarithm ac­
tivity curves) that have similar forms at all polarizations 
and thus are superimposable on a reference curve to form a 
composite curve. The congruency of the Frumkin isotherm 
with electrode potential as the independent electrical vari­
able is thus fulfilled; the assumed linear dependence of in­
teraction parameter on polarization is inconsistent with 
this result.

In the present work, complementary interfacial tension 
and double layer capacity investigations of the adsorption 
of three simple aliphatic compounds at the mercury-elec­
trolytic solution interface have been accomplished by 
employing a capillary electrometer and an impedance
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bridge, both of high precision. The original equations de­
rived in ref 2 and discussed in ref 3 and 4 have been used to 
fit both electrocapillary and differential capacity data; the 
results of such fitting and the deviations observed have 
been presented and discussed.

Experimental Section
(1) E le c t r o c a p i l la r y  M e a s u r e m e n ts . Electrocapillary 

data were obtained by employing a capillary electrometer 
based on a fused quartz high-precision gauge (Texas In­
struments Inc.) rather than the manometer normally em­
ployed for measurement of pressure. The details of the ap­
paratus and the experimental details including the cleaning 
as well as preserving of the electrometer capillary, isolation 
of the saturated (NaCl solution) calomel electrode (SCE) 
from the experimental cell, and the care to be exercised in 
the maintenance of this electrode (used as reference and 
counterelectrode) have already been described.22,23

(2) D i f f e r e n t i a l  C a p a c ity  M e a s u r e m e n ts .  Double layer 
capacities at a growing mercury drop were measured with a 
semiautomatic impedance bridge. The general bridge de­
sign is similar to that of Grahame’s24 except that the dc po­
larizing source is connected across the bridge output diago­
nal (i.e., dc polarization is applied between the mercury 
drop and the cylindrical platinum gauze electrode of large 
area which symmetrically surrounds the mercury drop) fol­
lowing Damaskin. 25 A Hewlett-Packard oscillator (4204A) 
energized the bridge with a low level ac signal («3 mV 
rms). General Radio Company components, precision dec­
ade capacitor (1413) with a tolerance of 0.05% and the non- 
inductively wound precision decade resistor (1433-W) con­
nected in series, formed part of the measuring arm of the 
bridge. A specially designed phase selective amplifier null 
detector was used and this supplied start and stop pulses 
corresponding to the fall of the. previous drop (or the birth 
of a new drop) and bálanced state of the bridge to the gat­
ing circuit which controlled the counter timer (Monsanto, 
Model 100-A). The drop time of the dropping mercury 
electrode could be registered with an accuracy of 0 .0 1  s in 
10 s. The satisfactory performance of the impedance bridge 
was established by reproducing the literature capacity data 
for a few electrolyte solutions.

With carefully prepared dropping mercury electrodes 
(siliconized capillary, drop diameter at bridge balance at 
least ten times larger than the capillary tip diameter) the 
capacity dispersion for mercury in contact with 0.1 N 
HC104 solution at the electrocapillary maximum (ECM), 
where it was maximum, was normally not more than 0.3-
0.4% and was sometimes as low as 0.1% in the frequency 
range 400-1400 Hz. Dropping mercury electrodes with a 
relatively large drop time were employed ( « 1 0  s) and ca­
pacity measurements were normally made at 80-90% of 
maximum drop lifetime. Capacities per unit area at fixed 
ac frequency measured at different times in the drop life 
agreed within experimental error, indicating absence of 
complications due to the slow diffusion of the organic ad­
sorbate.

The saturated calomel electrode was used only as a refer­
ence electrode in the capacity measurements; this electrode 
was separated from the experimental cell in a similar fash­
ion and similar care was taken in the maintenance of this 
electrode as discussed previously.23

The capacity data presented here were measured at a 
frequency of 400 Hz and were not extrapolated to zero fre­
quency. The capacity curves are almost independent of fre­

quency (at least in the range 400-1400 Hz) except in the 
neighborhoods of the desorption peaks.

(3) C h e m ic a ls . Care was taken to free the chemicals from 
surface active as well as oxidizable and reducible impuri­
ties. The preparation of mercury, perchloric acid, and qua- 
druply distilled water have been previously described. 22 

Primary butyl and isopentyl alcohols were analyzed re­
agent grade chemicals; these were purified by preparative 
gas chromatography. n-Pentanoic acid was of highest pu­
rity grade and was distilled in an all-glass assembly before 
use.

The solutions were degassed by bubbling through them 
nitrogen presaturated with vapor from adsorbate solutions.

Results and Discussion
The analysis of interfacial tension data (Figures 1-3) was 

carried out as described before;22,23 briefly, each electroca­
pillary curve (dependence of interfacial tension 7  on polar­
ization E  for a given solution) was fit by a polynomial of 
degree ten or less (which had no point of inflection in the 
region of data) with coefficients chosen to give the best 
least-squares fit. The root mean square (rms) deviation of 
data points from the polynomial representations was, aver­
aged over all concentrations, less than 0.05 dyn/cm in all 
cases.

The capacitance data (Figures 4-6) were not fit with a 
polynomial, so no rms deviation is available for these data. 
Individual capacitance measurements, however, were re­
producible to within 0.15%. As a check on the compatibility 
of the two types of measurements, the capacitance curve 
for the base electrolyte was twice integrated by a numerical 
technique, and the resulting interfacial tension data agreed 
within a rms deviation of 0 .6  dyn/cm with the experimental 
electrocapillary data. Similarly, a few doubly integrated ca­
pacity curves obtained for absórbate solutions agreed with 
the experimental electrocapillary curves within a rms de­
viation of 0.7 dyn/cm. Rms deviations were markedly lower 
in the central regions of the curves, and greater at their ex­
tremes, for two reasons. First, the two integration constants 
were chosen to give agreements of positions and slopes of 
the curves compared at the electrocapillary maximum. Sec­
ond, interfacial tension and differential capacitance data 
can be in slight error owing to the occurrence of small far- 
adaic reactions at the polarization extremes.

Using the electrocapillary data, 25 constant polarization 
plots were made (at 50-mV intervals over the polarization 
range) of surface pressure x  vs. logarithm of reduced con­
centration In a  (where x = 7 0  — 7  is the lowering of interfa­
cial tension due to adsorption and a  = c /cq  where c is the 
solute concentration and Co its saturation concentration in 
the base electrolyte). The form of these plots was indepen­
dent of polarization, as a result these plots could be super­
imposed on a reference plot usually taken at the electroca­
pillary maximum of mercury in the base electrolyte solu­
tion by abscissa translation.22,23 The resulting composite x 
vs. In a  curves were fit empirically by a least-squares meth­
od with a linear combination c f hyperbolas.23 The depen­
dence of adsorbate surface excess T on In a  was established 
by analytical differentiation of the linear combination of 
hyperbolas fit to the composite x  vs. In a  curves.

Henceforth we shall wish to treat the quantity a  = c/co 
as a solute activity; for this purpose it is necessary to as­
sume the solute activity coefficient constant over the range 
of concentrations covered.

The Frumkin isotherm equation can be written as
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POTENTIAL, E (volts vs ECM)

Figure 1. Electrocapillary curves for n-pentanoic acid in 0.1 N HCIO4 

solution. Reduced concentrations of the adsorbate, from top to bot­
tom, are 0, 0.01234, 0.02439, 0.03614, 0.04761, 0.06976, 
0.09090, 0.1304, 0.1667, 0.3333, and 0.5000.

Figure 2. Electrocapillary curves for isopentyl alcohol in 0.1 N HCIO4 

solution. Reduced concentrations of the adsorbate, from top to bot­
tom, are 0, 0.01234, 0.02439, 0.03614, 0.04761, 0.06976, 
0.09090, 0.1304, 0.2000, 0.3333, and 0.5000.

Figure 3. Electrocapillary curves for primary butyl alcohol in 0.1 N 
HCIO4 solution. Reduced concentrations of the adsorbate, from top 
to bottom, are 0, 0.01234, 0.02439, 0.03614, 0.04761, 0.06976, 
0.09090, 0.1304, 0.2000, 0.3548, and 0.5000.

0/(1 -  0) = Bae2a6 (1)

where surface coverage 0 = r / r m, r m being the limiting 
surface excess at full monolayer coverage; B  and a  are con­
stants reflecting metal-adsorbate and adsorbate-adsorbate 
interactions, respectively. As discussed in the Introduction, 
superimposability of the ir vs. In a curves implies that a is a 
constant, independent of potential. B, however, is potential 
dependent and is a measure of the variation of standard 
free energy of adsorption with the change in the electrical 
state of the interface.

The superimposability of ir vs. In a curves further 
implies that surface charge varies linearly with surface ex­
cess at fixed polarization. Figure 7 provides a direct verifi­
cation of this linear relationship between <j and T at fixed E 
for primary butyl alcohol and n-pentanoic acid. Surface ex-

POTENTIAL, E (vo lts vs. S.C.E.)

Figure 4. Differential capacitance curves for n-pentanolc acid in 0.1 
N HCIO4 solution. Reduced concentrations of the adsorbate are (A) 
0, (B) 0.01234, (C) 0.02439, (D) 0.03614, (E) 0.04761, (F) 0.06976, 
(G) 0.09090, (H) 0.1304, (I) 0.1667.

POTENTIAL. E (volts vs S.C.E.)

Figure 5. Differential capacitance curves for isopentyl alcohol in 0.1 
N HCIO4 solution. Reduced concentrations of the adsorbate are (A) 
0, (B) 0.01234, (C) 0.02439, (D) 0.03614, (E) 0.04761, (F) 0.06976, 
(G) 0.09090, (H) 0.1304, (I) 0.2000.

POTENTIAL. E (volts vs. S.C.E.)

Figure 6 . Differential capacitance curves for primary butyl alcohol in 
0.1 N HCIO4 solution. Reduced concentrations of the adsorbate are 
the same as In Figure 5.
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Figure 7. Surface excess vs. surface charge plots: (1) for primary 
butyl alcohol at —0.450 V vs. SCE, and (2) for n-pentanoic acid at 
-0 .350  V vs. SCE.

cess values were obtained by analytical differentiation of 
the linear combination of hyperbolas fit to the individual ir 
vs. In a curves, and surface charge values were obtained by 
analytical differentiation of the polynomial fit to the elec­
trocapillary curves. The plots shown in Figure 7 and also 
superimposability of it vs. In a plots at different potentials 
further imply (1 ) that the interaction parameter a in the 
Frumkin isotherm equation is independent of polarization 
and (2) that electrode potential (as contrasted with elec­
trode charge) is the appropriate independent electrical 
variable for the analysis of superimposable isotherms in 
these systems.

The Frumkin surface layer model consists of two con­
densers in parallel leading to a surface charge density given
by

a — <rw (  1 — 8) +  C ' ( F  — Ê i)8 ( 2 )

where a is the total surface charge per unit area, <xw is the 
surface charge per unit area in the absence of adsorbate 
(both a and trw correspond to a potential of E), C' is the ca­
pacitance (assumed constant) corresponding to 8 = 1 , and 
F n is the shift of potential of zero charge in the transition 
from 8 = 0 to 6 = 1. Both E and F n are referred to the po­
tential at the electrocapillary maximum of mercury in the 
base electrolyte solution.

The Gibbs adsorption theorem combined with eq 1 and 2 
furnishes the expression for the generalized Frumkin iso­
therm2

where

= B0ac2“«e-<i'/r"'fiT>
1 - 8

K  -  C'(F -  EN)] cLE

(3)

(4)

On integration

4> = G(F) + C'ENE -  i  C'E2 (5)

where G(F) = 7 (0, a = 0) — y(E, a = 0) represents the low­
ering of interfacial tension due to polarization in the ab­
sence of organic adsorbate.

The fundamental equation derived in ref 2 for the total 
capacitance C is

C = Cw(l -  8) + C'8 + [ow -  C’(E -  F N)]2 0(1 -  o)
TmRT 1 -  2a0(l -  8)

(6)
Many techniques are available for determining the con­

stants rm, a, Bo, C', and F n of the Frumkin equation8 but 
none of the methods uses original data to determine all the 
constants simultaneously. A computer program was written 
in an attempt to fit the five constants to the original elec­
trocapillary data by a least-squares technique, but conver­
gence was not obtained. It was found that if two of the con­
stants r m and C' were obtained by other means, and the 
other three were fit by least squares, convergence was ob­
tained and the original data could be fit well.

r m was obtained from the limiting slope of the composite 
ir vs. In a curve. C' was obtained from the capacitance data 
by extrapolation of a plot of 1/C vs. 1/a to 1/a = 0 where C 
is now the capacitance at maximum adsorption. This plot is 
based on eq 1 and 6. Let f  = Be2a6 in eq 1. Near the point of 
zero charge eq 6 reduces to C = Cw(l — 8) + C'8. From this 
and eq 1 it follows that

1 1 + (/a ) - 1
C Cwi/a) - 1 + C (7)

The computer program used to fit the electrocapillary 
data finds the constants a, Bo, and F n which give rise to a 
minimum in the sum of the squares of the deviations of the 
calculated surface pressures26

7r -  —r mFT[ln (1 — 8) + a82\ (8)

from the experimental surface pressures. For each data 
point 8 was found from eq 3 by an iterative method.

A similar computer program was used to fit the capaci­
tance data in which the constants a, B0, and F n are found 
which give rise to a minimum in the sum of the squares of 
the deviations of the calculated capacitances

C = Cw + 8 l(C' -  Cw) + -[ -w ~ C(E  ~ En)]2 X 
l r mFT

1 -  2a0(l -  8)

from the experimental capacitances. 8 was again found for 
each point by use of eq 3.

Table I compares the Frumkin equation parameters 
found to give best fits to electrocapillary data with those 
found to give best fits to double layer capacity data for 
each of the three adsorbates studied. The agreement of pa­
rameters for n-pentanoic acid and isopentyl alcohol is very 
good and for primary butyl alcohol fair. Figure 8 compares 
calculated electrocapillary curves for n-pentanoic acid 
using these two sets of parameters with experimental 
points. The curve using Frumkin parameters based on the 
electrocapillary curve appears to fit the data perfectly (ac­
tually, as Table I shows, the average rms deviation is larger 
than for a polynomial fit). The curve based on capacity pa­
rameters noticeably underlies the data in the electrocapil­
lary maximum region, although its qualitative fit is never­
theless quite good. Figure 9 compares capacity curves simi­
larly calculated with capacity data for «-pentanoic acid. It 
is immediately apparent that the more highly structured 
capacity-polarization data provide a much more sensitive 
test of the Frumkin model than do electrocapillary data. 
Even when the Frumkin parameters are chosen to best fit 
the capacity data, the average rms deviation of experimen­
tal points from Frumkin curve is (for n-pentanoic acid) 
1.36 #iF/cm2, and the average rms deviation is about twice 
this value if Frumkin parameters are chosen to best fit 
electrocapillary data.

Table I and Figures 8 and 9 were obtained by fitting data 
from the seven lowest reduced concentrations studied (a <
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TABLE I: Parameters of Frumkin Equation Fit to Electrocapillary and Capacitance Data

lo10 rm, c ,
mol/cm2 pF/cm2 a

En, Rmsd
B 0 (V vs. ECM) Frumkin fit Polynomial fit

n-Pentanoic acid
Electrocapillary data 
Capacity data 

Isopentyl alcohol 
Electrocapillary data 
Capacity data 

Primary butyl alcohol 
Electrocapillary data 
Capacity data

4.799 4.444 1.06 8.54 0.241 0.14 dyn/cm 0.04 dyn/cm
1.13 8.70 0.259 1.36 pF/cm2 .

4.764 4.480 1.32 5.13 0.346 0.18 dyn/cm 0.03 dyn/cm
1.42 5.02 0.344 1.85 pF/cm2

5.186 4.988 1 . 1 1 6.13 0.359 0.28 dyn/cm 0.04 dyn/cm
1.25 5.19 0.384 1.32 pF/cm2

Figure 8 . Electrocapillary curve for 0.1 N HCIO4 solution containing 
n-pentanoic acid, a = 0.04761. Points shown are experimental 
data. The solid curve is the Frumkin equation fit to the electrocapil­
lary data; the dashed curve is the Frumkin equation fit to the capaci­
tance data.

POTENTIAL. E (volts vs. S C.E.)

Figure 9. Differential capacitance curve for 0.1 N HCIO4 solution 
containing n-pentanoic acid, a =  0.04761. Points shown are repre­
sentative of the experimental data (S3 points were determined). The 
solid curve is the Frumkin equation fit to the capacitance data; the 
dashed curve is the Frumkin equation fit to the electrocapillary data.

0.1304). It was found that when the data for the higher re­
duced concentrations were included, a much larger rms de­

viation was obtained (e.g., 0.5 dyn/cm for the electrocapil­
lary data in the case of n-pentanoic acid). Also, if the con­
stants given in Table I were used for the higher reduced 
concentrations, the fit obtained was not as good as for the 
lower reduced concentrations. Thus, it seems that the de­
viations from the Frumkin equation are more severe at 
higher concentrations of the adsorbate.

The computer program used for fitting electrocapillary 
data was modified to include a sixth constant to allow for a 
linear variation of interaction parameter with polarization 
but the resulting fit was not improved.

It is difficult to compare directly our results with those 
of Damaskin et al.,5-7,10-15 for their results have invariably 
been presented only graphically, frequently with scales 
making estimation of differences between experimental 
points and theoretical curves difficult. It appears that, in 
the systems we have treated, the mean deviations between 
experimental points and theoretical curves based on five 
parameters is less than obtained by Damaskin and co­
workers using six. The number of adsorbate concentrations 
in our study (seven with maximum adsorption not greater 
than 6 = 0.9 for each system) is greater than shown in any 
of their graphical presentations; further in our work, all 
data were used in establishing the best set of parameters in 
each case. Damaskin et al. do not appear to have cross- 
compared electrocapillary and capacity parameterizations.
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The solubility of hydrogen and of deuterium in uranium-0.222 mole fraction molybdenum alloy has been 
measured over the temperature range from 700 to 1350 K with a precision of ± 1%. The solubility displays a 
minimum value near 900 K. A model, which is generally applicable to hydrogen dissolved in other metals, is 
presented that describes the observed phenomena, that can be extrapolated to lower temperatures, that 
yields the enthalpy of formation of hydrogen dissolved in the alloy at 0 K, and that suggests a quantum 
mechanical treatment for interstitial diffusion.

I. Introduction
Single-phase metal-hydrogen alloy systems have been 

studied extensively and the literature in this field has been 
reviewed several times.1-3 Experimentally, the equilibrium 
constant (K h) for the reaction between hydrogen gas at 
pressure P h2 and hydrogen dissolved in a metal at concen­
tration [Hm] is determined using pressure-volume mea­
surements yielding the relationship:

, ,  [Hm] T----------------------------- 1 (1 )
“ 4  r t J

Here F°hm,t is the standard Gibbs free energy per gram 
atom hydrogen dissolved in the metal. Activity coefficients 
are usually added as [ H m ] becomes large. P ° h 2,t  is the 
standard Gibbs free energy per mole for hydrogen gas. For 
most metals K h either increases (Y, Ti, Nb) or decreases 
(Ni, Cu, W) markedly with temperature and appears to 
converge to approximately the same value at elevated tem­
peratures (~1500 K). Equation 1 is known as Sievert’s law.

Ebisuzaki et al.2’4 have developed a quantitative descrip­
tion of the contribution of the vibrational states of a hydro­
gen atom in an interstitial site of a metal to Kyi based on 
the ratio of K h for hydrogen to that for deuterium (K b )- 
Qualitative correlations have been drawn between K h  and 
the electronic properties of some metals.2,3 A quantitative 
theory generally applicable to all metals and derivable from 
K h, that allow (1 ) the extrapolation of K h into tempera­
ture regions inaccessible to direct measurements and (2)

the direct comparison of K h for various metals have not 
been reported.

The value for K h for the high-temperature, body-cen- 
tered-cubic (bccub) phase of uranium has a magnitude that 
is intermediate between that for niobium and that for nick­
el.1 Additions of molybdenum as an alloying element 
broadens the temperature range over which the bccub 
phase is thermodynamically and kinetically stable with the 
maximum temperature range near 0.2 mole fraction molyb­
denum.5-7

This report describes the very precise determination of 
K h and Ky> for the uranium-0.222 mole fraction molybde­
num alloy (U-0.222 Mo) over the temperature range from 
700 to 1400 K. A minimum value was observed for Kh and 
Ky> near 900 K. A simple model, consistent with the “ iso­
tope effect theory” of Ebisuzaki and O’Keefe,2,4 is present­
ed that describes the observed values of Kh and K b and 
yields parameters by which K h and Kb may be extrapolat­
ed to lower temperatures.

II. Materials
The argon (99.999% pure) was used without further puri­

fication. The hydrogen gas (99.99% pure) was filtered 
through UH3 powder to remove oxygen (water).8 The deu­
terium gas (99.8% D2, 99.99% hydrogen isotopes) was fil­
tered through UD3 powder. The gas manifold had ultra- 
high-vacuum integrity and was evacuated to less than 1 X  

10-10 atm before a gas was introduced.
The U-0.222 Mo alloy composition was determined from
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x-ray adsorption measurements of a solution containing a 
dissolved aliquote of the U-0.222 Mo alloy. Major impuri­
ties were the following: 300 M g  of C/g, 125 M g of Si/g, 125 M g 

of Fe/g, 40 Mg of Ni/g, 30 Mg of Cu/g, 23 Mg of N/g, 23 Mg of 
O/g. The U-0.222 Mo specimen used for this experiment 
weighed 102.082 g (0.4943 mol of metal atoms). To prevent 
contamination of the alloy by reaction with the vacuum 
chamber wall at temperatures near 1400 K, a yttria-lined 
alumina boat (1.2 cm i.d. X 7.6 cm long X 0.1 cm wall thick­
ness) was prepared to support the sample by plasma 
spraying the A120 3 and Y20 3 over a tungsten mandrel fol­
lowed by sintering at 1500 K .9

The U-0.222 Mo alloy exists as an equilibrium bccub 
phase above 860 K. The alloy can retain this bccub phase 
indefinitely if rapidly cooled below 700 K .5’6 This bccub 
phase is retained for 25 ks or longer at temperatures slight­
ly below 860 K before transforming into a two-phase alloy 
consisting of a uranium-rich phase similar to a-phase ura­
nium and a molybdenum-rich phase.7

I I I .  Instrumentation
The experimental arrangement was the Sievert’s appara­

tus shown in Figure 1. All-metal, ultra-high-vacuum equip­
ment was used exclusively. The pressure could be reprodu- 
cibly measured within 1 X 10-4 atm over the pressure range 
from 0.13 to 1.3 atm. At pressures below 0.13 atm, the pres­
sure measurements were reproducible within ±1 X 10-5 
atm over a 90-ks period. The reference volume (Vo = 207.2 
cm3) was calibrated by the Oak Ridge Y -12 Plant Stan­
dards Laboratory and this calibration is traceable to the 
National Bureau of Standards. The working standard vol­
ume (Vi = 52.76 ±  0.21 cm3) was determined by argon ex­
pansions from Vo-

A proportional temperature controller maintained the 
sample temperature within 1 K over the temperature range 
from 700 to 1350 K as measured by a platinum—platinum- 
10% rhodium thermocouple with a precision of 0.01 mV. 
The sample temperature could be changed incrementally 
at a preset time interval by a temperature programmer that 
repeated itself every 26-time intervals. Another proportion­
al temperature controller maintained Vi and the portion of 
V2 outside the high-temperature furnace at 300.3 ±  0.1 K. 
The sample temperature and the pressure gauge output 
were alternately recorded on a digital voltmeter-printer 
system at 60-s intervals. Thermocouples were checked 
against National Bureau of Standards Reference thermo­
couples and found to agree within 1 K.

IV . Procedure
The sample is positioned in the Mullite tube exposing 

only V2 to air, evacuated, and heated to 1100 K under vac­
uum. Once a high vacuum is achieved, V3 = Vi + V2 (Fig­
ure 1) is backfilled with H2 to 0.5 atm and left undisturbed 
for 173 ks to reduce oxides of copper and iron on the walls 
of Va. The system is then evacuated to <1 X 10-7  atm for 
90 ks to remove residual hydrogen and water. The working 
standard volume Vj was then charged with argon to 7.961 
X 10~2 atm, expanded into V2, and data were collected over 
an 80-ks period while the sample temperature was changed 
incrementally by approximately 100 K at 4-ks intervals in 
such a manner as to span the 700-1350-K temperature 
range three times. The establishment of equilibrium was 
indicated by no change in the recorded pressure or temper-

Flgure 1. Sleverts apparatus used for these experiments: (1) vari­
able leak valve (Granville-Phillips); (2) 0.75-in. all-metal valve (Varian 
Associates); (3) UH3 or UD3  powder filter; (4) pressure sensor (MKS 
Baratron Model 94H-1000); (5) Mullite tube (1.9 cm o.d. X 1.6 cm
i.d. X 30 cm long); (6 ) Mullite-to-Pyrex-to-Kovar graded seal; (7) U -
0.222 Mo sample (1.22 cm diameter X ~ 5  cm long); (8 ) yttria-lined 
alumina boat; (9) combustion tube furnace; (10) platinum cylinder for 
thermal and electical shielding of the sample and thermocouples;
(11) Mullite thermal shield (2.54 cm o.d. X 2.20 cm i.d.); (12) tem­
perature control thermocouple (Pt— Pt-10% Rh); (13) temperature 
measurement thermocouple (Pt— Pt-10% Rh); (14) alumina rod 
(1.27 cm diameter) to reduce the free volume of commercially avail­
able 0.75-in. vacuum hardware; (15) reference thermocouple ice 
bath; (16) fire brick plug; (17) proportional temperature controller;
(18) temperature programmer; (19) data acquisition system.

ature data during the last 0.5 ks of an isothermal period. 
From these data the effective volume after expansion, Va = 
Vi + V2, was determined using the ideal gas law. The tem­
perature dependence of V3 is given by

V; = ^79.42 + 9844 1,728 X 106\
T T2 ) (2)

within a precision of ±0.2 cm3. The system was evacuated 
to 1 X 10_1° atm for 15 ks and Vi was recharged with hy­
drogen to 7.908 X 10-2 atm. This gas was expanded into 
V2, and a set of pressure-temperature data was collected 
over the 700-1350-K temperature range. Isothermal incre­
ments of 5.5 ks were required to achieve equilibrium. The 
system was reevacuated to 1 X 10“ 10 atm for 15 ks, Vi was 
charged with deuterium, and another set of pressure-tem­
perature data was collected. The pressure-temperature 
data sets for the hydrogen isotopes are plotted in Figure 2. 
The ideal gas law was used to calculate the difference be­
tween the number of gram atoms of hydrogen in the gas 
phase initially charged in V\ and the number of gram 
atoms of hydrogen in the gas phase after equilibrium is 
achieved at some temperature (T). Thus [HM] or [DM] can 
be calculated at different temperatures using

[Hm] = 2 -(̂ - P^ 3> 
R (300.3 K)(M) (3)

and the value V3(T) from eq 2. The equilibrium constant 
(Kh) can also be calculated using eq 1 with Ph2 = Pt- The 
term M  had the value 0.4943 mol of metal.

The resulting P-T  and K -T  data sets for hydrogen and 
deuterium are shown in Figures 2 and 3. Note that the ir- 
reproducibility of the P -T  measurements are greater than 
the uncertainties in pressure and temperature measure­
ments. From Figures 2 and 3, [HM] and [DM] may be calcu­
lated. During both experiments [HM] was approximately
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l / T  x 103 K

Figure 3. Equilibrium constants for the reaction of H2 and D2 with 
U-0.222 Mo alloy: upper curve KH; lower curve KD.

constant at 3 X 10-4 varying by less than ±10% over the 
700-1350-K temperature range.

A number of preliminary experiments were carried out 
on a different sample of U-0.222 Mo alloy prior to install­
ing the temperature programming capability. These experi­
ments demonstrated the need for the initial long exposure 
of the system to high hydrogen pressures followed by a 
lengthy evacuation step.

The preliminary experiments also demonstrated that, 
within a precision of 5%, K h is not a function of Ph2 over 
the range of 5 X 10-3  to 0.5 atm. The relatively poor preci­
sion in these preliminary experiments is due mainly to the 
irreproducibility of the pressure measurement at the pres­
sure extremes. The pressure ranges chosen for the experi­
ments shown in Figures 2 and 3 were chosen to minimize 
the effect of the error of the pressure measurement on Kh- 
In effect, the sample size, P\, Vi, and were chosen such 
that most of the hydrogen is removed from the gas phase 
after the expansion step in order to achieve maximum pre­
cision in calculating [Hm] (eq 3) while leaving P h2 suffi­
ciently high that it does not affect the precision of K h-

V. Theory
A grand partition function may be written for hydrogen 

in the intersticies of the metal lattice as follows:1'10’11

„ = A !̂
~ ~  N h N m N h W ! -  N h ) ' X

(\HZHe-lE»/RT))Nli(\MZMe-{EM/RT))NM (4)

where Ni = number of interstitial positions in the lattice; 
N h = number of hydrogen atoms in the metal lattice; A7m 
= number of metal atoms in the lattice; X = the activity of 
the indicated species; Z = the canonical partition function 
for the indicated species; E = energy for establishing the 
indicated species not including energy terms explicitly in­
cluded in Z .

The logarithm of the maximum term in E is differentiat­
ed with respect to N h and set equal to zero in the usual 
manner yielding
a In [max term El Nu

dNyi Ni — N H

In Xh + In Z h — — f (5) 
R T

where

_  a In (XM^MC~(£M/flr>)NM

The hydrogen activity in the metal at equilibrium is the 
same as that for the hydrogen gas which can be written as

lnXH = ~ l ( ^ R V 1+lnPH2) (6)
Here P °h2,t is the standard Gibbs free energy per mole for 
hydrogen gas at 1 atm pressure at temperature T and Ph2 
is the hydrogen pressure in atmospheres. The canonical 
partition function for hydrogen in the metal interstice, Z H, 
may be written as

Z h  = Ĵ oe-̂ O'/KT) ^  + £ H i e - ( E ie - E 0‘ /RT)'j j  x 

I

(2  sinh | | ) "3 ( l  + f  aje- W ™ y  (7) 

II III

Term I in eq 7 is the electronic partition function for the 
hydrogen atom in the metal lattice. It is expressed here as a 
sum over a single set of energy states. Term II is the parti­
tion function for the three normal modes of the vibrational 
states of the hydrogen in the metal lattice based on a sim­
ple harmonic oscillator approximation.2,4 The term Oh  is 
the Einstein temperature for the vibrator and this particu­
lar form of the vibrational partition function results from 
choosing the reference energy as the minimum in the vibra­
tional potential energy well. Term III is a correction term 
for the vibrational partition function that accounts for any 
additional energy levels that may be introduced by a 
change in shape of the vibrational potential energy well at 
energies comparable to the activation energy for diffusion. 
The term f  (eq 5) is now redefined to include the hydrogen- 
hydrogen interaction energy defined by Lacher12 as well as 
any changes in Z h resulting from N h dependent changes in 
Xm, Z m, Em, or any of the parameters in eq 7.

Substituting eq 6 and 7 into eq 5; addition to eq 5 the 
terms

0 = In (Nm/N m) (8)

and

0 = H°H,o -  H° H,o (9)

where H° h,o is the energy per mole of monatomic hydrogen 
gas at 0 K; and taking the antilog yields

The Journal o f Physical Chemistry, Vol. 80, No. 4, 1976



378 G. L. Powell

where N = number of interstitial positions per metal atom 
in the lattice (N -  3 for octahedral sites and 6 for tetrahe­
dral sites in a bccub lattice); e = Eo + £ h — H°h ,o is the en­
ergy required at 0 K to place atomic hydrogen gas in the 
metal lattice and allow the electrons to relax to the elec­
tronic ground state in the metal (note that the zero point 
vibrational energy is included in the hyperbolic sine term);

/F ° h 2 ~ f f ° H ,o \ 

\ R T  )
( 11)

can be calculated from thermodynamic tables13-15

Figure 4. The Einstein temperature plot for hydrogen in U-0.222 Mo 
alloy calculated from Figure 3.

KH = -  <7o ( sinh * (1 + 
8 \ 2 T /

AE i e =  E i e -  E 0e (12)
and

(14a)

An expression, similar to eq 10, can be written for deuteri­
um. In the case of deuterium, Oh is replaced by Od = 0hA /2 
= 0/x/2 and 4>h is replaced by 4>d - Under the conditions of 
(a) dilute solution ([HM] «  IV); (b) constant pressure (PH2 
= P Ds); and (c) negligible isotopic mass dependence in E f; 
the ratio of the expression for hydrogen given in eq 9 to a 
similar expression for deuterium yields

[H„] / “ n h 2 V 2 7 y
( 5 j  (  . » )  (13)

sinh -—
2 T

Equation 13 is the isotope effect described by Ebisuzaki 
and O’Keefe.2’4

In dilute solution ([Hm] < 0.01), f  is probably zero since 
small quantities of hydrogen are not likely to significantly 
affect the activity or the canonical partition function for 
the metal. As [Hm] approaches 1 , f  may well become an im­
portant factor and is a function of [H m ] as well. It may also 
be noted that qo is a whole number. For diatomic hydrogen 
gas qo — 1 and for atomic hydrogen gas qo = 2.13 For sim­
plicity, one can assume that the electronic energy level 
spacings are large compared to RT and only a few terms in 
the sum

1 + 5 2  Q i e - ( A E i‘/R T )
i=oqo

are important and then only at high temperatures. Terms 
of this type contribute less than 1 cal mol“ 1 to the free en­
ergy of atomic hydrogen gas at 1500 K. The activation en­
ergy for interstitial hydrogen diffusion reported for urani­
um and uranium alloys ranges from 7 to 13 kcal/mol16 indi­
cating that the contribution to K h from term III, eq 7, will 
also be relatively small and then significant only at high 
temperatures. The magnitude of the Ej“ levels is probably 
determined by the height of the diffusion barrier but the 
spacings between Ej“ levels depends on the mass of the hy­
drogen isotope. Given the difficulties in precisely determin­
ing 8 in eq 13 (F h differs from Kd only by a few percent) 
and a small contribution from electronic and Ej“ states, eq 
10 can probably be approximated by the expressions

Kd = j  q0 (sinh \ l  + ae-<WT>)(e-K '/fi7’>-*11])

(14b)

V I. Results
These experiments involved values of [H m ] on the order 

of 3 X 10-4, thus negligible with respect to N. Since Kh is 
constant at a given temperature over the range of 4 X 10“ 3 
atm < Ph2 < 0.4 atm, the dilute solution approximation 
with f  = 0 is valid.

The approximate Einstein temperature, c, was deter­
mined from Figure 3 by calculating

In K h — In K d  — 4>h + ^ d ] sinh (X/2V2)exp -------------------------------------  = ------------- -— -  (15)
l 3 1 sinh (X/2)

at various temperatures and graphically finding X  = c/T. 
Equation 15 is the cube root of the ratio of eq 14a and 14b 
and is essentially the same as eq 13. A plot of X  vs. 1 IT is 
shown in Figure 4. The slope of this curve is c and was 
found to be 1676 K (standard deviation 18 K).

Within experimental error, the data for Kh and Kn can 
be described using eq 14a and 14b with the parameters 
shown in Table I.

Note that c is used as an adjustable parameter within the 
uncertainty (18 K) with which it was determined from Fig­
ure 4. Extrapolation of K h and K d to lower temperatures 
using the parameters from Table I and eq 14a and 14b is 
given in Figure 5. In curve fitting, the increase in K h re­
sulting from increasing Nq0 is compensated by changing e. 
In effect, the magnitude of In Kh is increased by an incre­
ment (In Nqo) and this increase is then compensated by a 
rotation, i.e., a change in t, about the origin followed by an 
adjustment in the parameters a and b. The rotation (Ac) 
required to compensate for values of Nq0 greater than six is 
so large that the observed minimum in In K h (Figures 3 
and 5) can no longer be described.

V II. Discussion
Factoring the term e-(3c/2r) from the hyperbolic sine 

term in eq 14a yields eq 16 which lends itself more readily 
to interpretation.
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TABLE I: Parameters that Describe for U-0.222 Mo using Eq 14

_____________________________________________  N q 0 = 3 N q 0 = 6

a
b
c(= 0H)
e
Related parameters
£hm /  ~ = e +
0D = c /\/2
W - ^ d.o0 = e + 3

40 ___ T T  o“ Hm MH2,o 
£ D M ,o~  H D2,o°

3/2ä 0h

/2B0D

20
4200 K 
1684 K

—56 589 cal (g atom)- 1

—51 569 (g atom) - 1  

1191 K
—53 039 cal (g atom) - 1  

64 cal (g atom) - 1  

—504 cal (g atom)- 1

143
8100 K 
1676 K

—55 532 cal (g atom)- 1

—50 535 cal (g atom)- 1  

1185 K
—51 999 cal (g atom) - 1  

1 098 cal (g atom)- 1  

536

l /T  x I03 K

Figure 5. Extrapolation of KH and KD to lower temperatures using eq 
14a and 14b and the parameters in Table I: (— ) q0 =  1; (......... ) qo
=  2.

K »  -  N«°  [ ((i (16)

In eq 16, t + SRc/2  = £ ° h m ,o -  H ° h ,o is the energy per 
gram atom required to dissolve atomic hydrogen gas into 
the metal at absolute zero. The energy of formation of H 2 

gas from atomic hydrogen gas at absolute zero and 1  atm 
pressure is

£'°H2,o — H ° h ,o = [.RT'i>H]T=o = ~51 633 cal (g atom) - 1

•E°d2,o ~ ff°D,o = —52 535 cal (g atom) - 1  (17)

The term < is primarily the energy released upon establish­
ing the electronic bond between the free hydrogen atom 
and the metal. This quantity e (or t — [/JT4>h ]t =o when 
using H 2 as the reference state) should be used in compar­
ing the electronic properties of the metal with K y i as has 
been attempted by Ebisuzaki and O’Keefe. 2 The difference 
between this quantity (t — [1?T4>h ]t =o) and typically re­
ported “excess enthalpies of solution” 2-3 is dependent 
upon parameters a, b, and c (eq 16) and may vary by sever­
al kilocalories per mole from metal-to-metal or over a tem­
perature range of a few hundred degrees Kelvin.

The terms enclosed by the square brackets in eq 16 rep­
resent an enhancement of the hydrogen solubility due to 
the existence of thermally excitable energy states. It will be 
shown later (eq 24) that this is an increase in the entropy of 
solution. Their contribution to the magnitude of K y i is an 
enhancement by a factor of 4.83 at 1400 K. Were the shape

of the potential well such that there existed a maximum at 
energy Rb « 8  kcal between intersticies over which the hy­
drogen atom could freely translate as drawn by Ebisuzaki, 
and O’Keefe,4 the number of energy levels (a) would ap­
proach infinity resulting in K h being orders of magnitude 
larger than is observed.

The potential well for c (or 0h) = 1676 ±  18 K is quite 
narrow being only 0.75 X 10-8 cm wide at 8.3 kcal mol-1  
(2.4 R0) compared with the 1.7 X 10-8 cm center-to-center 
distance between octahedral intersticies in U-0.222 Mo 
alloy.18 The overlap of vibrational wave functions for the
8.3-kcal states of two adjacent intersticies that are de­
scribed by On = 1676 K is too small to predict “ tunneling” 
between intersticies. In the case of the curve fit for which 
N = 3, qo = 2, the term (1 + 143e(8100/7’*) is best explained 
on the basis of 143 electronic energy states, perhaps a con­
duction band, 16 kcal mol-1  (0.7 eV) above the electronic 
ground state for hydrogen dissolved in the metal. For this 
curve fit, the present model indicates no mechanism by 
which diffusion may occur. This fit also describes the case 
for the occupancy of tetrahedral intersticies in the bccub 
lattice where ¿V = 6 and qo = 1.

In the case of the curve fit for N = 3 and qo = 1, the term 
1 + a e ~ ib lT ) may be rewritten within experimental error 
(1%) as

1 + 20e-<42OO/7') = (1 + 4e- <3800/7’>)3 (18)

Equation 18 may be interpreted as four additional energy 
levels at 7.55 kcal mol-1  above the minimum of the vibra­
tional potential well for each vibrational degree of freedom. 
These additional vibrational states are in the appropriate 
energy range of activation energies of diffusion. These ad­
ditional vibrational states imply a broadening of the vibra­
tional potential energy well at approximately 7.55 kcal 
mol-1  above the minimum. Figure 6 shows a single vibra­
tional potential well for hydrogen in the metal constructed 
from two parabolic potential functions described by Ein­
stein temperatures 8 and 8', respectively, and separated at 
their minimums by the energy R A. The energy levels and 
wave functions for this system are approximated by those 
for each potential function taken separately. Values of S' = 
350 K and A = 3750 K were chosen such that eq 19a and 
19b were correct within 1% over the temperature range 
from 700 to 1300 K using 8 = 1684 K, a  = 20, and b = 4200 
K from Table I. For H

(1 + np-l-b/T)\l/3 e -(A IT)U _____ 1  = e~{6/2T) + e-Vie/2 T) + _ ______
8 . 8 ’

2 sinh —— 2 smh —
2 T 2 T

(19a)
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Figure 6 . Vibrational potential well and energy levels for U-0.222 Mo 
alloy. Potential well A represents an occupied site and potential well 
B represents an adjacent unoccupied site.

For D
(1 + a e  W T>)1''3 _ e_(s/2v̂ T) + e-(30/2>/2T ) +

. , e
2 sinh — -pr- 

2V2 T

e - ( 5 0 / 2 V 2 T )  +  -------------------  ( 1 9 b )

, 6'
2 sinh— p —

2V2 T
The terms to the right of the equal sign in eq 19a represent 
the partition function for potential well A shown in Figure 
6, and the cube of this partition function may be substitut­
ed in place of all a, b, and c terms in eq 16. The-value of A 
is independent of the mass of the hydrogen isotope so it 
must be attributed to some characteristic of the metal lat­
tice. Note that the wave functions for the higher energy 
states overlap their complimentary states in the vibrational 
potential well of neighboring intersticies (B) such that vi­
brational overlap integrals (transition probabilities) can be 
calculated for diffusion. These vibrational transition 
probabilities are identical with the Franck-Condon factors 
(selection rules) that are commonly used by spectroscopists 
to describe radiative and nonradiative transitions between 
vibrational manifolds of different electronic states in com­
plex molecules.19-21 Comparing harmonic oscillator wave 
functions for a potential well characterized by 8' = 350 K 
from Pauling and Wilson22 with Figure 6 indicates that 
only such functions having even symmetry (even-num­
bered levels in Figure 6) would have a nonzero transition 
probability. The lowest energy state for which the wave 
function has both even symmetry and sufficient width to 
overlap its compliment from the adjacent intersticie is en­
ergy level number 4 (Figure 6), which is 7.5 kcal mol-1 
above the vibrational ground state. Such a model for diffu­
sion would be quite similar to that of Flynn and Stone- 
ham23 with the exception that the vibrational and electron­
ic wave functions for hydrogen in the metal would be sepa­
rated. The interaction perturbation resulting in the change 
of sites would be one that generates a translation of the 
electronic part of the wave function by one lattice site. 
Thus, this model predicts an activation energy for diffusion 
(Qdiff) of 7.5 kcal mol-1. The only data reported in the lit­
erature that may be compared to the Qdiff for U-0.222 Mo 
alloy is for a similar alloy, U-0.166 Nb-0.056 Zr, for which 
Qdiff = 7.3 ±  0.4 kcal mol- 1 .14 The compatibility of the data 
fit for N = 3 and qo = 1 (Table I) with interstitial diffusion 
argues strongly for the selection of this description as the 
correct expression for Ky¡ in U-0.222 Mo alloy.

Solving eq 10 for eq 6 yields an expression for the Gibbs 
free energy change per gram atom hydrogen (lhFyi2,P.T ~ 
H °  h ,o )  required for taking atomic hydrogen gas from 0 K 
and 1 atm pressure to the diatomic gas state described by 
Ph2 and T. At equilibrium, this is identical with the Gibbs 
free energy change per gram atom (Fhm,t — W ° h ,o )  re­
quired for taking atomic hydrogen from 0 K at 1 atm pres­
sure to the dissolved state in the metal described by [Hm] 
and T. This Gibbs free energy change is expressed below 
within the approximations described in eq 16.

F h m , t  ~ h ,o -  « + — RT In Nq0 —

RT In
- ! + ae-WTi -I
.(1 + e-fc/DjaJ +

N

(20a)

F h m J  -  « ° H ,0 = P ° H m , t  -  H ° H ,o  + RT In ([Hm]t )
(20b)

The term 7  = e- i [l + ([Hm]/A0]-1  is an activity coefficient 
that approaches unity as [Hm] approaches zero. Thus, for 
infinite dilution, F °hm,7’ ls the standard Gibbs free energy 
per gram atom Hm shown in eq 1 .

The standard entropy (S°hm,t) and standard enthalpy 
~  H ° h ,o )  of solution can be calculated from the 

thermodynamic relationships

P ° h m ,t  “  H ° h ,o =  ~  H ° H,o -  TS°HM,r ( 2 1 )

and

° H m ,t  =  -
'jF°Um,t ~

dT J p
yielding

/e b,T \ ~f
H °hm,t  — = Rb -̂------ 1- 1 j  + 3Rc(ec,T — l )-1  +

( 22)

e 4- %JRc (23)
and

S °Hm = R In Nqo + R In (1 +  ae-(i>/T)) +
Rb /e b'T \ -i
—  ( —  + 1 j  + 3 «  In ( 1  -  e-«/T) -

^ ( e c / 7 ' - 1)-1  (24)

Equations 20, 23, and 24 can now be used to calculate these 
thermodynamic functions based on the experimentally de­
termined parameters. The differences between these values 
and similar values for diatomic hydrogen gas15 are plotted 
in Figures 7 and 8. The free energy function without the 
contribution from the thermally excited states is also plot­
ted in Figure 7 to emphasize the role of thermally excited 
states in the solubility of hydrogen in this alloy. At low 
temperatures, the increase with temperature of the entropy 
and the decrease with temperature of the enthalpy of solu­
tion relative to that for H2 at the same temperature is dom­
inated by the temperature dependence of S°h2,t and 
H ° h 2,t  ~  H ° h ,o> i-e., the gas phase thermodynamic func­
tions. At higher temperatures, the temperature-dependent 
parts of eq 20, 23, and 24, i.e., the thermodynamic func­
tions of hydrogen in the solid phase, change markedly with
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Figure 7. The standard free energy per gram atom hydrogen in U - 
0.222 Mo alloy referenced to diatomic hydrogen gas at the same 
temperature (Curve A). Curve B gives the same function without the 
contribution from thermally excitable energy states. The broken line 
below 200 K indicates that no attempt was made to consider the 
ortho-para effects on F ° h2.t-

increasing temperature resulting in the maximum in the 
entropy and minimum in the enthalpy shown in Figure 8.

V III. Conclusions
The solubility of hydrogen and deuterium in the bccub 

alloy U-0.222 Mo at infinite dilution has been determined 
over the temperature range from 700 to 1350 K and a 
model presented describes the measurements within ± 1% 
over the full temperature range of the measurements. For 
this alloy, the model implies that (1 ) there are three sites 
for hydrogen per metal atom, (2) the enthalpy of formation 
of hydrogen in the metal from atomic hydrogen is —51.57 
kcal/g atom hydrogen at 0 K, (3) the enthalpy of formation 
of the electronic bond between hydrogen and the metal is 
—53.04 kcal/g atom hydrogen, (4) the electronic ground 
state of the metal hydrogen system is nondegenerate, and
(5) the vibrational part of the metal-hydrogen bond can be 
described by a Einstein temperature of 1684 K.

For metals in general, thermally excitable energy states 
of hydrogen in the metal and the free energy function for 
H2 contribute substantially to the temperature dependence 
of Kyi. It would be very unusual for any metal to have a lin­
ear relationship between In K h and 1 IT over a very wide 
temperature range.
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The sensitivities are determined experimentally for two methods of obtaining the Raman spectra of thin 
films on solid surfaces. The Raman spectrum of CCL» on high surface area silica (700 m2/g) was obtained 
for surface coverages down to 4% of a monolayer. The Raman reflection method was used to obtain the 
spectrum of a polystyrene film on a silver mirror. With this system, a polystyrene spectrum was obtained 
for film thicknesses down to about 50 A.

Introduction
Raman spectroscopy produces rather direct information 

on the geometric arrangement of atoms within a molecule 
and the nature of the bonds between atoms. When the 
technique is applied to molecules which are adsorbed on a 
solid surface, one might expect to obtain the same kind of 
structural information about the adsorbed molecules and 
to deduce some information about the bonding to the sur­
face. A number of Raman studies have been reported of ad­
sorption on high area powders3-11 and a system has been 
described for obtaining the Raman spectrum of a thin layer 
on a bulk metal surface.12 In most cases which have been 
reported for adsorption on high surface area oxides, the 
surface coverage has not been determined. So, although a 
strong Raman spectrum of the adsorbate may have been 
recorded, detection limits in terms of measured surface 
coverages are not known. In the reflection-Raman experi­
ment,12 the optimum design of the sample apparatus was 
carefully considered but the experimental determination of 
the sensitivity of the method was rather crude.

The purpose of the work reported here is to obtain an ex­
perimental measure of the sensitivity of these two methods 
by determining a minimum surface concentration which is 
detectable using standard laser-Raman equipment.

Experimental Section
The spectrometer used in this work is a Spex Ramalog 

1401, 0.75 m, Czerny-Turner double monochromator used 
with an ITT Model FW-130 photomultiplier tube with an 
S-20 response. The tube is cooled to —20 °C by a thermo­
electric cooler. In this work the detector system is operated 
in a photon-counting mode. The laser is a Coherent Radia­
tion argon-ion gas laser. The 488-nm line gave the most in­
tense spectra and was used in all of the spectra shown here. 
The laser power in this line was measured to be about 75 
mW at the sample.

C C U -on -S ilica  S ca tter in g  E xp erim en t. In this experi­
ment we obtained the Raman spectrum of CCI4 adsorbed 
on silica at a number of different pressures of CCI4 vapor. 
The coverages at the different pressures were then deter­
mined from an adsorption isotherm which was established 
gravimetrically.

The silica gel used was type 923, supplied by W. R. Grace 
and Co., Davison Chemical Division. It is reported by the

manufacturer to have a particle size of 100-200 mesh, a 
specific surface area of 700 m2/g, and an average pore di­
ameter of 22 A. The CCI4 used was spectrophotometric 
grade from Fisher Scientific Co. To observe the Raman 
spectra of adsorbed CCI4, we put a small amount of the sili­
ca in the sample tube attached to the vacuum system as 
shown in Figure 1. The sample was prepared for CCI4 ad­
sorption by evacuating at 10“6 Torr for about 20 h using a 
cold-trapped oil-diffusion pump. The state of the surface 
after this treatment is poorly defined, but its description is 
not the object of this work.

Various pressures of CCI4 were produced by controlling 
the temperature of a reservoir of CCI4 connected to the 
vacuum system. The pressure is related to the reservoir 
temperature by the Clausius-Clapeyron expression with 
constants taken from the International Critical Tables.

The following procedure was used to establish varying 
coverages of CCI4 on the silica gel from varying CCI4 vapor 
pressure in the system. With the valve above the CC14 res­
ervoir closed, the sample was pumped down to 10~6 Torr. 
The sample was then isolated from the rest of the system. 
With a liquid nitrogen bath surrounding the CCI4 reservoir, 
the volume above the solid CCI4 was pumped down to 10-5 
Torr. The valves to the pump and the reservoir were then 
closed. The liquid nitrogen bath was replaced by a bath 
creating the coldest of the desired temperatures, the valves 
to the reservoir and sample were opened, and the system 
was then allowed to equilibrate. The equilibrium between 
the vapor and the liquid (or solid, as was the case from -78  
to —23 °C) is established in a few seconds. The CCI4 reser­
voir was opened to the silica sample for about 2.5 h to as­
sure an adsorbate-adsorbent equilibrium. At this point the 
valves to reservoir and sample were closed and the Raman 
spectrum was recorded. Subsequent coverages were accom­
plished by changing the temperature bath and then open­
ing the sample and reservoir valves with no intermediate 
pumping.

The following temperature baths were used: dry ice and 
acetone, —78 °C, p  <  0.1 Torr; chloroform (slush bath), 
—63.5 °C, p  =  0.3 Torr; diethylamine (slush bath), —50 °C, 
p = 0.9 Torr. Higher temperatures were produced by a 
thermoelectric immersion cooler.

The sample tube shown in Figure 1 is a horizontal tube 
of 2 mm i.d. illuminated from below by the focused laser
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Figure 1. Sample cell and gas handling apparatus for recording the 
Raman spectrum of CCI4 adsorbed on silica.

beam. The 90° scattered light is focused on the monochro­
mator entrance slit.

The Raman spectra of the silica gel sample after expo­
sure to various pressures of CCL» are shown in Figure 2. 
Under the operating conditions used here, it appears that 
the minimum vapor pressure yielding a detectable CCI4 

spectrum is about 0.3 Torr. The silica gel spectrum with 
zero CCI4 coverage is also shown. There is a broad hand in 
the 490-cm-1 region. Some spurious bands result from 
plasma lines leaking through the narrow bandpass filter. 
Figure 3 is the spectrum of pure liquid CCI4 in the sample 
cell.

Two aspects of the spectra are of interest. The relative 
peak heights in the spectrum of the adsorbed CCI4 are dif­
ferent than in the spectrum of liquid CCI4 . In particular, 
the 460-cm_1 peak is smaller, relative to the 314- and 218- 
cm- 1  peaks. The second aspect is that the bands due to the 
adsorbed CCI4 all appear to be shifted about 4 cm- 1  higher 
in frequency.

The silica gel used in this experiment is in a class of po­
rous adsorbents described as microporous. This class is 
characterized by having a Langmuir adsorption isotherm. 
The isotherm for this sample was determined in a separate 
experiment, in which the silica gel and CCI4 were treated 
exactly as before to obtain exposures to various pressures 
of CCI4 vapor. Each time, after a 2.5-h exposure, a valve to 
the sample chamber was closed and the sample chamber 
was removed and weighed. From the weighings, the amount 
of CCI4 per gram of silica gel for each pressure was calculat­
ed. Figure 4 shows the resulting isotherm from which the 
monolayer coverage is seen to be about 0.25 cm3/g. The 
minimum detectable coverage (at 0.3 Torr) represents 
about 0.01 cm3/g, corresponding to a coverage of about 4% 
of a monolayer.

P o ly s ty re n e -o n -S il ic a  R e fle c tio n  E x p e r im e n t. The theo­
ry for the Raman reflection experiment has been described 
previously. 12 Briefly, in order to maximize the intensity of 
the Raman spectrum of a thin film on a reflecting metal 
surface, two conditions must be considered.

(1) We must choose the angle of incidence for the laser 
beam on the reflecting metal surface which optimizes the 
Raman excitation. The physical significance of the correct 
angle is that, at that angle, the incident and reflected 
beams interfere to produce the maximum amplitude of the 
standing electric wave in the thin film.

(2) We must choose the appropriate range of collection 
angles for the Raman-scattered light. The physical signifi­
cance of this choice is that, at the appropriate angle, the di-

l

Figure 2. Raman spectra for various coverages of CCI4 on silica gel. 
Bands marked with arrows are due to CCI4 and occur at 464, 318, 
and 222 cm-1 . Instrumental parameters common to all spectra in­
clude: resolution 5 cm-1 ; scan speed 25 cm_ 1/min; photon counting 
level 3 X 103 Hz: (A) silica gel at 10- 6  Torr; period setting =  5; (B) 
silica gel under 0.3 Torr of CCI4 vapor; period setting =  10; (C) silica 
gel under 1.0 Torr of CCI4 vapor; period setting =  5; (D) silica gel 
under 4.0 Torr of CCI4 vapor; period setting =  5.

Figure 3. Spectrum of liquid CCI4 in the sample cell: spectral resolu­
tion 5 cm-1 ; scan speed 25 cm- 1/min; photon counting level 1 X 
10® Hz; period 5.

Figure 4. Gravimetric isotherm determined for CCi4 adsorption on sil­
ica gel. P0 is the CCI4 vapor pressure at room temperature (115 
Torr) and P is the vapor pressure of CCI4 above the adsorbent.

rect Raman-scattered light and the scattered light which 
has been reflected from the mirror surface interfere con-
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Figure 5. Schematic diagram of the reflection-Raman sample sys­
tem used to record spectrum of polystyrene on silver mirrors.

structively to give a maximum in the angular distribution 
of Raman-scattered light. The system is shown schemati­
cally in Figure 5. The cylindrical lens focuses the laser 
beam to a line about 3 mm long where it enters the aper­
ture between the sample mirrors which are spaced 0.06 mm 
apart. The laser beam is multiply reflected between the 
mirrors with an angle of incidence of 70°. The central ray 
of the collected, scattered light makes an angle of 50° with 
the mirror normal. The mirror aperture is imaged on the 
monochromator entrance slit with a magnification of 8, 
slightly overfilling the slits set at a width of 600 41m. (See 
ref 12 for details of the imaging geometry. The system used 
here is the same as described in that reference.)

The sample film is prepared by spraying a solution of 
polystyrene in benzene on the mirrors. The mirrors are 
glass plates coated with evaporated silver films. A mea­
sured volume of polystyrene solution of known concentra­
tion is sprayed with an artist’s air brush. The reproducibili­
ty of the spraying is improved by placing the mirrors in the 
center of an area about 25 cm square and attempting to 
uniformly cover the layer area with a raster spray pattern 
which requires several passes to deposit the measured vol­
ume of solution. An effective thickness of the layer is calcu­
lated from the volume of the solution, its concentration, 
the area covered, and the density of polystyrene. The poly­
styrene was supplied by W. R. Grace and Co., Formpac Di­
vision, and the benzene was Fischer, spectrophotometric 
grade.

Figure 6 shows four spectra. Spectrum A is that of the 
silver mirrors with nothing deposited. Spectrum B is the 
background after being sprayed with clean benzene (which 
quickly evaporates) to check for the presence of a spectrum 
due to residual benzene or contaminants in the benzene. 
Spectra C and D result from polystyrene layers of 50 and 
200 A, respectively. For comparison, Figure 7 shows the 
Raman spectrum of bulk polystyrene. We found it difficult 
to obtain spectra of reproducible intensities (within a fac­
tor of 2) in the 50-200-A range but typically we could de­
tect the 1005-cm_1 line in a layer 50-A thick.

Discussion and Summary

I t  is ev id en t from  the CCI4 experim en t that it is feasib le 
to  stu d y  surface species on  h igh  area adsorbents dow n  to  
su bm onolayer coverages. In the case o f  CCI4 on silica, the

c

WuhkJiiMk.

A

Figure 6 . Raman spectra of polystyrene on silver mirrors obtained 
by reflection. Band marked with an arrow is due to polystyrene at 
1005 cm-1 . Instrumental parameters include: resolution 15 cm-1 ; 
scan speed 25 cm_ 1/min; photon counting level 3 X 102 Hz; period 
50: (A) spectrum of clean silver mirrors; (B) spectrum of silver mir­
rors, sprayed with benzene, after benzene has evaporated; (C) 
spectrum of 50 A layer of polystyrene on silver mirrors; (D) spec­
trum of 2 0 0  A layer of polystryene on silver mirrors.

Figure 7. Spectrum of solid polystyrene. Spectrometer settings are: 
resolution 15 cm-1 ; scan speed 25 cm_ 1/min; photon counting level 
3 X 105 Hz; period 5.

adsorbent does not dominate the spectrum for concentra­
tions as low as 4% of a monolayer coverage.

In this work the Raman reflection technique seems to 
have a sensitivity limit of about 50-A thick film. With the 
current instrumentation this experimental approach would 
appear to be applicable to problems where layers are tens 
to hundreds of Angstroms thick. There may be such appli­
cations in studying passivation layers used to prevent cor­
rosion, films formed on electrodes in electrolytic cells,13 or 
in biologically produced layers (such as membranes).14

The Raman reflection technique, as used here, appears 
to be an order of magnitude less sensitive than is needed to 
study monolayer concentrations. It is possible, however, 
that systems which produce a resonance Raman effect will 
have Raman scattering levels sufficient to observe spectra 
of monolayer coverages using this technique.
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The chemisorption of carbon monoxide on a nickel surface was investigated by computing iterative ex- 
tended-Hiickel wave functions for systems consisting of one CO molecule and one to nine Ni atoms in vari­
ous geometrical arrangements. It was found that the number of Ni atoms involved in the interaction can be 
as much of a factor in determining the C -0  frequency as whether the system has a linear or a bridged 
structure. There is a considerable transfer of electronic charge between the carbon and the nickel atoms; 
the carbon loses <r charge but gains it charge. These two effects occur to nearly equal extents, so that there 
is very little net transfer of charge between the CO and the Ni atoms. The various properties calculated for 
the Ni-CO systems are observed to initially change significantly as the number of Ni atoms increases, but 
then to level off. It appears that the interaction can be regarded as involving primarily the nearest neigh­
bors, and in the same plane, of the site of attachment.

Introduction
This investigation was undertaken with the purpose of 

elucidating three specific aspects of the chemisorption of 
carbon monoxide on nickel. (1) What is the relationship be­
tween the structures of the Ni-CO surface complexes and 
the observed C -0  stretching frequencies? (2) What trans­
fers of electronic charge take place between the nickel 
atoms and the carbon monoxide? (3) How localized are the 
interactions? How many nickel atoms must be regarded as 
being involved to a significant extent in an interaction with 
a given CO molecule? Each of the points will be discussed 
in turn, following a brief description of the methods that 
were used in this study.

Procedure
Our approach was to compute semiempirical molecular 

orbital wave functions, using the iterative extended-Huckel 
method, for the systems Ni„-CO, where n ranged from 1 to 
9. The computational procedure was basically similar to 
that used previously to investigate the increase of the C -0  
stretching frequency which accompanies the chemisorption 
of carbon monoxide on nickel oxide.1 Each molecular orbit­
al, \pi, is written as a linear combination of the occupied va­
lence orbitals on the various atoms:

'Pi -  E  Cijkfpjk ( l )
jk

where cj)jk is atomic orbital j  on atom k. All overlap inte­
grals are evaluated exactly. Thus, interactions between all 
atoms are being taken into account. Slater-type atomic or­
bitals are used, the exponents being the same as in our ear­
lier work:1 C, 2s: 1.6083; C, 2p: 1.5679; O, 2s: 2.2458; O, 2p: 
2.2266; Ni, 3d: 2.960; Ni, 4s: 1.473. The diagonal elements 
of the Hamiltonian matrix are set equal to the respective 
valence orbital ionization energies,2 written as functions of 
the charges on the atoms and modified by the addition of a 
Madelung-type term to take account of electrostatic inter­
actions between the atoms.3 Atomic charges are computed 
by means of a population analysis over orthogonalized 
basis orbitals.4 The off-diagonal elements of the Hamilto­
nian matrix are approximated using the Cusachs formula.5 
The final wave functions are obtained by iterating over the 
atomic charges until self-consistency to 0.0001 electron 
units is achieved for each charge.

The valence orbital ionization energies used for the nick­
el atoms were those corresponding to the 3d9 4s1 configura­
tion. This is appropriate for two reasons. First, the energy 
of this configuration, obtained as the weighted mean of all 
the multiplet energies,2 is about 9000 cm-1  lower than that 
of the 3d8 4s2 configuration.2,6 Second, it is well-established
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that the 3d band of solid nickel contains approximately 9.4 
electrons per nickel atom.7 Thus, the 3d9 4s1 configuration 
is more suitable than the 3d8 4s2 for the purpose of con­
structing a model of a nickel surface.

A total of 13 different Ni-CO systems was included in 
this investigation. They can be classified as “ linear struc­
tures” , in which the CO is bonded to one specific Ni atom, 
and “bridged structures” , in which it is bonded equally to 
two or more Ni atoms. The various systems are shown in 
Figures 1 and 2. Nickel crystallizes with a face-centered 
cubic lattice, the shortest Ni-Ni distance being 2.492 Â.8 
All of the structures in Figures 1 and 2 correspond to the 
CO molecule being chemisorbed at a site on the (100) face. 
For the linear structures, the Ni-C bond length was taken 
to be the same as in Ni(CO)4, 1.82 Â .8 In the case of the 
bridged systems, two different values were used for the dis­
tance from the carbon to the surface plane of nickel atoms. 
One was again 1.82 Â; the other was 1.35 Â, which is in the 
neighborhood of the optimum values found for this dis­
tance in some recent CNDO calculations by Blyholder.9 
(The corresponding Ni-C bond lengths are 2.53 and 2.22 Â, 
respectively.) The computations for the bridged structures 
were carried out for both distances. In all cases, the C -0  
bond length was taken to be 1.15 Â, the same as in 
Ni(CO)4.8

It is widely believed that CO bonds to a nickel surface 
through its carbon atom. In a few instances, however, the 
possibility of the bonding being through the oxygen was ex­
amined. Using both the sum of the occupied molecular or­
bitals’ energies and also the total overlap population as cri­
teria of stability,1’10-11 bonding through the carbon was in­
variably found to be more stable.

C -O  Stretching Frequencies

A widely used experimental approach to the problem of 
determining the structures of the surface complexes 
formed during the adsorption of CO on nickel has been in­
frared spectroscopy.12’13 The absorption bands generally 
attributed to GO chemisorbed on nickel fall into two re­
gions (their exact positions depending upon the state of the 
adsorbent and other experimental conditions). There is at 
least one band in a relatively narrow region between ap­
proximately 2035 and 2080 cm-1, and there are one or more 
bands in a much broader region from about 1830 to 1970 
cm-1. By analogy with the transition metal carbonyls, the 
bands above 2000 cm-1  have often been assigned to struc­
tures of the linear type, while the bands below 2000 cm-1 
have been attributed to bridged-type structures.13’14 These 
assignments have been questioned, however,13*15 especially 
in view of the discovery that some metal carbonyls do have 
linear CO ligands with frequencies well below 1900 cm- 1 .16 
Also, the C -0  stretching frequencies in carboxyhemoglobin 
and some other porphyrin carbonyl complexes, in which 
the CO is certainly not in a bridging form, are in the range 
1950-1970 cm“ 1.17

Since one of our goals in this work is to elucidate the 
structures of the surface complexes which result in the ob­
served infrared bands, we need to be able to determine vi­
bration frequencies from our extended-Hiickel wave func­
tions. We do this by taking the calculated C -0  overlap 
population as a measure of the C -0  force constant, which 
can then be related to the frequency. The overlap popula­
tion, P, between atoms k and k' is defined as

Pkk' =  L X L  NiCijkCij'k' S4>jk4>j'k' d r  ( 2 )i jk j'h'
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Figure i .  The "linear”  structures which were included in this work. 
The black circles represent Nl atoms; the nonequivalent ones are 
numbered to permit later identification. In each structure, the dis­
tance between Ni,1 and Ni,2 is 2.49 A. In IV-VI, the distance be­
tween the horizontal planes is 1.76 A.

Figure 2. The “ bridged”  structures which were included in this work. 
The black circles represent Ni atoms; the nonequivalent ones are 
numbered to permit later identification. The shortest Ni-Ni distance 
in each horizontal plane is 2.49 A. The distance between the hori­
zontal planes X and XI is 1.76 A.

Ni = number of electrons in \pi. The overlap population has 
often been used successfully as an indication of the 
strength of a given bond in a series of different systems, 
and has been correlated with such properties as force con­
stants, vibration frequencies, and dissociation energies.1’18

In order to test the validity of using the C -0  overlap 
population as a measure of the force constant, the experi­
mentally determined C -0  force constants of five molecules 
[CO, CO+, CO2, Ni(CO)4, and H2CO] were plotted against 
their calculated overlap populations.19 Figure 3 shows that 
there is indeed a good correlation, extending over quite a 
wide range of values.

We feel justified therefore in using Figure 3, in conjunc­
tion with the C -0  overlap populations of the various struc­
tures in Figures 1 and 2, to predict the C -0  force constants, 
ke, corresponding to each of these structures. The C -0  
stretching frequencies are then computed, using the har­
monic oscillator approximation, by means of the formula

= _ L ^ / K
2irc a (3)
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Figure 3. The relationship between the experimentally determined 
C -0  force constants (in mdyn/A) and the calculated C -0  overlap 
populations for the molecules H2CO, C02, Ni(CO)4, CO, and C0+ (in 
order of increasing force constants).

c = speed of light and n = reduced mass of CO. The results 
are presented in Figure 4. When comparing these calculat­
ed values with those obtained experimentally, the former 
should be corrected for anharmonicity effects. Based on the 
anharmonicities observed for CO, CO+, and Ni(CO)4,19 the 
correction is probably about 30 cm-1, which should be sub­
tracted from the results in Figure 4.20

The calculated frequencies are seen to be in the right 
general region of the spectrum, and as anticipated, the 
bridged structures tend to have lower values than the lin­
ear ones. However we do find linear systems with C -0  
frequencies considerably below 2000 cm-1; in fact they 
reach the neighborhood of 1840 cm-1. This is perhaps 
somewhat surprising, but certainly not completely unex­
pected in view of the previously mentioned experimental 
observations of low C -0  frequencies in some linear carbon­
yl complexes.16,17 More notable is the predicted existence 
of a bridged form with a frequency as high as about 2065 
cm-1 (anharmonicity correction included). It is not known, 
of course, if the structure in question corresponds to any­
thing that is actually to be found on a nickel surface; it may 
be that the Ni-C distance of 2.53 A is too long to be realis­
tic. When this distance is shortened to 2.22 A (which is a 
considerable change), the predicted frequency drops to 
around 1890 cm- 1 .21

The general pattern shown by the results in Figure 4, for 
both the linear and the bridged systems, is a sharp early 
decrease in the estimated C -0  frequency as the number of 
nickel atoms increases, followed by a subsequent leveling 
off, in which there is relatively little further change. Figure 
4 brings out the very important point that the number of 
nickel atoms involved in the interaction can be as much of 
a factor in determining the C -0  frequency as whether the 
complex is of the linear or the bridged variety. Experimen­
tal support for this conclusion was recently reported by 
Moskovits, Ozin, and Hulse,22 who determined infrared 
spectra for matrix-produced triatomic linear N i-C -0  and 
tetraatomic bridged Ni2-CO. Quite similar frequencies 
were observed (1996 and 1969 cm-1, respectively). These

NUMBER. Or NOKE. ATOMS

Figure 4. The calculated C -0  stretching frequencies in cm - 1  for the 
systems shown in Figures 1 and 2. These results do not include an­
harmonicity corrections. The points labeled L correspond to the lin­
ear structures (Figure 1), while those labeled B1 and B2 represent 
the bridged systems (Figure 2). B1 corresponds to the CO being far­
ther from the surface plane of Ni atoms, B2 to the CO being closer. 
The upper and lower points for nine Ni atoms on the L graph are for 
structures VI and VII, respectively.

values differ somewhat from the results given in Figure 4 
for structures I and VIII, B l, as could be expected in view 
of the approximate nature of the calculations and the pos­
sible differences between our input parameters, intended 
to correspond to a surface interaction, and those which 
would be appropriate for the matrix-produced species. The 
significant fact is that these two very simple carbonyls were 
found to have such similar frequencies, despite one of them 
being linear in structure and the other being bridged. This 
is in full qualitative agreement with the results for I and 
VIII, Bl in Figure 4, and with the conclusion that a differ­
ence in the basic structural form (linear vs. bridged) does 
not necessarily lead to a large difference in the C -0  fre­
quency.23

The leveling off which occurs for larger numbers of nick­
el atoms is of course closely related to the question of how 
localized are the interactions. It will be noted again in con­
nection with other calculated properties.

In order to permit a more detailed analysis of the C -0  
overlap populations in the various systems, they have been 
broken down into the a and x contributions (Table I). 
These should be compared with the corresponding values 
computed for free CO, also given in the table, to see the ef­
fects of the interactions with the nickel atoms.

The results show a definite pattern, and can readily be 
summarized. The a overlap populations are somewhat 
greater than in free CO, and are remarkably uniform. They 
show almost no dependence on the number of nickel atoms, 
nor is there much difference between the linear and the 
bridged forms. The x overlap populations, on the other 
hand, are all considerably less than in free CO, and they 
initially decrease significant'.y as the number of nickel 
atoms increases. This decrease levels off after five Ni atoms 
for the linear structures, and after four for the bridged 
structures.

Transfers of Electronic Charge

In Table II are presented -he calculated net charges on 
the atoms in the various systems. Again these should be 
compared to the values for free carbon monoxide. The dif­
ferences are remarkably small. The net charge on the car­
bon is virtually unchanged by interaction with nickel 
atoms, regardless of the number of the latter and whether
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TABLE I: Calculated C—O Overlap Populations

S y s t e m 0

No.
Ni

a t o m s
0 o v e r la p  

p o p u l a t i o n
7T o v e r la p  

p o p u l a t i o n

T o t a l
o v e r la p

p o p u l a t i o n

F r e e  C O 0 0.574 0.695 1.268
I, L 1 0.618 0.573 1.191
II, L 3 0.624 0.567 1.191
III, L 5 0.626 0.547 1.173
IV, L 7 0.624 0.539 1.163
V, L 8 0.621 0.535 1.156
VI, L 9 0.619 0.536 1.156
VII, L 9 0.621 0.525 1.146
VIII, Bl 2 0.597 0.589 1.187
IX, Bl 4 0.602 0.527 1.129
X, Bl 7 0.602 0.528 1.130
VIII, B2 2 0.612 0.549 1.161
IX, B2 4 0.624 0.472 1.095
X, B2 7 0.625 0.465 1.090
XI, B2 9 0.625 0.460 1.091

°The systems are identified in terms of Figures 1 and 2. 
The meanings of L, Bl, and B2 are explained in the caption 
to Figure 4.

the resulting system is linear or bridged. The oxygen charg­
es do change, but only slightly, becoming more negative; 
this is especially so for the bridged structures. The pattern 
of the charges developed on the nickel atoms is different 
for the linear and the bridged systems. In the former, a sig­
nificant positive charge develops on the nickel to which the 
CO is bonded. This charge reaches a value of +0.154 for 
five nickel atoms, after which it changes very little as more 
are included. The other nickel charges are all very small 
and negative. In the case of the bridged structures, all of 
the nickel atoms have extremely small charges; those in the 
top plane are positive, while those in the second plane are 
negative.

Perhaps the most striking fact about these atomic charg­
es is that they indicate that there is little or no net transfer 
of charge between the nickel atoms and the CO molecule. 
This general statement holds true for all of the systems 
studied. The very small net transfer that does occur in 
some cases is from the nickels to the CO, and it is most pro­
nounced in the bridged form in which the CO is closer to 
the surface. Even there, however, the greatest net transfer 
calculated is only about 0.08 electrons.

It should not be inferred from these very small net 
charge transfers that there is essentially no movement of 
electronic charge. Quite the contrary is true, as can be seen 
when the a and ir effects are examined separately. Table II 
also includes the calculated numbers of a and ir electrons 
associated with both the carbon and the oxygen in each of 
the systems investigated. These data are also given for free 
CO, to allow comparisons. The changes in the <j and ir elec­
tronic populations of the carbon and oxygen, relative to 
free CO, are shown graphically in Figure 5.

In each case, the carbon loses a very significant quantity 
of a charge, the amount initially increasing with the num­
ber of nickel atoms but leveling off after five nickels for the 
linear structures and after four for the bridged ones. In 
each instance, however, the carbon gains a quantity of ir 
charge which is approximately the same as the amount of a 
charge that it has lost. Its net charge, therefore, remains es­
sentially unchanged.

The oxygen atom appears to be much less involved in 
charge movement. It loses a very small amount of a charge, 
and gains a slightly greater amount of ir charge, especially 
in the bridged systems.

TABLE II: Calculated Numbers o f Electrons and Net 
Charges

System3 Atom

No. of 
0

electrons

No. of Total 
7T no. of 

electrons electrons
Net

charge*
Free CO C 2.738 0.994 3.732 +0.268

O 3.262 3.007 6.268 -0.268
I, L C 2.371 1.335 3.706 +0.294

O 3.232 3.081 6.313 -0.313
Ni +0.019

II, L C 2.319 1.390 3.709 +0.291
O 3.222 3.062 6.284 -0.284

Ni, 1 +0.103
Ni, 2 -0.055

III, L C 2.266 1.451 3.717 +0.283
O 3.213 3:064 6.277 -0.277

Ni, 1 : +0.154
Ni, 2 -0.040

IV, L C 2.262 1.467 3.728 +0.272
O 3.209 3.074 6.283 -0.283

Ni, 1 +0.165
Ni, 2 -0.030
Ni, 3 -0.017

V, L C 2.270 1.466 3.736 +0.264
O 3.210 3.082 6.292 -0.292

Ni, 1 +0.161
Ni, 2 - 0.021
Ni, 3 - 0.021
Ni, 4 -0.016
Ni, 5 -0.016

VI, L C 2.285 1.458 3.742 +0.258
O 3.212 3.084 6.296 -0.296

Ni, 1 +0.160
Ni, 2 -0.013
Ni, 3 -0.018

VIII, Bl C 2.443 1.267 3.710 . +0.290
O 3.241 3.049 6.290 -0.290

Ni 0.000
IX, Bl C 2.286 1.423 3.709 +0.291

O 3.224 3.095 6.319 -0.319
Ni +0.007

X, Bl C 2.289 1.429 3.718 +0.282
O 3.219 3.094 6.314 -0.314

Ni, 1 +0.026
Ni, 2 -0.006
Ni, 3 -0.033

VIII, B2 C 2.362 1.356 3.718 +0.282
O 3.243 3.080 6.324 -0.324

Ni +0.021
IX, B2 C 2.183 1.528 3.711 +0.289

O 3.228 3.139 6.367 -0.367
Ni +0.020

X, B2 C 2.165 1.558 3.723 +0.277
O 3.216 3.144 6.360 -0.360

Ni, 1 +0.048
Ni, 2 - 0.022
Ni, 3 -0.043

XI, B2 C 2.167 1.561 3.729 +0.271
O 3.212 3.144 6.357 -0.357

Ni, 1 +0.057
Ni, 2 -0.017
Ni, 3 -0.032

a The systems are identified in terms of Figures 1 and 2, 
which also show the numbering of the nickel atoms. The 
meanings of L, B l, and B2 are explained in the caption to 
Figure 4. 6 The net charges on the atoms are obtained by 
subtracting the total number of a and 7T electrons calcu­
lated for the atom in the molecule from the total number 
of valence electrons of the atom in the free state (four for 
carbon, six for oxygen, and ten for nickel).

The fact that we find so little net transfer of electronic 
charge between the nickel atoms and the CO molecule may 
seem to be at variance with the observation that the chemi-
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Figure 5. The changes in the numbers of a  and it  electrons, relative 
to free CO, of thé carbon and oxygen atoms in the systems shown in 
Figures 1 and 2,-;The three highest and the three lowest curves are 
for the Carbons; the ones closer to the zero line are for the oxygens. 
The meanings of L, B1, and B2 are explained in the caption to Figure 
4.

sorption of CO on nickel leads to a negative surface poten­
tial, of more than 1.0 eV.24-26 It can easily be shown, how­
ever, that the observed surface potential can be satisfacto­
rily explained in terms of the atomic charges within the CO 
molecule itself. The surface potential, <ï>, may be estimated 
using the formula27

<t> = AitQRS (4)

in which Q represents the magnitude of the charges on the 
carbon and oxygen atoms, R is their separation, and S is 
the number of chemisorbed CO molecules per unit area of 
surface. The sign of 4> will be the same as the sign of the 
charge on the outermost atom. On the basis of a detailed 
analysis of a near-Hartree-Fock CO wave function,28 the 
carbon and oxygen charges have been estimated to be 
C(+0.14), 0 (—0.14). These are presumably more accurate 
than the extended-Hückel values given in Table II. (Atom­
ic charges calculated by the extended-Hückel method are 
of primarily qualitative significance.) Since this investiga­
tion has shown that the carbon and oxygen charges in the 
various Ni„-CO systems differ relatively little from those 
in free carbon monoxide, Q in eq 4 can be approximated by
0.14. Letting R equal the bond length of carbon monoxide 
(1.128 Â),8 and assuming S to be about 1.0 X 1015 mole- 
cules/cm2,24'25’29-31 the surface potential is estimated to be 
—2.9 eV. This is about twice the actual value, a discrepancy 
which is not surprising in view of the approximations made, 
such as using a point-charge model to represent the chemi­
sorbed molecule, and assuming both the carbon and the 
oxygen charges to be exactly the same as in free CO. The 
important point is that this estimate, which is intended 
only as an order-of-magnitude calculation, does show that 
the presence of the carbon monoxide molecules on the 
nickel surface is in itself sufficient to account for the ob­
served surface potential; it is not necessary to invoke 
charge transfer between the nickel and the chemisorbed 
layer.

Summary
Our results suggest that the practice of attributing the 

higher infrared frequencies to linearly chemisorbed CO 
species and the lower ones to bridged forms should be reex­
amined. It has been shown that the number of nickel atoms 
involved in the interaction, as well as the structure (linear

or bridged), can be an important factor in determining the 
frequency. Thus, it is not inherently necessary for linear 
and bridged structures to have widely differing C -0  
frequencies, or for either one to be restricted to frequencies 
in just one region of the spectrum.

There appears to be a considerable amount of electronic 
charge transfer between the carbon and the nickel atoms; 
the carbon is found to lose a charge and to gain it charge. 
These two effects occur to almost equal extents, however, 
so that there is very little net transfer of charge between 
the carbon monoxide and the nickel atoms.

Throughout this work, the various calculated properties 
have shown the general trend of initially changing signifi­
cantly as the number of nickel atoms increases, but then 
tending to level off. As seen in Tables I and II and Figures 
4 and 5, relatively little change occurs after five nickel 
atoms have been included in the linear systems and after 
four nickel atoms in the bridged systems. This suggests 
that the interactions are localized to a considerable extent, 
as is indicated also by other recent work, both theoretical 
and experimental.98’23'32̂ 34 In both the linear and the 
bridged structures, it is primarily the nearest neighbors of 
the site of interaction, an in the same plane, that are in­
volved. The lower plane of atoms seems to have little ef­
fect.98’33’34 To confirm that the next-nearest neighbors in 
the plane have no major effect, the C -0  frequency and the 
<r and it overlap populations are computed for structure VII 
(Figure 1). The results (Figure 4 and Table I) are similar to 
those obtained for the other linear systems having mqre 
than five nickel atoms.

The work reported in this paper is part of a continuing 
study of the chemisorption of carbon monoxide on transi­
tion metals and their oxides.1 Some further aspects of the 
interaction with nickel which are presently being investi­
gated are the effects of other surface sites and crystal faces, 
and of additional CO molecules.
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The energy binding adsorbed NaCl and Na2Cl2 molecules to a free (100) surface of a semiinfinite ideal so­
dium chloride lattice has been calculated by a direct computer summation of Born-type pairwise interac­
tions between ions. The results are applied to evaluate contributions of desorption and surface diffusion to 
the mechanism of condensation and evaporation. The equilibrium binding energies for NaCl and Na2Cl2 
molecules on the ideal surface are —0.425 and —0.675 eV/molecule, respectively. It is concluded that diffu­
sion o f an adsorbed NaCl molecule on the ideal sodium chloride (100) surface occurs by a hindered rotation 
or tumbling motion with an energy barrier of 0.133 eV/molecule. The results of these calculations suggest 
that an adsorbed NaCl molecule which is in thermal equilibrium with the surface at 298 K will desorb be­
fore it migrates more than a few lattice spacings. The binding energy for an NaCl molecule at a monatomic 
ledge is —0.706 eV/molecule.

Introduction

Several groups have recently reported results of investi­
gations of the mechanism of condensation2’3 and evapora­
tion4'5 of sodium chloride. In attempting to understand the 
mechanistic implications of experimental results from con­
densation and evaporation studies it is importent to have 
estimates, which are not generally available, of the relative 
contributions of desorption and surface diffusion for ad­
sorbed molecules. Despite the relative simplicity of ionic 
crystal lattices with regard to geometry and interatomic 
forces, the detailed theory of gas-solid interactions in such 
systems cannot be considered complete. In view of the in­
creasing emphasis on understanding surface phenomena, 
we have attempted in the present work to apply the Born 
model6 to the interaction of sodium chloride monomers,

NaCl, and dimers, Na2Cl2, with the free (100) surface of a 
perfect sodium chloride lattice and to estimate some pa­
rameters which are important in the microscopic descrip­
tion of the mechanism of condensation and evaporation. 
Hove7,8 has employed a clever Fourier series method to 
sum notoriously slowly convergent series in a similar study 
on the potassium chloride system. The principal advantage 
of direct summation using a high-speed digital computer is 
that once an elaborate computational program has been 
prepared it is possible to investigate any number of plausi­
ble diffusion paths to determine which has the lowest acti­
vation energy barrier.

Theory

In condensation from a molecular beam, molecules which
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impinge on a crystal surface will either be back-scattered 
into the gas phase or trapped on the surface after inelastic 
energy exchange with the substrate. In the latter case it is 
possible for the trapped molecule to retain momentum par­
allel to the surface and to migrate laterally in the adsorbed 
State. In the precondensed, adsorbed state the molecule 
will diffuse across the surface until either it finds a stable 
site for • nucleation and condensation or it desorbs. By 
knowing the depth and shape of the three-dimensional po­
tential energy wells in which the molecule moves on the 
surface, it is possible to determine the mean time for de­
sorption (residence time) and the mean rate of diffusion 
from which the mean diffusion path length can be calculat­
ed. Thus, the problem of interest is reduced to finding the 
potential energy surface on which the molecule moves.

Both the sodium chloride crystal and the adsorbed mole­
cules, NaCI and Na2Cl2, were considered to be rigid struc­
tures. The potential energy of an ion in the adsorbed mole­
cule resulting from all the lattice ions acting together was 
taken to be a sum of individual Born-type functions

Ui = Z
j

A i j e  r 'i/a (1)

where ui is the energy of the ith ion in the adsorbed mole­
cule, <j; its charge, rt] its distance from lattice ion j  with 
charge qj, and Ai; and a are empirically determined param­
eters which account for the repulsion between overlapping 
charge clouds on neighboring ions. The sum extends over 
the entire three-dimensional crystal lattice of the sub­
strate. In addition, both lattice and ad-molecule ions were 
considered to be polarizable with the consequence that the 
total energy of the system is increased by the sum of in­
duced dipole energies, —pk-Ek/2, on all the ions. The elec­
tric field at the position of the ions constituting the ad­
sorbed molecule was calculated from an expression first de­
rived by Lennard-Jones and Dent9 for the coulomb poten­
tial above the (100) face of a perfect NaCl-type lattice. 
From this, the induced dipoles were taken to be p± = a±E 
where a± is the ionic polarizability of an ion of the type in­
dicated by the appropriate subscript. A macroscopic ap­
proximation8 was used to find the induced dipoles on the 
lattice ions

_ <x±ro3 /  1 \
P± 2w(a+ + a-) \ K0) E

where E is the electric field at the lattice site owing to the 
ad-molecule charges, r<> is the crystal nearest neighbor 
spacing, and Ko is the optical dielectric constant of the 
crystal.

A computer program was written to carry out the sum in 
eq 1 and to evaluate the polarization energy contributions 
with truncation after investigation for suitable convergence 
which usually occurred when approximately 3 X 104 lattice 
positions were included in the sum (running time on the 
Oberlin College Xerox Sigma 9 computer was ~20 s/sum). 
Data used in the calculations are listed in Table I.

Results and Discussion
The NaCI molecule was positioned at its assumed equi­

librium position on the perfect (100) NaCI crystal surface 
with the Na+ ion above a surface chloride ion and the Cl~ 
above a neighboring surface sodium ion and the distance, z, 
above the surface was varied giving the curves of Figure 1 
with an equilibrium binding energy of —0.425 eV/molecule 
at z = 0.98ro. The coulomb energy at z = ro agreed to with-

TABLE I: Data Used in the Calculations

NaCI internuclear distance 
Crystal, r0 = 2.81 A a 
Gas, r0 = 2.51 A b 

Overlap repulsion parameters6 
A++ = 423.59 eV 
A + _ =A _+  = 1254.8 eV
A __ = 3485.0 eV
p = 0.317 A 

Polarizabilities 
Free iond 
<*+ = 0.179 A 3 
<*_ = 3.66 A3 
Crystal6 
a+ = 0.303 A3 
a_ = 3.058 A 3 

Optical dielectric constantd 
K0 = 2.25

a Reference 6 . 6 Reference 10. 6 Reference 11. d Refer­
ence 12. e Reference 13.

z/r0

Figure 1. Energy of an adsorbed NaCI molecule as a function of dis­
tance above the surface: O.R., overlap repulsion energy; M.P., mo­
lecular polarization energy; C.P., crystal polarization energy; C., cou­
lomb energy.

in 1% with the value found from the analytic expression 
given by Lennard-Jones and Dent.9 By comparison, 
Hove7’8 found an equilibrium binding energy of —0.35 eV/ 
molecule at z = 0.9ro for a KC1 molecule adsorbed on a 
(100) face of a potassium chloride crystal. A parabolic fit to , 
the total energy curve of Figure 1 gave a natural frequency 
for vibration in the z direction of 2.74 X 1012 s_1. Hove re­
ported 1.9 X 1012 s-1 for the corresponding vibration fre­
quency for adsorbed KC1.

The nature of the diffusional motion of a molecule in 
thermal equilibrium with the surface must be known before 
its migration rate can be determined. For NaCI on the 
(100) surface of a sodium chloride crystal at 298 K the 
binding between adsorbate and substrate causes lateral 
motion to be hindered because the energy barrier for mo­
tion from one equilibrium site to an adjacent one is greater
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than the thermal energy kT. Thus, the center of mass of an 
adsorbed molecule will simply vibrate about its equilibrium 
position occasionally gaining enough energy to surmount 
the barrier and jump to the neighboring site. We propose 
that the mechanism with which surface diffusion can occur 
with the lowest activation energy is a hindered rotation or 
tumbling motion in which one ion of the molecule remains 
fixed at its equilibrium site while the other ion pivots about 
it in a plane perpendicular to the surface finally settling 
onto a neighboring equilibrium position, Figure 2. The re­
sult of such a diffusion jump is to displace the center of the 
molecular axis either r0 or (V 2/ 2)r0 depending on whether 
the moving ion settles on a site of type A or B, the paths to 
which are equally favorable. The tumbling rotation of the 
molecule with the Na+ ion as pivot gave the potential ener­
gy vs. angle curve shewn in Figure 3 with a maximum ener­
gy occurring when the ad-molecule axis was oriented at 45° 
to the plane of the substrate surface. The energy barrier of 
0.145 eV/molecule confirmed that this mechanism of sur­
face diffusion is mucin more favorable than either in-plane 
rotation, which is hindered by an energy barrier greater 
than 0.7 eV/molecule, or translation of the entire molecule 
without rotation where the energy barrier is 0.68 eV/mole- 
cule. Pivoting about the Cl-  ion gives an entirely similar set 
of curves with a slightly lower barrier of 0.133 eV/molecule.

Absolute reaction rate theory14 predicts that the rate 
constant, kr, of a process with an activation energy £ a will 
be given by

kT = (kTlh){Q2IQi)e-E‘/kT (2)

where Q i is the partition function for the initial state and 
Q'2 is the partition function for the transition state includ­
ing all degrees of freedom except the one corresponding to 
the reaction coordinate. To estimate the rates of desorption 
and surface diffusion of an adsorbed NaCl molecule eq 2 
was used with the activation energies calculated above and 
with preexponential partition functions of the ad-molecule 
in appropriate states. The transition state for desorption is 
assumed to be a free gas-like molecule in accordance with 
evidence presented in ref 5, and the transition state for sur­
face diffusion is taken as the ad-molecule pivoted about 
one ion and rotated 45° out of a plane parallel to the sub­
strate surface.

For desorption, Q i = qxqyqzq r(1)qv(1> where qx, qy, and qz 
are partition functions corresponding to three vibrational 
degrees of freedom o: the center of mass, c/r(,) is the total 
rotational partition function, and qv(1) is the partition 
function for internal vibration of the ad-molecule. Q2 = 
<7tr2[<7r(2)]2<?v(2) where qtr2 is the translational partition 
function for two degrees of freedom, [<jr(2)]2 is the free rota­
tional partition function in two degrees of freedom, and 
<jv(2) is the internal vibration partition function in the tran­
sition state for desorption. We assume that perturbations 
of the ad-molecule internal vibration owing to the presence 
of the surface are negligible with the consequence that qv(1> 
= qv<2>. From the harmonic oscillator approximation <?, = 
e-hv,/2kT/(i _  g-hvi/kT  ̂ j = 2j an(j from our calculat­
ed vibration frequencies, iy, we obtain qz = 2.25, qx = qy = 
3.56. <jr(1) represents a partition function which takes ac­
count of in-plane and out-of-plane rotations of the ad-mol­
ecule. Each of these rotational motions is so hindered by 
high energy barriers that they are effectively vibrations 
which contribute numerical factors of no more than ~ l - 2. 
Thus, for desorption we estimate ke ~ 2.38 X 1010 s-1.

A similar calculation using appropriate partition func-

4- - 4- - 4-

— 4- 4- -

4- A
:  +  ;  
V /
"cif

\ — 1 
No*

4-

— + X 4- —

-4- — 4- — 4-

Flgure 2. Top view of a (100) sodium chloride crystal surface with an 
adsorbed NaCl molecule on an equilibrium site. Pivoting about Cl-  
produces diffusion to a new equilibrium site A or B.

Figure 3. Energy as a function of angle for an adsorbed NaCl mole­
cule pivoting about the Na+ ion and rotating out of the plane of the 
surface: O.R., overlap repulsion energy; C.P., crystal polarization en­
ergy; C., coulomb energy.

tions for ad-molecule and transition states for surface dif­
fusion yields k «  1.58 X 1010 s-1.

In processes such as those being considered here the in­
verse of the rate constant, kT, gives the mean time, re = 4.2 
X 10-n  s, for desorption and = 6.3 X 10-11 s for a diffu­
sion jump. While these are approximate values for mean 
diffusion and desorption times in an idealized system, the 
relative magnitudes suggest that an NaCl molecule ad­
sorbed on a free (100) surface of a perfect sodium chloride 
crystal will not migrate very far before desorption occurs. 
This result has been previously suggested in discussions of 
the mechanism of evaporation4 and condensation3 of sodi­
um chloride.

Since monatomic ledges on a crystal surface may play an 
important role as capture sites for diffusing adsorbed mole­
cules we have estimated the effect of a ledge as a binding 
site with the aid of eq 3 for the coulomb potential energy 
resulting from a semiinfinite planar net of point charges of 
alternating sign located in a square grid15

V = —  £  f  ( - 1 )» jB0[,rs(2n + 1 )]| (3)
ro  n = 0 s = l

where q is the magnitude of the charges in the grid, r0 is 
the length of the square unit, and B0 is a modified Bessel 
function of the second kind. Equation 3 gives the energy of 
a point charge in the plane of the net at a distance r0 from a
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grid point of opposite charge. The sum converges rapidly to 
' 2V = —0.766 eV/molecule where the factor of 2 arises to ac­
count for the presence of two ions in the NaCI molecule. 
The repulsive energy caused by the ions in the ledge was 
found by direct summation to be 0.385 eV/molecule, and 
the total effect of the ledge, excluding polarization, is to in­
crease the molecular binding energy to —0.706 eV/molecule 
(i.e., the binding energy at a ledge is ~190% greater than 
the binding energy on the perfect surface). Polarization ef­
fects will make the binding energy at the ledge slightly 
larger than our calculated value but coulomb and repulsive 
energies are the dominant contributions to the total bind­
ing energy. Although ledges appear to be favorable sites for 
capture of adsorbed molecules it seems unlikely that they 
play an important role in the condensation of NaCI depos­
ited from a molecular beam onto a room temperature 
UHV-cleaved sodium chloride (100) surface because the 
average spacing between steps16 on the surface is 2-3 or­
ders of magnitude or more larger than the mean diffusion 
distance which we have calculated for an adsorbed NaCI 
molecule.

For an Na2Cl2 molecule above its equilibrium site on the 
(100) sodium chloride perfect surface we calculate a bind­
ing energy of —0.675 eV/molecule at a distance ro above the 
surface. The dimer has a lower binding energy per ion than 
the monomer because its electric field is weaker and is thus 
less effective in polarizing the underlying substrate.

In assessing the validity of the calculations reported here 
and using them as the basis for conclusions concerning the 
mechanism of condensation or evaporation certain limita­
tions must be taken into account. The rigid molecule-per­
fect rigid lattice model which we have used is only an ap­
proximation to the true geometry of the interacting system 
of crystal surface plus adsorbate. Aside from defects, im­
purities, contaminants, dislocations, etc. in the substrate 
surface there are two intrinsic effects which cause distor­
tion of the surface layers of a real sodium chloride surface 
on which molecules are adsorbed. The inherent anisotropy 
due to the presence of an uncompensated free surface re­
sults in a relaxation of ions in the outermost layers and de­
viations from the regular planar arrays which are charac­
teristic of the bulk. Furthermore, the presence of a nearby 
adsorbed molecule perturbs the underlying substrate caus­
ing surface ions to change position. Benson et al.17 have re­
ported a calculation in which relaxation of an NaCI (100) 
surface results in changes of ionic positions of up to 10% of 
bulk lattice spacings with surface chloride ions being dis­
placed outward. This change in configuration of the surface 
plane would be expected to have an effect on both the 
binding energy and diffusion barrier for an adsorbed mole­
cule. The general problem of taking account of relaxation 
of the surface is a difficult one to solve and we have no re­
sults of calculations of diffusion on a relaxed surface. A 
preliminary approach to desorption from a relaxed surface 
suggests that while the individual contributions may 
change from those for the relaxed surface there are com­

pensating effects and the total binding energy may change 
but little from adsorption on the perfect surface to adsorp­
tion on the relaxed surface. A second effect which should 
lead to localized distortion of geometry is a consequence of 
forces of interaction between ions in the crystal and the ad- 
molecule. Calculations of these perturbations would be 
awkward to carry out particularly since the displacements 
of the ions would be altered as the position of the ad-mole- 
cule changes. However, it is reasonable to assume that 
these displacements will not be large because in the first 
approximation the energy of interaction is at least an order 
of magnitude smaller than the internal binding energies for 
ions in either the ad-molecule or the crystal. Deviations 
from ideal geometry of the type described here will increase 
the binding energy of the adsorbed molecule to the surface. 
Finally, our idealized model ignores the differences be­
tween surface ions and those in the bulk because the Born 
parameters were derived from compressibility data on bulk 
crystals. Rittner18 has applied a modified Born model to 
the gas phase NaCI molecule and he has calculated the 
values which the repulsive parameters A+- and a must 
have to account for the observed equilibrium internuclear 
separation. He finds that the repulsive interaction must be 
about five times stronger and somewhat harder than in the 
bulk crystal. In view of the current imperfect under­
standing of surface conditions and gas-solid interaction po­
tentials, the existing data on bulk crystal ions most closely 
approximate the true surface state in the context of the 
Born model.
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The adsorption potential above the gas-liquid interface of water of some n-alkanes (n-pentane, n-hexane, 
and n-heptane) and aromatic hydrocarbons (benzene and toluene) has been calculated. The results are in 
good agreement with the experimental differential energies of adsorption measured by gas chromatography 
at zero surface coverage, where adsorbate-adsorbate interactions are negligible. As shown from our calcula­
tions, the interaction between the n-alkanes and liquid water is mainly due to the van der Waals dispersion 
forces. The role and importance of the quadrupole in the adsorption energy of benzene and toluene on 
water is demonstrated; it represents 40% of the total adsorption potential. From our calculations, it is 
shown that benzene and toluene are adsorbed with a high probability on the areas of the gas-liquid inter­
face where hydrogen atoms of the water molecules point out toward the vapor phase.

Introduction

The study of the structure and properties of water at or 
near interface has recently been of great interest.1 This is 
in part the result of a recognition that many important pro­
cesses of a biological nature occur at water interfaces. Some 
workers have argued that water exists in an ordered ar­
rangement for some distance away from an interface, with 
a gradual change toward the structure of bulk water.2

In order to understand the characteristics of water at in­
terfaces, there needs to be a close relationship between the­
oretical and experimental work. Both areas present dif­
ficulties. On the theoretical side, an acceptable model for 
the structure of water at an interface must be carefully de­
veloped, based on the structure of the bulk liquid state. 
Structural ordering of water molecules in the liquid over 
relatively long distances is possible, since four positions on 
the water molecule are potentially available for hydrogen 
bonding (e.g., the tetrahedral structure of ice Ih3). On the 
other hand, the relatively low viscosity of bulk liquid water 
(considering the four possible sites for H bonding) leads 
one to conclude that disorder must also exist in the liquid 
state. Thus, the structure of bulk water must be some com­
plex compromise between order and disorder. However, the 
complexity of developing a correct model is such that up to 
now no complete picture of the structure of bulk liquid 
water is available.4 Since water structure at interfaces must 
be related to bulk water, it is clear that a viable model for 
interfacial water is difficult to develop.

On the experimental side, the usual difficulties of direct 
measurement of properties at interfaces exist. The question 
must always be asked whether one is indeed measuring a 
true interfacial property (e.g., spectroscopic measure­
ments). Moreover, since some of the effects measured are 
of such a subtle nature, much controversy exists as to 
whether these effects are real.2 Indirect measurements, e.g., 
thermodynamics of adsorption, can be useful in inferring 
structure and properties of water at interfaces, but here 
again great care must be exercised that solute-solute inter­
actions are minimized so that the solute can act as a probe

of interfacial water properties. In addition,, it must always 
be kept in mind that the measurements are indirect and as 
such that one may be unable to differentiate between sev­
eral structural models. Nevertheless, it is through an accu­
mulation of direct and indirect experimentation, matched 
against theoretical models, that the correct structure of in­
terfacial water will emerge.

Recently, adsorption characteristics of nonelectrolytes at 
the gas-liquid interface of water in the Henry’s law region 
has been measured by gas chromatography.1’5’6 It has been 
suggested that water tends to behave as a low energy sur­
face with the hydrogens directed toward the gas phase, in 
agreement with other workers.7-9

In this work, we shall calculate the adsorption potential 
of five hydrocarbons at the gas-liquid interface of water 
and compare the minimum value with the experimental ad­
sorption energy obtained at zero surface coverage by gas 
chromatography. For three of the molecules (n-pentane, 
n-hexane, and n-heptane) the calculation has consisted of 
dispersion and induction interactions between solute and 
liquid adsorbent. For two aromatic molecules (benzene and 
toluene), we have also included an electrostatic interaction 
between the quadrupole moment of the adsorbate and the 
hydroxyl groups at the liquid surface. We have assumed a 
model of the water surface consisting of an expanded ice Ih 
structure and have been able to achieve reasonably good 
agreement between the calculated and experimental values. 
The implications of these results on the gas-liquid interfa­
cial structure of water will be discussed.

The principles of the calculation of the thermodynamic 
functions of adsorption for nonpolar molecules on the ho­
mogeneous surface of graphitized carbon black have been 
described by Kiselev and Poshkus.10,11 Due to the nonspe­
cific character of this adsorbent, the adsorption process 
with nonpolar adsorbates only involves dispersion forces. 
Calculations have been simplified by adopting a semiem- 
pirical potential similar to that which describes molecular 
interactions.12’13 Moreover the problems of calculation are 
now easily solved using a computer.14
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A further step for a better understanding of the adsorp­
tion process has been a calculation of the thermodynamic 
functions of adsorption of nonpolar molecules on specific 
adsorbents. The minimum adsorption potential has been 
calculated for various adsorbents such as boron nitride,15-16 
phthalocyanines,17 sodium chloride,18 potassium chlo­
ride,19 and zeolites.20-22 In these studies, the adsorption po­
tential has been favorably compared with the experimental 
adsorption energies obtained either by static or gas chro­
matographic techniques.

Theory

I. A d s o rp t io n  P o te n t ia l. The adsorption potential may 
be expressed as the sum of a dispersion energy term $>d , a 
repulsive energy term 4>r, and an energy term due to the 
electrostatic forces <J>e-23,24

#  — $D + $R + $E (1 )
The contribution of the nonspecific interaction (4>d  +  $ r ) 

can be calculated using lattice sums of (6-12), (6 — exp), or 
more complicated pairwise potential. For the adsorption of 
nonpolar molecules on graphite, good agreement has been 
obtained with the experimental data in spite of the arbi­
trary methods employed in choosing the parameters for the 
potential functions.24-27 For the calculation of the van der 
Waals interaction energy, we shall follow here the same 
treatment as the one adopted by Kiselev and cowork- 
ers10-13,18-21 and other authors.14-16,17

The potential energy of the molecule due to the contri­
bution of nonspecific interactions is taken as the sum of the 
adsorption potentials of its separate atoms $,•:

and the adsorbent surface, a distance at which repulsion 
and attraction forces cancel.

The adsorption potential representing the electrostatic 
attraction forces is the sum of three different contribu­
tions:23-28

*B =  - ~ F 2 - n F t - 1-  ( Q ZXF ' X +  Q y y P y  + Q ZZF ' Z) ( 5 )

In this equation, F  is the electric field of the adsorbent and 
F '  its gradient. The first term represents the attraction po­
tential caused by the electric field induced in the adsorbed 
molecule. It is given by the sum of all the induced attrac­
tive potential terms describing the interaction of each atom 
or atom group i with the electric field of the adsorbent. 
This procedure was used by Kiselev and coworkers12 to cal­
culate the interaction energy of some organic molecules 
with magnesia. The second term of eq 5 expresses the in­
teraction of the dipole moment of the molecule with F u the 
component of the electric field in the direction of the di­
pole moment. The third term gives the interaction of the 
quadrupole moment of the molecule with the adsorbent. 
Qxx, Qyy, Qxx are the three quadrupole moments of the mol­
ecule and F x , F y , F ' z are the field gradients along the axis 
Ox, Oy, Oz when the mass center of the molecule is located 
in O.

In the case of benzene adsorbed with its plane parallel to 
the adsorbent surface, the charge distribution is symmetri­
cal around the OZ axis, so that

Qxx = Qyy = — 2 Qxx (6)

4>D + S’R = L  *1 (2)
i

Kiselev and coworkers12’13 have simplified the potential en­
ergy equation by introducing a semiempirical expression 
similar to the Lennard-Jones potential:

* ¡ =  - 1 1  C i j i n r 6 -  Z  C ij2 r ij" 8 + B i £  r,;-12 (3)
i i j

In this expression r;; is the distance between the ith atom 
(or atom group) center of the adsorbate molecule and the 
j th atom (or atom group) center of the adsorbent. The po­
tential energy is thus calculated taking into account a di- 
pole-dipole term and a dipole-quadrupole term for the dis­
persion attraction forces and a term to describe the repul­
sion forces.

The different expressions used to estimate the attraction 
constants are discussed in ref 25, where it is shown that all 
of them can only give an approximate value of the adsorp­
tion potential. The constant C;yi in eq 3 was obtained from 
the Kirkwood-Muller formula25 which gave reasonably 
good results for the adsorption of hydrocarbons on graph­
ite:12

Cyi = —6 m e2 am
ai + ai
X i X j_

(4)

An analogous formula was used for C,#.12 In eq 4, m  is the 
mass of the electron, c the velocity of light, a  the polariz­
ability, and x the diamagnetic susceptibility. The constants 
for the repulsion forces are calculated for each type of atom 
from the equilibrium distance between the adsorbate atom

and eq 5 can be simplified using the Laplace’s equation:

F x  + F 'y  + F z = 0 (7)

We then can derive a relationship giving <I>e  for benzene 
which is similar to that previously presented.23

II. T h e  S tru c tu re  M o d e l o f  W a te r  N e a r  th e  G a s -L iq u id  
In te rfa c e . In order to be able to compute the adsorption 
potential from the above equations, it is necessary to know 
the position of the atoms which constitute the adsorbent. 
As we mentioned, we must assume a structure for water 
near the gas-liquid interface, based on a modification of a 
presumed bulk liquid water structure.

We first note that the basic structure of ordinary hexago­
nal ice (ice Ih) is well established.31 Each oxygen atom is 
surrounded tetrahedrally by four other oxygen atoms, each 
at a distance of 2.76 A, with every water molecule hydrogen 
bonded to its four nearest neighbors. Figure 1 shows the 
structure of hexagonal ice. The lattice consists of oxygen 
layers arranged perpendicular to the c -crystal axis, consist­
ing of hexagonal rings of water molecules in the chair con­
formation. The hydrogen atoms are located along the axis 
of two adjacent oxygens, at a distance of 1.01 A from the 
oxygen to which it is covalently bonded3-32 (the hydrogen- 
bonded distance is then 1.75 A).

Equation 5 assumes that the electric field is constant 
over the volume occupied by the molecule. We shall see 
later that the field gradients acting above the surface of 
water are large. Even for inert gases, it is thus necessary to 
follow the procedure introduced by Lenel29-30 and integrate 
over the volume of the molecule, assuming some charge dis­
tribution. For molecules as complex as hydrocarbons we 
followed an approximate treatment similar to the one in­
troduced by Kiselev and coworkers.12 To allow for the
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Figure 1. Basic structure of ordinary hexagonal ice (ice Ih) and coor­
dinate systems used in the calculation of electric fields. 8 is the 
angle between r and z axis, and </> is the angle between the projec­
tion of r  in the X -Y  plane and the X axis.

rapid spatial variations in the electric field, 4>e is taken as 
the mean value of the <f>F.’s for all the adsorption sites con­
sidered.

As noted previously, the structure of bulk liquid water is 
as yet not fully understood. Eisenberg and Kauzmann have 
given a useful picture of the structure, based on macroscop­
ic properties.32 The thermal motion in the liquid may be 
regarded as being of two types: rapid oscillations about 
temporary equilibrium positions (“ the vibrationally aver­
age structure or V structure” ) and slower displacements of 
the equilibrium position (“ the diffusionally average struc­
ture or D structure’” . The “ V structure” persists in a small 
region on the average, for a time td of the order of 10“ 11 to 
10-12 s, before being interrupted by the translation or re­
orientation of the molecule.

In the “ V structure” of the liquid water, the variation in 
the local environment of water molecules is high compared 
to the relatively stable environment of an ice Ih crystal. 
Some nearest neighbors are as close as 2.75 A and others 
may be as far apart as 3.10 A or more. At the same time liq­
uid water contains a large variety of hydrogen bonded mol­
ecules, but some nonhydrogen bonded OH groups may be 
present, as shown by the Raman studies of Walrafen.33

From the x-ray radial distribution function determined 
by Narten and coworkers,34 it is found that in the “ D struc­
ture” there are relatively high concentrations of neighbors 
at distances about 2 9, 4.5, and 7 A. (At 4 °C, the average 
oxygen-oxygen distance is 2.84 A, whereas at 200 °C it be­
comes 2.94 A.) On the basis of these results, it seems rea­
sonable to assume that the structure of interfacial water is 
a tetrahedral one, as in ice Ih, with the average distance be­
tween oxygen atoms of approximately 2.9 A. In a theoreti­
cal model of the surface structure of water, Fletcher has 
suggested that any structural ordering will maintain itself 
for at least 10 molecular layers.9 Consequently, we shall as­
sume this tetrahedral structure remains roughly constant 
for all the layers included in the calculation of the average 
adsorption energy. The water molecule is considered as a 
whole adsorption group with a polarizability aj = 1.5 A3, 
and a diamagnetic susceptibility Xj = — 2.16 X 10-5 A3.3 
The force adsorption center is located in the oxygen posi­
tion.

III. Lennard-Jones Adsorption Potential Calculation. 
The dispersion forces upon adsorption are expressed by the 
Lennard-Jones adsorption potential of eq 3. The distances 
rij of this equation were calculated using a 1108 UNIVAC 
computer, assuming that the structure of liquid water is 
tetrahedral with every oxygen atom located at a distance R
= 2.9 A.

The adsorption energy was calculated for the equilibri­
um position of the adsorbent molecule. At minimum energy 
the molecule lies flat on the liquid surface (Oxy plane of 
Figure 1) at the van der Waals distance which for all the 
molecules in this study was zo = 3.40 A. The exact numeri­
cal calculation of the sums of eq 3 is the same as that de­
scribed for the adsorption on a graphite surface14 and shall 
be briefly reviewed here for the atom arrangement of Fig­
ure 1 .

Figure 2 represents the adsorption surface (Oxy plane) 
with the position of each oxygen atom in the surface repre­
sented by black circles and of each atom in the second layer 
by open circles. The locations O', B ' . . .  G ' represent possi­
ble adsorption positions for adsorbate groups at the van 
der Waals distance. From the origin, one can observe that 
two separate interaction planes exist: I and II. The coordi­
nates of the oxygen atoms in the surface layer within the 
two planes are:

I xj = 2RV2h 

yj = 2Rv/6/3fe

Zj = 0

II Xj = RV2(2h +  1 ) 

yj = R V 6/3(2* + I)

Zj = 0 (8)
where h and k are positive or negative integers and R = 2.9
A. In the second layer, the coordinates of the oxygen atoms 
are:

I Xj = 2RV2h -  2RV2/3

yj = 2RV&/3k 

Zj = —R/3

II Xj = RV2(2h + 1) -  2RV2/3

yj = R V 6/3(26 + 1)

zj = -R /3  (9)

The atoms of the third layer have the same coordinates as 
those of the second except that Zj = —4R/3 and those of the 
fourth layer the same as the first layer with Zj = —5E/3. 
The sequence is the same from the fifth to the eighth layer 
with a translation along the Oz axis of —8R/3. The sums of 
eq 3 were calculated with a precision of 0.001 in 20 A radius 
(~10 layers).

IV. Evaluation of the Electric Field. The electric field 
acting at the oxygen nucleus of a central molecule of an ice 
crystal has been calculated as described by Coulson and 
Eisenberg.35 These authors considered contributions to the 
electric field out to the fourth shared nearest neighbors of 
oxygen atoms. They first present the expression of the elec­
tric field acting at any point and arising from an isolated 
H2O molecule. In Figure 1 the H2O molecule has its oxygen 
atom located at the origin of the OXYZ  system, with OZ as 
the C2 axis and OYZ as the molecular plane. The expres-
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R .  2.9 A

Figure 2. Surface representation of the lattice (Ox y  plane on figure 
1): oxygen atoms of the first layer (black circles); oxygen atoms of 
the second layer (open circles); O', B', . . . G' =  adsorption positions 
of adsorbate groups, at the distance z =  3.40 A.

sion of the electric field is written in spherical coordinates 
E t , Eg, E $  and takes into account the dipole, the quadru- 
pole, and the octupole moments of the H20  molecule.

We have used the following values for the multipole mo­
ments relative to the oxygen nucleus in the OXYZ axis sys­
tem as defined in Figure 1: dipole moment, mz = 1-84 X 
10-18 esu cm; quadrupole moment, Qxx — —7.482, Qyy = 
—4.180, Qzz — -5.680 in units of 10-26 esu cm2; octupole 
moments, Rzzz ~ —0.849, Rzxx = —0.597, R z y y  = 0.920 in 
units of 10-34 esu cm3. The dipole moment is the experi­
mental dipole of water vapor.36 For the higher multipole 
moments we have used the data obtained from the ab initio 
calculations of Neumann and Moskowitz,37 as the quadru­
pole moment calculated for the water molecule agree very 
well with the experimental one.36

The total electric field at a given point is then computed 
as the field from the given H20  molecule along with that 
arising from nearest neighbors, each of whose dipoles can 
have six possible orientations. A computer program whose 
principles follow the scheme of ref 35 has been written to 
evaluate the probabilities of each orientation in a quasi-in- 
finite volume, once the dipole of the central molecule is 
fixed. The field arising from the nearest neighbors is found 
to increase the total dipole moment of the H20  molecule of 
liquid water to 2.82 D (from 1.84 D for an isolated H20  
molecule).

With the multipole moment values given above we have 
found that over 40% of the total value of the electric field is 
contributed by the quadrupole moment instead of 20% 
with the erroneous values of the quadrupole moment used 
by Coulson and Eisenberg35 as the experimental one was 
not available at that time. The contribution of the octupole 
moment to the total electric field is 5% instead of 2% with 
the octupole values used in ref 35.

Figure 3. The six possible orientations of a water molecule on the 
surface of the liquid.

Consider now the case of the water molecule on the sur­
face of liquid water. Here again there are six possible orien­
tations of the dipole, as shown on Figure 3. For orientations
1-3, one of the hydrogen atoms is directed toward the 
vapor phase, whereas for 4-6 both hydrogens are directed 
toward the liquid state. For each orientation of the central 
water molecule we have first calculated the electric field F 
at point O' in Figure 1 (the van der Waals distance, zo = 3.4 
A) for the central molecule alone and then including all the 
neighboring water molecule contributions. The results are 
listed in Table IA and IB, along with the electric field com­
ponents Fx, Fy, Fz and the gradients of the field F z, F'y, 
F z along the three Cartesian axis O'x, O'y, O'z. The elec­
tric field in this table has included calculations with the aid 
of the computer to a precision of 0.001, requiring the inclu­
sion of 10 nearest neighbors. The total moment of the H20  
molecule is taken as 2.82 D and the values of the quadru­
pole and octupole moments are those given above which 
are derived from ref 36.

In this procedure, we have neglected the contributions of 
the induced quadrupole and octupole moments to the total 
electric field. The contribution of the induced quadrupole 
may be of some importance, however, as we have seen that 
the quadrupole of the H20  molecule contributes for 40% to 
the total electric field.

The calculation of the total fields in Table I arising from 
the individual fields of each molecule Er, Eg, and E* are 
made in the following manner. First, Ex, Ey, Ez are the 
Cartesian coordinates of the electric field along OX, O Y, 
OZ axis, as represented in Figure 1, and Ex, Ey, Ez and E'z, 
E'y, E'z are the coordinates of the electric field and its gra­
dient along O'x, O'y, O'z axis. These fields arise from each 
molecule of the network, with each orientation having a 
probability Pj calculated as indicated by Coulson and 
Eisenberg.35 Hence

F x = t Z  P j E z  ( 10)
¿=17=1

with equivalent relations for Fy, Fz, F z, F y, and F 2. In eq 
10, i represents each atom of the network and j the six pos­
sible orientations of the water dipole.

For each molecule and for each orientation we have

Ex = sin 8 cos 4>£r + cos 8 cos $Ee -  sin 4>E*

Ey = sin 8 sin <F£r + cos 8 sin $Eg + cos <t>E*

Ez = cos 8Er — sin 8Ee (11)
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TABLE I : Electric Field and Its Gradient Acting above the Central H20  Molecule of the Surface 
at the Equilibrium Distance z„ = 3.40 A

Contribution 
arising from

Orientation 
of the cen­
tral HjO 
molecule 

of the 
surface 

(cf. Figure 3)

Elec­
tric
field
10s
esu

cm -2

Electric field components 
10 s esu cm -2

Gradient of the electric field 
10 13 esu cm -3

Ex Ez F'x F'y E'z
(A) Central 1 1.491 0.402 0.000 1.435 0.707 0.809 —1.516

HjO molecule 2 1.491 - 0.201 -0 .348 1.435 0.783 0.732 —1.516
3 1.491 - 0.201 0.348 1.435 0.783 0.732 —1.516
4 1.113 -0 .370 0.000 -1 .050 -0 .430 -0 .519 0.948
5 1.113 0.185 -0.321 —1.050 -0 .496 -0 .452 0.948
6 1.113 0.185 0.321 —1.050 —0.496 -0 .452 0.948

(B) Including 1 1.841 0.189 0.000 1.831 0.842 0.888 —1.730
neighboring 2 1.841 -0 .094 -0.163 1.831 0.876 0.853 -1 .730
H20  molecules 3 1.841 -0 .094 0.163 1.831 0.876 0.853 -1 .7 30

4 1.471 -0 .157 0.000 —1.462 —0.536 -0 .569 1.105
5 1.471 0.078 —0.136 -1 .462 -0.561 —0.544 1.105
6 1.471 0.078 0.136 -1 .462 -0.561 —0.544 1.105

If A is the matrix which relates the OXYZ system to the 
O'xyz system, it is then possible to write:

Ex\ / E x\
Ey =  A I e y ) (12)
e J  \ eJ

The corresponding gradient of the electric field along the 
O'z axis E 'z is

+ + (13)
ar az ad az a4> az

surface; 3> is a function of these parameters; A is the sur­
face area of the adsorbent, T the absolute temperature, and 
R the universal gas constant.

When both gaseous and adsorbed phases are ideal, the 
chromatographic retention volume, which has been mea­
sured by Karger et al.5 and which is easily related to Kyi, 
can be predicted, using the following equation:38

sin 6 dx dy dz dd dip d\p (17)

with similar relations for E'x and E'y. The solution of eq 13 
is straightforward as we have the following equation which 
relates the spherical coordinates to the OXYZ coordinates 
and then to the O'xyz coordinates:

dr dr dr 3
9X 3V 3z

30 30 30
dx 3y 3z

3$ 3$ 3$
3z 3y 32,

oo oo on i „ . . . 1I MA 1 (14)

with

M

^sin0 cos4> sin0 sin4> cosflN 
cos0_cos<ï> cosò sin$ —sin0 

r
—sin$

, r  sin0
cos4> 
r  sin0

(15)

The differential energy o f adsorption at zero surface cover­
age is then obtained from the change of V\ with tempera­
ture

A U = d In Va
d (l ¡T) (18)

Thus AU can be predicted from the value of the adsorption 
potential for all orientations and positions of the molecule 
on the adsorbent surface, according to the following rela­
tion and neglecting unity in eq 17:

A U =
$ ••• f  (—<f>/RT) exp{—<t>/RT) sin d dx dy dz d0 d<?d\fr 

/  • • • /  exp(—<t>/RT) sin d dx dy dz d0 dip d\p

(19)

The differential adsorption enthalpy or the isosteric heat of 
adsorption qBt can be predicted using analogous formulas, 
according to the relation:39

V. Comparison with Experimental Data. The experi­
mental thermodynamic functions of adsorption can be pre­
dicted using the classical laws of the statistical thermody­
namic functions of adsorption.

For quasi-rigid molecules the adsorbate-adsorbent con­
stant Kh (iimol/m2) or Henry adsorption constant is relat­
ed to the adsorption potential <f> according to the relation10

K"  = f - f  ~ M X
sin d dx dy dz d0 dip d\fr (16)

where x, y, z are the coordinates of the mass center of the 
molecule; 0, ¡p, \p are the Euler angles of orientation to the

AH = -q SJr = A U -R T  (20)

The rigorous way to proceed to compare adsorption poten­
tial calculations with the experimental heats of adsorption 
is thus to determine the adsorption potential for each posi­
tion of the adsorbate molecule on the surface and to inte­
grate eq 19.

However, these calculations are very long and tedious 
and would need long computer time. Moreover with 
straight chain alkanes, molecules which possess rotational 
conformers, the retention volume is given by a combination 
of all the equations similar to eq 17, written for each rotam- 
er considered as a rigid molecule.11 The differential energy 
of adsorption is then derived from Va using eq 18.

The Journal o f Physical Chemistry, Voi. 80, No. 4, 1976



Adsorption Potential of Hydrocarbons 399

TABLE II: Physical Properties of the Groups o f the Adsorbate Molecules and Their Constants 
of Attraction and Repulsion in Eq 3

Absórbate 
molecule group

Polariza­
bility, Â3 *

Diamagnetic
susceptibility,

10 - 5 Â3
Ci,,, kcal 
A6 */mol

C,;„ kcal 
Â8 /mol

B¡, kcal 
Â'Vmol

CH3— (alkanes) 2.26a -2 .3 8 a 1459 2262 1571 X 103CHj— (alkanes) 1.83° -1 .8 9 a 1168 1834 1260 x  10 3CH== (aromatics) 1.72* -1 .53* 1004 1746 827 X  103CH3— (toluene) 2.25* —2.12 * 1360 2272 1480 X  103
a From ref 42. * From ref 13.

TABLE III: Dispersion Force Contribution
to the Adsorption Potential Calculated
for Different Adsorption Sites (z = 3.40 Â; R = 2.9 Â)

Adsorption potential (dispersion 
force contribution), kcal/mol

—C H =  -CH 3
Adsorption site —CH3 —CH2-  (aro- (tol-
(see Figure 2) (alkanes) (alkanes) matics) uene)

O’
x = 0 ;y  = 0 -1 .07 -0 .8 6 - 0.86 -1 .00

B'
x = R sfZ 73 ; y = 0 -1 .13 -0 .91 -0 .8 3 -1 .06

C'
x = 2-R-s/2/3; y = 0 —1.10 -0 .8 8 -0 .7 8 —1.03

D'
x = -R v/572 ;y  = 0 —1.14 —0.92 —0.84 -1 .07

E’
x = —2R y/J/3;y  = 0 —1.13 —0.91 -0 .81 —1.06

F' _
x = 0 ;y  = R\/6/6 -1 .1 3 -0 .91 -0 .8 5 -1 .0 6

G'
x = 0;y = Ry/6/3 -1 .13 -0 .9 0 -0 .81 -1 .06

Mean —1.12 —0.90 -0 .8 2 -1 .0 5

The absolute value of the 1minimum of the adsorption
potential has been compared several times directly to the 
isosteric heat of adsorption.1617.40 41 Useful results have 
been obtained. Exact molecular statistical calculations of 
the adsorption heats of C1-C 5 straight chain alkanes and 
benzene on graphite11 have shown that the minimum ad­
sorption potential $0 is about 0.5-1.5 kcal/mol lower than 
the differential energy of adsorption in the temperature 
range where experiments are usually carried out.

For instance, for benzene on graphite10 $0 = —9.84 kcal/ 
mol while in the classical approximation (eq 19) AU is 
- 8.68 kcal/mol at 293 K. For n-pentane on graphite,11 if it 
is assumed that all CH3 and CH2 groups are in contact with 
the surface, $0 = —9.43 kcal/mol, while AU = —8.90 kcal/ 
mol (q8t = 9.42 kcal/mol).

As we use the same model to calculate the adsorption of 
hydrocarbons on liquid water, we can estimate with a good 
approximation that the calculated differential adsorption 
energy is 0.5-1.2 kcal/mol higher than the minimum value 
of the adsorption potential in the temperature range where 
the gas chromatographic experiments were carried out.

Results and Discussion
The minimum value of the adsorption potential has been 

calculated for three alkanes (n-pentane, n-hexane, n-hep­
tane) and two aromatic compounds (benzene and toluene) 
according to eq 1. As noted previously, the adsorption po­
tential is minimum when the molecules are adsorbed flat 
on the surface.

With the alkanes only dispersion forces and the induc-

TABLE IV : Comparison between the Differential 
Adsorption Energy (Experimental) and the Calculated 
Minimum Adsorption Potential on the Surface 
of Liquid Water

Minimum Exptl
adsorp- differential
tion po- adsorption
tential, energy,

kcal/mol kcal/mola
n-Pentane Dispersion forces 

contribution —4.94
Induction forces 
contribution —0.98
Total -5 .9 2 -5 .7

n-Hexane Dispersion forces 
contribution -5 .8 4
Induction forces 
contribution —1.16
Total —7.00 - 6.6

n-Heptane Dispersion forces 
contribution —6.74
Induction forces 
contribution -1 .34
Total -8 .0 8 -7 .5

Benzene Dispersion forces 
contribution -4 .9 2
Induction forces 
contribution 
Quadrupole inter-

- 1.12

action -2 .17
Total - 8.20 —7.5

Toluene Dispersion forces 
contribution -5 .97
Induction forces 
contribution 
Quadrupole inter-

-1 .3 6

action —2.17
Total -9 .5 0 -8 .9

a Reference 5.

tion force caused by the electric field of water are involved 
in the interaction between the adsorbate and the liquid 
surface. For benzene and toluene the quadrupole interac­
tion with the electric field must also be included (eq 5). As 
the molecules studied have no dipole moment or a very low 
one (toluene) parallel to the adsorbent surface, we omitted 
the second term of eq 5.

Table II lists the values of the polarizabilities and dia­
magnetic susceptibilities of hydrocarbon structural units 
used for the calculation of the dispersion forces. The CH3-  
and -CH 2-  groups have been considered for the alkanes, 
the -C H =  aromatic group has been considered for toluene 
and benzene, and the aromatic -CH 3 group for toluene. 
Table II also presents the values of the attraction and re­
pulsion constants of eq 3. The adsorption energy resulting
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TABLE V : Electrostatic Interaction of Benzene with Liquid Water
Induced

Quadrupole electrostatic
Adsorption site Hydrogen F z 105 esu

= 2.9 Â direction cm 2

x = 0 + 1.831
y = 0 — —1.462
z = 3.40 Â Mean 0.185
x = R j 2 l  3 + 1.072
y = 0 — -1.048
z  = 3.40 Â Mean 0.012
x = 2 R J 2 I 3 + 0.315
y  = 0 — —0.482
z = 3.40 Â Mean -0.084
x = - R J 2 I 3 + 1.085
y = 0 — -1.034
z  = 3.40 Â Mean 0.026
x = - 2 R s / 2 l 3 + 0.344
y  = 0 — -0.459
z = 3.30 Â Mean -0.058
x = 0 + 1.220
y = fiv/6/6 — —1.127
z = 3.40 Â Mean 0.046
x = 0 + 0.477
y = R j 6/3 — -0.585
z = 3.40 Â Mean -0.054
.Mean + 0.906

— —0.885
Mean 0.010

from the dispersion forces has been calculated from the 
mean value of the adsorption energies of the corresponding 
group located on the different adsorption positions on the 
water surface designed as O', B', . . .  (Figure 2), and at the 
equilibrium distance zo = 3.40 A. Table III presents the 
dispersion force contribution for each group in each of the 
seven positions and the resulting mean values.

For the n-alkanes, the electrostatic attraction potential 
consists solely of the first term of eq 5, which accounts for 
the induction interaction between the water and the ad­
sorbed molecule. When we include both the dispersion and 
the induction terms, the total minimum adsorption poten­
tials for the n -alkanes on the water surface can be ob­
tained, as shown in Table IV. Also shown in Table IV are 
the dispersion and induction force contributions to the ad­
sorption potential as well as the experimental adsorption 
energies for zero surface coverage obtained by Karger et 
al.5 When compared to the experimental differential ener­
gy, the minimum adsorption potential of n  -alkanes calcu­
lated when all CH3 and CH2 groups are in contact with the 
surface is lower, although not as much as expected from the 
theoretical considerations discussed above, especially for 
n -pentane. The agreement, however, is very good if one 
considers the approximation made in our calculations con­
cerning the structure of liquid water. It is also interesting 
to note that the induction force contribution is roughly 16% 
of the total adsorption potential.

For benzene and toluene the sum of the dispersion force 
and induction force contributions to the adsorption poten­
tial gives a value which is 1.5 kcal/mol less negative than 
the experimental adsorption energy, as seen in Table IV. 
We must include a contribution for the quadrupole interac­
tion of the aromatic species with the water surface, in order 
to.obtain closer agreement.

The electrostatic interaction of the benzene quadrupole 
moment (Qzz = —5.6 X 10“26 esu cm336')’with the liquid 
field has been calculated (Table V). Included in this table 
is the value of the electric field F z and its gradient along

z 1013 esu 
cm-3

interaction,
kcal/mol

F2 1010 esu 
cm-4

interaction,
kcal/mol

-1.730 -6 .98 3.389 2.52,
1.105 4.46 2.164 1.61

-0.313 —1.26 2.777 2.07
-0.619 —2.50 1.745 1.30

0.606 2.45 1.428 1.06
-0.007 -0 .0 3 1.587 1.18

0.066 0.26 0.448 0.33
0.162 0.65 0.578 0.46
0.114 0.46 0.513 0.38

—0.644 -2 .60 1.753 1.30
0.579 2.33 1.409 1.05

-0.033 -0 .13 1.581 1.18
0.028 0.11 0.457 0.34
0.131 0.53 0.548 0.41
0.079 0.32 0.502 0.37

—0.812 -3 .28 2.035 1.51
0.687 2.77 1.565 1.15

-0.063 -0 .26 1.800 1.34
-0.046 -0 .19 0.641 0.48

0.204 0.82 0.752 0.56
0.079 0.32 0.697 0.52

-0.537 —2.17 1.495 1.11
0.496 2.00 1.206 0.90

-0.021 -0 .08 1.351 0.00

the vertical (Oz axis) for the different adsorption sites. The 
hydrogen direction is designated by plus sign when the hy­
drogen of the central molecule is oriented toward the gas­
eous phase and by minus sign when the hydrogens are ori­
ented toward the liquid phase.

Table V shows that the only hypothesis which takes into 
account the higher experimental adsorption energy of ben­
zene is that with the hydrogen directed toward the vapor 
phase. When the mean value for all orientations (+ and —) 
and adsorption sites is considered, a very low attraction in­
teraction is found (—0.08 kcal/mol). The attraction poten­
tial calculated with a positive hydrogen orientation bal­
ances almost exactly the repulsion potential calculated 
with the hypothesis that both hydrogens are oriented 
toward the liquid phase.

The benzene quadrupole interaction is taken as —2.17 
kcal/mol, calculated as a mean from different positions of 
the molecule lying flat on the surface at the equilibrium 
distance (zo = 3.40 A). The toluene quadrupole interaction 
should be very close to that of benzene. Its value has not 
been calculated because no value of the quadrupole mo­
ment was available from the literature. It needs to be noted 
that the value of —2.17 kcal/mol is an approximation of the 
aromatic quadrilpole interaction as the rigorous way to 
proceed would be to calculate the differential adsorption 
energy for all orientations of the molecule and on the whole 
surface of the adsorbent according to eq 19.

We can conclude however that benzene or toluene are 
adsorbed with a higher probability on the areas where the 
hydrogens are directed toward the vapor phase and thus 
where the interaction energy is higher. This result is im­
plicit in eq 19 which gives the differential adsorption ener­
gy as an average value calculated on the whole surface, with 
a probability factor e~'*‘,RT.

The different contributions to the adsorption potential 
for benzene and toluene are reported in Table IV. The min­
imum value of the adsorption potential is more negative 
than the experimental heat of adsorption (0.7 kcal/mol for
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benzene and 0.6 kcal/mol for toluene). This is in satisfacto­
ry agreement with the theory. The results of Table IV show 
that the contribution of the donor-acceptor type interac­
tion similar to that occurring in the adsorption on acidic 
adsorbents discussed by Kiselev38 is explained by the qua- 
drupole interaction with the electric field of liquid water. It 
is the major effect of the hydrogen bonding that may occur 
between the protons of the liquid interface and the ir elec­
trons of-the adsorbed molecule.

In contrast to adsorption on solid surfaces, the liquid 
water adsorbent has a significant vapor pressure at the 
temperatures of these experiments (~15 °C). At equilibri­
um we can anticipate that water molecules are continually 
evaporating and condensing on the surface. Thus, the as­
sumption of no water-adsorbate interactions in the plane 
of the adsorbed species (or indeed above this plane) may 
not be correct. Hence, we decided to calculate the adsorp­
tion potential, assuming the adsorbate is surrounded by 
some water liquid layers (i.e., penetration of the adsorbate 
into the liquid surface). We observed an increasing nega­
tive adsorption potential with the number of layers of 
water surrounding the adsorbate molecule (e.g., about 0.5 
kcal/mol for one layer of water vapor) representing the ad­
sorbate-water vapor interaction. While this additional in­
teraction permits a still better agreement between the ad­
sorption potential and the experimental adsorption energy, 
we cannot positively state that such surface perturbation 
does indeed take place.

Finally, it would seem from our calculations that surface 
perturbation43,44 cannot be used to explain the observed 
high heat of adsorption on an ice surface of an n -alkane 
molecule. When the calculation is carried out for ice (R  =
2.76 A), the values of the adsorption potential are not very 
different from the values presented in this paper, and the 
increase in the absolute value when the molecule is sur­
rounded by H2O is only 0.5-1 kcal/mol.

Conclusion
The structure model selected in this study for interfacial 

water assumes that oxygen atoms occupy on the average 
positions which are those of an expanded ice Ih structure 
for at least 10 layers within the surface. The adsorption po­
tential calculated according to the above model is in rea­
sonable agreement with the experimental differential ener­
gy of adsorption measured by gas chromatography. How­
ever, on the basis of these results no conclusive statements 
can be made on the structure, for other structure models 
may fit the experimental data as well.

Our calculations demonstrate that the relatively low 
heats of adsorption observed on water when compared with 
those obtained on solid adsorbents, such as, graphite, boron 
nitride, and silica gel, are due to the low density of the at­
tractive force centers consisting of hydrogen bonded water 
molecules.

The interaction between n -alkanes and the water inter­
face is mainly caused by the van der Waals dispersion forc­
es shown by our calculations.

Considering that the n -alkanes are nonspecifically ad­
sorbed on liquid water, as assumed by Kiselev in his classi­
fication of adsorbate-adsorbent interactions,38 the specific­
ity of the water interface toward benzene and toluene has 
been estimated to be 25% of the total adsorption potential. 
This specificity results from the interaction between the 
quadrupole of the adsorbate molecule and the electric field 
acting on the surface, when on the average the molecule is

adsorbed on the areas where the hydrogen atoms point out 
toward the vapor phase at the gas-liquid interface.

Our calculations show that it is the quadrupole interac­
tion with the electric field of liquid water which is the 
major effect of the OH group interaction of the adsorbent 
with the tt electrons of the adsorbed molecule.38

A similar electrostatic interaction caused by the presence 
of OH groups on the silica surface may explain the specific 
adsorption of aromatic molecules on these adsorbents. The 
role and importance of the quadrupole in adsorption phe­
nomenon, already stressed in ref 23, is clearly demon­
strated in this work, where a general scheme for the calcu* 
lation of this interaction is given. This scheme is valid even 
if the geometric model is partially disordered.
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The energy differences between the lowest states of cis and trans conformers of HNO2 and DNO2 have 
been determined by microwave intensity measurements. The results are AE  =  372 ±  40 cal for HNO2 and 
A E  = 488 ±  35 cal for DNO2. Combining the results for the two isotopes, a value of 404 ±  100 cal is ob­
tained for A E  for HNO2. The thermodynamic properties of HNO2 have been recalculated and third law 
calculations on the equilibrium data for the reactions NO + NO2 + H2O <=* 2HNO2 and N2O3 «=» NO + NO2 
carried out. These calculations yield A H °o  = 540 (+600, — 100) cal for the reaction N2O3 + H20  <=> 2HNO2. 
The value of A H °o  for this reaction has been obtained from microwave intensity measurements on the 
species involved in the related reactions N2O3 + D2O «=± 2DNO2 and N2O3 + HDO <=> HNO2 + DNO2. The 
best value of A H °o  is 1050 ±  300 cal, which is in reasonable agreement with the value obtained from third 
law calculations.

It has been shown previously2 that the standard enthal­
py of reaction at absolute zero (ideal gas reference state) is 
obtained directly if the intensity of a rotational transition 
of each species involved in the chemical reaction is mea­
sured, providing that the rotational spectrum has been an­
alyzed and the dipole moment components determined by 
Stark effect measurements. This has been used to deter­
mine the energy difference between two rotamers of the 
same molecule.3

Here we report the use of this method to determine the 
energy difference between the two rotamers of HNO2

HNCMcis) <=* HNC>2(trans) (1)
and to determine the energy difference between the ground 
states of products and reactants for the reaction

N20 3 + H20  ^  2HNOa (2)

The System N O -N O 2-H 2O. Thermodynamics

If NO, NO2, and H2O are mixed, a number of chemical 
reactions are possible. These include

NO + NO2 <=* N2O3 (3)

NO +  N 02 + H20  2HN02 (4)

2N02 5=5 N2O4 (5)

3N02 + H20  ^  2HN03 + NO (6)
and the various reactions such as (2) which can be obtained 
by combining these. The equilibrium for reaction 2 in the 
gas phase has not been directly studied. However, the equi­
libria for reactions 3 and 4 have been studied and reaction 
2 = reaction 4 — reaction 3.

The equilibrium for reaction 3 has been studied by Abel 
and Proisl,4 Verhoek and Daniels,5 Beattie and Bell,6 and 
by Sole and Pour.7 There appear to be two sets of second 
law values for A H °  at room temperature, about —10.5 kcal/ 
mol obtained by Verhoek and Daniels5 and Sole and Pour7 
and about —9.5 keal/mol obtained by Abel and Proisl4 and 
Beattie and Bell.6

The JANAF Tables8 appear to favor the results of Beat- 
tie and Bell6 and Abel and Proisl4 by obtaining a third law 
A H 0 298 which agrees with the second law values found by 
these investigators. However, the N20 3 torsion is assumed 
to be free internal rotation and the rotational constants 
used, which were calculated from an assumed structure, are 
not in very good agreement with the more recently deter­
mined experimental values.9

The assignment of the vibrational frequencies of N2O3 
has been the subject of three investigations. Devlin and Hi- 
satsune10 gave an assignment of the eight normal modes v\ 
to vs but no assignment of the torsion V9 . More recently, Bi- 
bart and Ewing11 examined the gas phase infrared spec­
trum and revised the assignment of Devlin and Hitsatsune. 
Bibart and Ewing also obtained a value of 63 cm-1 for the 
torsional frequency, »<9, from a combination band assign­
ment. Still more recently, Bradley, Siddall, Strauss, and 
Varetti12 examined the far-infrared spectrum of N2O3 and 
attempted to choose an assignment and force field which 
would reproduce the inertial defects found by Brittain, 
Cox, and Kuczkowski.13 The three studies essentially agree 
on the assignment of the higher frequency in-plane models 
vi-x5. In the two more recent studies the assignments of v6 

to i>8 are rearranged and altered. The two more recent stud­
ies are close to agreement on a value of ~70 cm-1 for the
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TABLE I: Previous Studies of NO—NO,—H,0 Equilibria0

K , atm-1
Second law 
AH °, kcal

Third law AH °  

JANAF/ Presentí
NO + N02 <=? N20 3 

Abel and Proisl6 0.702 -9 .6 —9.86 -9 .42
Verhoek and Daniels" 0.475 -10 .3 —9.59 —9.19
Beattie and BelK* 0.522 ± 0.001* -9.527 ± 0.096 -9 .7 —9.25Sole and Pour" 0.456 -10.54 -9 .6 —9.16

NO + NO,+ H,0*± 2HN02 
Wayne and Yost11 
Ashmore and Tyler'

1.74
1.278 -9.057 ± 0.32

—9.715
—9.533

Waldorf and Babb/ 1.38 —9.550 -9.578
a K  at 25 °C. A H 0 is determined by the second law method and is usually assumed constant over a range of temperatures 

near 25 °C. 6 Reference 4. " Reference 5. d  Reference 6. " Reference 7. /Reference 8. 8  Entropy of N ,03 obtained from ref 
15. Entropies of NO and NO, obtained from ref 14. Resulting AS°,„ = —32.30 eu for NO + NO, <=r N20 3. h Reference 16.
' Reference 17./Reference 18. * Two times standard deviation listed.

torsional frequency, ns, which was not assigned by Devlin 
and Hisatsune. However, this torsional frequency had been 
previously estimated by Brittain, Cox, and Kuczkowski13 
as 124 ±  25 cm-1 from microwave relative intensity mea­
surements.

Recently Chao, Wilhoit, and Zwolinski1415 have calculat­
ed the thermodynamic properties of N2O3. In their original 
calculations,14 they used the vibrational frequencies of 
Devlin and Hisatsune10 and treated N2O3 as a free internal 
rotor. In the more recent calculation,15 they used the vibra­
tional frequencies and internal rotation barrier height of 
Bibart and Ewing.11 Since all alternate12’13 barrier heights 
are higher and all alternate vibrational assignments10’12 re­
place a low frequency with a higher, the values of the entro­
py and free energy function for N2O3 given by Chao, Wil­
hoit, and Zwolinski15 are probably upper bounds. Using 
these values, a revised comparison of the third and second 
law Aif°298 may now be made which tends to favor A H 0 29s 
= —9.2 kcal. These results are shown in Table I.

The equilibrium for reaction 4 has been studied by 
Wayne and Yost,16 Ashmore and Tyler,17 and Waldorf and 
Babb.18 The agreement between the results of Ashmore 
and Tyler17 and Waldorf and Babb18 is within the range of 
their experimental errors. The results of these investiga­
tions of equilibrium for reactions 3 and 4 are tabulated in 
Table!

The entropies and free energy functions of H2O, NO, and 
NO2 at 25 °C are well known.8-19 The entropy and free en­
ergy functions of HNO2 are less well known. The vibration­
al frequencies20’21 and rotational constants22-24 of both cis 
and trans HNO2 and various isotopic modifications are well 
known also. Less certain is the energy difference between 
the cis and trans forms. Jones, Badger, and Moore21 give 
500 ±  250 cal/mol as the difference in energy between the 
ground state of the two forms with the trans lower in ener­
gy, while McGraw, Bemitt, and Hisatsune20 give 531 ±  
1000 cal/mol as this difference. Both results were obtained 
from observations of the temperature dependence of in­
frared bands. We have obtained 404 ±  100 cal/mol from ob­
servation of relative intensities of rotational transitions of 
the two forms (vide infra). The free energy function and 
entropy of HNO2 has been recalculated using this number, 
and the rotational constants determined by Cox, Brittain, 
and Finnigan,23 and the room temperature value is listed in 
Table II together with these thermodynamic properties for 
H20, NO, NO2, and N20 3. The thermodynamic properties 
of HNO2 over a range of temperatures have been calculated 
and are given in Table III.

TABLE II: Thermodynamic Properties of Molecules 
Involved in N 0-N 0 2-H 20  Equilibria"

S°„s, cal/ 
mol deg

[—( G ° - H ° ' ) l
T]29í. cal/
mol deg cal/mol

H,Oft 45.11 37.17 2367
NO" 50.33 42.96 2197
NO," 57.42 49.20 2450
h n o ,<* 60.69 51.38 2773
n2o 3" 75.45 61.77 4080

H,0 + frans-DNO, <=r
HDO + frans-HNO, 

H,0 + 2 frans-DNO, **
D,0 + 2 frans-HNO, 

cis-HNO, + frans-DNO,

AH ° J  cal 
256

421

52
frans-HNO, + cis-DNO,

a Ideal gas reference state. 6 Reference 19. " Reference 14. 
d  Calculated from the vibrational frequencies of ref 20, the 
rotational constants of ref 23, and the cis-trans energy dif­
ference of 404 cal/mol obtained here. "Reference 15. /Cal­
culated from the vibrational frequencies of ref 20 and 27.

TABLE III: Thermodynamic Properties of HN02

T, K
S°, cal/ 
mol deg

HNO,"
-{G o- / r j / T ,  

cal/mol deg
H°T -  H°,.. 
kcal/mol

100 50.28 41.85 0.84
298.15 60.69 51.38 2.77
400 64.15 54.58 3.83
600 69.59 58.74 6.51
8Ò0 73.93 62.02 9.53

1000 77.53 64.77 12.75
1500 84.53 70.26 21.41
1000 89.79 74.51 30.56

" Calculated from the vibrational frequencies of ref 20,
the rotational constants of ref 23, and the cis- 
difference of 404 cal/mol obtained here.

-trans energy

Kinetic Considerations

This work is concerned with chemical equilibrium, not 
kinetics. However, one must be sure that equilibrium for 
the reaction 2 is established under the conditions of obser­
vation. Since we could not observe N2O3 at room tempera­
ture, equilibrium 2 was studied at dry ice temperature. Re­
action 3 is known16 to be rapid at room temperature. Pre­
sumably, the energy of activation is small in analogy to re­
action 5. Therefore, equilibrium for reaction 3 would be 
rapidly achieved at dry ice temperature. On the other 
hand, the kinetics of reaction 4 have been the subject of
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considerable study.16 25'26 The conclusion26 reached is that 
near room temperature the reaction is heterogeneous with 
a negative energy of activation. The rate is about second 
order in P h ? o  and first order in P n o  and P n o 2- Presum­
ably, N2O3 is reacting with adsorbed H2O, explaining the 
negative energy of activation. Thus, the anomalous stabili­
ty of HN02 at high temperature25 is rationalized.

We have made the following observations. (1 ) At room 
temperature, if 10 mTorr of H2O, 10 mTorr of NO, and 20 
mTorr of NO2, in that order, are introduced in the micro- 
wave absorption cell, HN02 lines are very weak or unobser­
vable. (2) At room temperature, if several Torr each of 
H2O, NO, and NO2 are mixed outside the microwave ab­
sorption cell, allowed to stand several minutes, and then 
about 40 mTorr of the mixture is admitted to the micro- 
wave absorption cell, strong lines of HNO2 are observed.
(3) If the procedure (1) above is repeated with the absorp­
tion cell cooled with dry ice, fairly strong lines of HN02 are 
observed immediately which do not change with time. The 
conclusion we draw from these observations is that equilib­
rium for reaction 4 at a total pressure of about 50 mTorr is 
approached very slowly at room temperature in our appa­
ratus and very rapidly at dry ice temperature. This rather 
startling result seems to be in accord with the observations 
of Graham and Tyler.26

available samples of NO2, NO, and H2O were used. Similar­
ly, pressure measurements were made only to observe 
whether there is any drift of total pressure with time.

Results for the Energy Difference between Rotamers 
of Nitrous Acid

Intensity measurements were made on several lines of 
cis-HN02 in comparison with trans-HN02 and several 
lines of CIS-DNO2 in comparison with frans-DN02. The 
basic equation for microwave intensities is

70A -
8tt2, o21<JVF"Ha 1|./VP') | 2

3VgkT QintQns
w\N exp(-E"/kT) (7)

where 70 is the unsaturated peak absorption coefficient, A 
is the hwhm line width, t>o is the center frequency of the ab­
sorption, vg is the group velocity of light, uij is the nuclear 
spin weight for any unresolved nuclear hyperfine levels, Qna 
is the nuclear spin partition function for these unresolved 
nuclear spins, Qint is the internal partition function, N  is 
the total number of molecules/unit volume of the species 
observed, E" is the energy of lower level involved in: the 
transition, T is the temperature, k is Boltzmann’s constant, 
and <t/"r”F"||fi||JVF') is the reduced matrix element of 
the particular hyperfine transition observed. This reduced 
matrix element may be expressed28 as

Experimental Section
These measurements were made using a Hewlett-Pack­

ard Model 8460A MRR spectrometer in the regicn 26.5-40 
GHz. Since HN02 lines could be observed at room temper­
ature while N2O3 lines could not, all measurements of the 
cis-trans energy difference of HNO2 (reaction 1 ) were 
made at room temperature while all measurements of the 
N2O3-HNO2 equilibrium were made with the absorption 
cell packed in dry ice. The two cells of the 8460A are 92 cm 
in length. Both ends of each cell have to be warmed with a 
blower fan to prevent condensation of moisture on the win­
dows and on the Stark connector. The dry ice pack ends 
about 10 cm from each end. Measurement of the tempera­
ture of the cell with a thermocouple at the middle of the 
cell gave —66 °C, while measurements about 12 cm from 
each end gave about —40 °C. The effective temperature 
was taken to be —49 °C. This value is a rough average over 
the cell. The lack of uniform temperature over the length of 
the cell is the principal source of misgivings about the va­
lidity of the results obtained for reaction 2. Some care had 
to be taken to repack the dry ice every few minutes or the 
temperature would drift up as a result of sublimation of a 
cavity through the packed dry ice. Some long term drift of 
the intensities of absorption lines with time remained and 
will be discussed further below.

In order to obtain meaningful information concerning an 
equilibrium with this method, it is essential that the inten­
sity of an absorption line of every chemical species involved 
in the reaction be measured. There are no H2O rotational 
lines found in the region 26.5-40 GHz. Therefore, the mea­
surements were made on one HDO and two D2O lines. 
Since the microwave intensity method gives the energy dif­
ference between the ground states of the produces and the 
ground states of the reactants and the infrared deuterium 
isotope shifts are known for water27 and nitrous acid,20 the 
results are easily converted from one isotopic species to an­
other.

Since all species involved in the equilibrium are observed 
directly, sample purity is of no concern. Commercially

\(J''t"F"\\íl\\J't'F' ) \ 2 = [(2F' + 1)(2F" + 1)] X
J"
F'

F"
J' '\ {J "A ‘nU'r' ) \2 (8)

where the symbol in curly brackets is the 6j symbol and I is 
the nuclear spin giving rise to the hyperfine structure.

| ( J " A ‘M 'r ' ) \2 = | F «P S > ,rV V  (9)
where na (a = a, b, or c) is the molecule fixed dipole mo­
ment giving rise to the transition and S V y /  ,. is the ro­
tational line strength. If the relative intensities of two lines 
each belonging to a different rotamer are measured, the en­
ergy difference between the two lower levels of the transi­
tions may be calculated
EC(J"C) -  Et(J"t) =

, T , f(7oA)J (J"r"F"II£ \\J't'F')j 2utgyoc2|
1 (7oA)J < J V F "  IIMIIJVF' > J V „ o t 2  j 

where the label c refers to the cis rotamer and the label t 
refers to the trans and the spin weights w\ and nuclear spin 
partition functions Q„a have been assumed the same for 
both rotamers.

The presence of hyperfine structure arising from the ni­
trogen nuclear quadrupole coupling causes a complicating 
problem. The quadrupole structure of all rotational transi­
tions of HNO2 and DNO2 with J < 25 was predicted using 
the coupling constants determined by Cox, Brittain, and 
Finnigan.23 Only those absorption lines which were well re­
solved, single, hyperfine components or which had unre­
solved hyperfine structure with all hyperfine components 
within a 0.3-MHz range were considered as possible candi­
dates for intensity measurement. The lines actually chosen 
were checked for completeness of Stark modulation and 
freedom from overlap of nearby lines or the Stark lobes of 
nearby lines. The intensity was measured by recording the 
line and taking the product of peak height and full width at 
half maximum. Power saturation could not be completely 
avoided because relatively high microwave powers (~1 
mW) were required to obtain good signal-to-noise ratios,
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TABLE IV: Nitrous Acid Lines Chosen for Intensity Measurement

Line no.
Rotational
transition

Hyperfine
F' F" v„ MHz

\(j”T"F'\\ii\\j’T'F)\'
D2 Trtz’’

frans-HNO,
1 Ht
2 Ht

H-2,9 12^,2 11 -  12 
110^ 11 
\l2 <- 13 
Av ~ 0.2 MHz

36 503.80 
36 501.11

1.95a 
3.92°-6

1.854

3 Ht
4 Ht

1 2 , , . . -  13.,13 12 -  13 
111 -  12 
113 7- 14 
Av ~ 0.2 MHz

28 924.20 
28 921.41

1.93“ 
3.89“-b

2.149

cis-HNO.
1 Hc 10,,.« 92>7

184 . i «  — l 93 . n

10 9 32 739.59 2.00“ 1.368
2 Hc Av < 0.07 MHz 35 529.60 16.92&-C 5.322

frans-DNO,
1 Dt
2 Dt

H It.« -1 2 , , „ 11 -  12 
10 7- 11
12 7-  13 
Av ~ 0.2 MHz

38 976.87 
38 974.32

1.93<i
3.87*>d

1.735

3 Dt 122, „ -  131)13 11 7- 12 '
13 7- 14 
Av ~ 0.2 MHz

31 139.70 3.84*>.d 2.010

eis-DNO,
1 De 1 5 4 , u  -  163,14 Av < 0.02 MHz 30 083.5 12.51*-e 3.777
2 De 193,.7 -  1 84 , , 4 Av < 0.3 MHz 35 454.84 15.07*-e 5.031

“ Based on Pb = 1-242 D as determined for H 015N0 in ref 23. * The reduced matrix elements of unresolved quadrupole 
components are summed. c Based on pb = 1.389 -D as determined for H 015N0 in ref 23. d Based on pb = 1.208 D as deter­
mined for DONO in ref 23. e Based on pb = 1.35 D. This number is obtained by correcting the cis-HN0 2 dipole moment 
given in ref 23 for the rotation o f principal axes on deuteration which gives 1.34 D and then increasing the dipole moment 
by 0.01 D to account for the effect of zero point vibration changes.

but was minimized by working at as high a pressure as pos­
sible without electrical discharge as a result of the Stark 
modulation. This pressure was about 70 mTorr as mea­
sured with a Baratron gauge. The line widths of all lines 
which were compared were approximately equal, implying 
the same relaxation times. Therefore, the difference in the 
amount of power saturation of the two lines being com­
pared depends on the difference in electric dipole transi­
tion moment of the two lines. For both HNO2 and DNO2, 
the transition moments of the trans lines used for compari­
son are about a factor of 2 smaller than those of the cis 
lines used. Thus the cis lines are expected to power satu­
rate more easily than the trans. Power saturation would, 
therefore, give rise to a systematic error in the direction of 
a higher energy for the cis rotamer relative to the trans.

If the vacuum system had been cleaned thoroughly 
enough, either by taking down the absorption cells and 
washing them or by several treatments with about 50 Torr 
of NO2, the nitrous acid lines were essentially constant in 
intensity at room temperature for several hours. In most 
runs, however, there remained some residual time drift in 
intensity which was removed by time interpolation assum­
ing the intensities varied linearly with time. All measure­
ments were made at room temperature.

The lines chosen for measurement are listed in Table IV 
for both HNO2 and DNO2. Table V summarizes the results 
obtained for the cis-trans energy difference for HNO2 and 
DNO2. The difference between the zero point vibrational 
energies of HNO2 and DNO2 may be corrected using the 
known vibrational frequencies.20 The agreement between 
the observations on the two isotopes is satisfactory.

Results for Afl°o of the Reaction N 2O3  +  H2 O «=8 
2HN02

As was mentioned previously, there are no H2O lines in 
the region 26.5-40 GHz. Therefore, the equilibria of the

two related reactions

and

N2O3 + D2O î=? 2DNO2 (11 )

N20 3 + HDO DN02 + HN02 (12)

were studied. For both reactions the value of AH° 0 can be 
related to the intensity measurement by

AH°o = -A E j -  RT In (R M R^R ^R,,) + In RM
(13)

where for reaction 1 1 , for example

AEj = 2(£ 0 — £ <0)) d n o 2 -

(E0 ~  £ (0)) n 2o 3 -  (E0 ~ £ (0)) d 2o  (14)
and (Eo — E (0>) is the energy that the lower level involved 
in the transition is above the lowest level of the molecule. 
The R’s are ratios of the same structure as the equilibrium 
constant for the corresponding reaction. Thus

Ry
(ügDN° 2)2

(15)

where the ug’s are the group velocities of light in the ab­
sorption cell at the frequencies of the corresponding rota­
tional transitions. The quantity Ri is the ratio of the ob­
served intensities, R„ is the ratio of line frequencies, R„ is 
the ratio of the dipole moment reduced matrix elements, 
Rw is the ratio of the nuclear spin weights, and R m is the 
ratio of the molecular weights.

The problems involved in choosing the lines to be used 
for intensity measurements and the conditions of measure­
ment have already been discussed for HNO2 and DNO2. 
For HDO there is no choice of line for measurement since 
there is only one HDO line in the accessible frequency re­
gion.29 For D2O there are two lines observable.30 These two
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TABLE V : Intensity Measurements and Cis-Trans Energy Differences in Nitrous Acid

Data
label Temp, °C Cis line Trans line

Peak height,0 
mm A, MHz

(£cis -̂ trans)»̂  
cal/mol Weight

HNO,
A 28.8 2 He 131.2 0.500

4 Ht 43.6 0.595 264 1
B 29.0 2 He 159.6 0.450

2 Ht 106.4 0.610 452 1
1 Ht 56.2 0.500 365 1

2 He 133.3 0.575
4 Ht 60.0 0.675 439 ■ i 0.5

2 He 1 1 1 .1 0.690
3 Ht 30.9 0.510 294 0.5

C 29.0 2 He 127.1 0.525
2 Ht 110.4 0.610 508 1
1 Ht 55.1 0.550 455 1

D 29.5 2 He 129.2 0.660
4 Ht 58.0 0.675 356 1

E 30.0 2 He 132.0 0.595
2 Ht 94.5 0.810 500 1

2 He 170.2 0.440
4 Ht 64.4 0.520 340 1
3 Ht 32.8 0.515 352 0.5

F 31.0 2 He 141.2 0.610
4 Ht 53.0 0.630 249 1

2 He 119.6 0.702
3 Ht 30.9 0.490 219 1

2 He 161.6 0.490
4 Ht 60.1 0.555 307 1

2 He 133.5 0.610
3 Ht 34.7 0.460 269 0.5

G 30.0 2 He 150.0 0.495
4 Ht 60.6 0.470 248 1

2 He 133.8 0.565
3 Ht 29.7 0.430 176 1

2 He 124.8 0.625
4 Ht 57.0 0.630 358 1
3 Ht 31.0 0.675 456 1

H 30.1 2 He 80.3 0.395
4 Ht 36.1 0.440 409 1

2 He 76.3 0.415
3 Ht 15.0 0.490 369 1

2 He 72.3 0.435
2 Ht 60.0 0.485 469 1
1 Ht 29.0 0.420 361 0.5

2 He 93.0 0.480
4 Ht 47.0 0.475 408 1

1 He 23.0 0.430
4 Ht 41.0 0.495 254 0.5

1 He 21.5 0.460
2 Ht 75.0 0.630 453 1.0
1 Ht 36.5 0.550 354 1.0

2 He 79.0 0.580
2 Ht 75.0 0.630 534 1.0
1 Ht 36.5 0.550 436 1.0

Av 372 + 40eRun no.
DNO,

I 27.8 1 Dc^ 55 0.601
2 Dt 72 0.615 370 0.5
3 Dt 46.5 0.54 319 0.5
1 Dt 45.2 0.705 590 0.5II 28.6 1 Dc 121 0.394
2 Dt 149 0.53 499 1

1 Dc 93 0.498
1 Dt 77 0.515 521 1

IV 28.5 2 Dc 160 0.365
2 Dt 165 0.435 505 1

2 Dc 146 0.385
2 Dt 165 0.435 528 1V 29.0 1 Dc 97 0.259
2 Dt 113 0.405 557 1

1 Dc 65.5 0.359 1
3 Dt 60.5 0.425 539

2 Dc 81.5 0.446
3 Dt 60.5 0.425 463 1
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TABLE V (Continuted)

Run
no. Temp, °C Cis line Trans line

Peak height,1 
mm

a
A, MHz

(¿cis ^trans)»^
cal/mol Weight

VIII 27.3 2 Dc 157 0.38
1 Dt 81.2 0.39 417 1

2 Dc 141 0.391
3 Dt 84 0.46 454 1

Av 488 ± 35“1 *« *«. Corrf —52
Ec - E t (HNO.t basis) 436 ± 35“

Av of HNO, and DN02 results 404 ± 100e cal/mol
a Sometimes corrected for small differences in spectrometer gain setting. 16 Energy difference between lowest level o f cis

rotamer and lowest level of trans rotamer. “ Two standard deviations of average. d Correction for the difference in the zero
point energies of the deuterium as compared to the hydrogen systems. “ Estimated uncertainty.

TABLE VI: N20 3 and Water Lines Chosen for Intensity Measurement

Rotational "o> Ej" ,  T"
transition MHz |</’’T"||/I||J'r'>l2 Wl/Qns THz

n 2o 3 ^0,5 ^0,4 35 137.65 20.71 1 0.072
d 2o a 87,1 9 6,4 30 778.48 0.666 2/3 26.370

V 87,2 ^6,3 30 182.49 0.666 1/3 26.370
HDO 71,7 -1-  62)4 26 880.38 0.468 1 12.172

TABLE VII: Summary of Equilibrium Measurements on N20 3—H20 —HNO; Systems
Line

Run Lines Time,“ Gain, Height, width,6 A» % , “
series used min dB mm MHz R\ kcal

A. For A the sample was replaced after most measurements. A total of six measurements were made. The results
cited are for measurement set 2 which gives the highest value of AH°0.

d n o 2 2 Dc 38 57 92 0.450
d 2o a 34 66 114 0.390
n 2o 3 46 60 88 0.710 2.46 1.47

A'. Only a single set of measurements was made for A’
d n o 2 2 Dc 23 44 102 0.485
D20 0 26 46 102 0.340
n 2o 3 17 60 51 0.375 29.3 0.69

B. Run B was continued for about 90 min.
h n o 2 4 Ht 17 50 97 0.460
d n o 2 2 Dc 13 60 109 0.380
HDO 31 30 51 0.320
n 2o 3 8 60 68 0.475 d, e d

C. Run C was continued for about 90 min.
h n o 2 4 Ht 19/ 50 67 0.500
d n o 2 2 Dt 5 / 60 98 0.420
HDO 10 / 50 87 0.350
n 20 3 15/ 50 64 0.580 d, g d

“ Measured from completion of introduction of sample. 6 hwhm. “ For reaction 1. d No R\ or AH°0 calculated since time 
dependence was removed by graphing as in Figure 1. e The points plotted in Figure la are twice the product of height by 
line width without gain correction. /The times in Figure lb. Sample introduction was completed at t = —9 min. SThe points 
plotted in Figure lb  are the product of height by line width corrected to a standard gain of 60 dB.

lines are a prolate asymmetry pair with one having a spin 
weight, and therefore an intensity, twice the other. The 
more intense D2O line was used almost exclusively. Only 
one N2O3 line was, in fact, used for measurement. For N2O3 
the nitrogen nuclear quadrupole structure is unresolved. 
For all the lines the Stark voltage had to be sufficiently 
high for complete modulation and care had to be taken to 
avoid overlap with other lines or the Stark lobes of other 
lines. The lines of HDO, D20 , and N20 3 used are listed in 
Table VI.

All measurements were made with the microwave ab­
sorption cells packed in dry ice. The dry ice was stirred 
every few minutes to avoid cavity formation. Even so, the

stability of measurements with time was much poorer than 
was the case for the HNO2 and D N 02 room temperature 
measurements. The intensity of the N2O3 line decreased 
slowly with time, becoming roughly a factor of 2  weaker 
after about 1 hr. The intensity of the HDO line increased 
slowly with time, becoming about a factor of 2  stronger 
after 1 hr. No time study was made of the D2O line. The 
trend of the H N 02 and DN 02 intensities was less clear and 
less pronounced. The intensities are plotted vs. time in Fig­
ure 1. The intensity ratio analogous to the equilibrium con­
stant for reaction 1 2 , which should be constant if the reac­
tion is in equilibrium and if the temperature is constant, 
drifted significantly during a rim.
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Figure 1. Time dependence of the intensities of the various species 
HDO, N20 3, HNO, and DN02 observed in runs B (a) and C (b) as de­
scribed in Table VII.

A sample of the intensity data is given in Table VII. In 
Figure 2 the equilibrium data are summarized. This figure 
plots AH°o for reaction 2  as obtained from intensity mea­
surements, eq 13, and the isotope dependence of zero point 
energy given in Table II. The ordinate is AH°o, the abscissa 
is time. Two sets of measurements of the equilibrium of re­
action 12 are plotted vs. time. The lower set involves a line 
of ci.s-DNOi while the upper set involves the trans isomers. 
Of course, the cis-trans energy has been removed so that 
the two curves should coincide. The right-hand side of the 
figure shows the results of a number of brief runs studying 
the equilibrium of reaction 1 1 .

The equilibrium constant data of Verhoek and Daniels,5 
Beattie and Bell,6 and Sole and Pour7 on reaction 3, all of 
which agree very well, and the equilibrium constant data of 
Ashmore and Tyler17 and Waldorf and Babb18 on reaction

Figure 2. Summary of the information on AH° 0 for reaction 2 ob­
tained from intensity measurement. The circles are obtained from 
run B (HDO), the triangles from run C (HDO), the squares from run A 
(D20), and the shaded square from run A' (D20). The diamond at 
about 75 min is obtained from a measurement of frans-DN02 (2Dt) 
during run B.

4, which, again, are very consistent, may be combined to 
give a room temperature equilibrium constant for reaction
2. The resulting equilibrium constant of reaction 2  was con­
verted into AH°o by using the free energy functions given 
in Table II, giving AH° 0 = 540 cal. The most uncertain 
free-energy function is that of N2O3 because of the uncer­
tainty in the normal mode assignments and torsional bar­
rier of N2O3. As remarked earlier, the value of —[(Go — 
H °q)/T] used for N2O3 is an upper bound, because all alter­
native vibrational assignments and torsional barriers give a 
lower number. The most plausible alternatives increase 
AH°o by 300-500 cal. Thus, on Figure 2, one can picture 
the third law results for AH°o obtained from equilibrium 
data5 -7 ’17-18 and spectroscopic calculations to fall in the re­
gion from 450 to 1150 cal.

Discussion

The intensity measurements for reaction 1 suggest A/ / ° 0 
= 1050 ±  300 cal/mol. The previous equilibrium studies of 
reactions 3 and 4 suggest AH°o = 540(+600, —1 0 0 ) cal/mol. 
The agreement is quite good. It is not clear which number 
is more accurate.

In spite of the difficulties caused by working at dry ice 
temperature, by nuclear quadrupole structure, by the 
weakness of N2O3 lines, and by time drifts in intensity, the 
results of the study of this equilibrium by microwave inten­
sity measurements seem satisfactory. However, because the 
microwave intensity study of reaction 2  is subject to sys­
tematic errors arising from lack of temperature uniformity 
of the cell, we present the microwave results for reaction 2 
with some misgivings. Although the agreement with other 
work is good, the possibility remains that for this system a 
fortuitous cancellation of errors occurs which might not 
occur for another system studied under the same condi­
tions. Therefore, we regard as the principal contributions 
of this work the determination of the cis-trans energy dif­
ference in HNO2, the determination of entropies and free 
energy functions for HNO2, and the resolution of the dis-
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crepancies between the enthalpies of reaction found by dif­
ferent studies previously made on this system.

It seems likely that future applications of microwave in­
tensity measurements to the study of chemical equilibrium 
will be to the determination of the bond dissociation ener­
gies of weakly bound complexes. The present study has 
been aimed primarily at a practical evaluation of the meth­
od on an interesting chemical system. It is clear to us now 
that an absorption cell which can be maintained at a con­
stant uniform temperature can be constructed and would 
be highly desirable for such studies.
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Intense ESR spectra observed in 7 -irradiated solid solutions of OPF3  or NSFj in SFs are ascribed to the 
free radicals OPF4  and NSF4, respectively. The radicals are believed to have a distorted trigonal bipyram- 
idal structure in which the equatorial plane contains two fluorine nuclei, an oxygen (or nitrogen) nucleus, 
and the central phosphorus (or sulfur) nucleus. The magnitudes of the observed hyperfine interactions in­
dicate that the semioccupied orbital belongs to the representation Bj in C2u symmetry and consists primar­
ily of an oxygen (or nitrogen) 2p orbital whose nodal plane coincides with the equatorial plane of the mole­
cule. Two derivatives of OPF4 have been detected in 7 -irradiated SF6 containing OPF2 CI or OPFCI2 . 
These are believed to be OPF3 CI and OPF2CI2 , respectively, in which the chlorine nuclei occupy equatorial 
positions and show no detectable hyperfine interactions with the unpaired electron.

Introduction

Difficulties are frequently encountered in the detection 
and identification of oxygen-centered free radicals by the 
method of ESR spectroscopy, either because of their ex­
treme reactivity, or because of the low natural abundance 
and high spin of the isotope 170. Oxyl radicals RO have 
been particularly troublesome in this respect. For example, 
the iert-butoxy radical (CH;j):iCO has twice been claimed3’4

but each time has been disputed.5’6 In fact, arguments have 
been advanced6 suggesting that solution ESR spectra of 
oxyl radicals of high symmetry may not be detectable 
owing to a line-broadening mechanism operative in orbital- 
ly degenerate systems. This hypothesis is certainly consis­
tent with the fact that solution ESR spectra have only been 
observed for oxygen-centered radicals of low symmetry, 
e.g., nitroxides (C2 U symmetry) and peroxides (Cs symme­
try).
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We report here the detection and characterization by 
ESR spectroscopy of a novel oxyl radical, OPF4, and cer­
tain derivatives thereof. Their spectral parameters indicate 
that the unpaired electron essentially occupies an oxygen 
2p orbital and that the disposition of the five ligands about 
the phosphorus atom is that of a distorted trigonal bipyra- 
mid. A related radical, NSF4, is also described and is be­
lieved to have a similar structure.

Results
At 100 K, the ESR spectra of 7 -irradiated samples of 

(solid) SF6 containing dissolved OPF3, OPF2CI, or 0 PFC12 
were very similar at low resolution, consisting of six lines of 
relative intensities 1:1:2:2:1:1. The separation between ad­
jacent lines indicated an analysis in terms of two equivalent 
spin Hi nuclei (aF ~  50 G) and a third spin % nucleus (aP ~  
40 G). At higher resolution the spectra revealed additional 
hyperfine structure consisting of 2-G, 1 :2:1 , triplets in the 
case of OPF3:SF6 and 3-G doublets (Figure 1) in the case of 
OPF2C1:SFb. No extra splitting could be resolved in sam­
ples of 0 PFC12:SF6 . The spectra were distinct from and 
considerably more intense than that of SF5, which is invari­
ably present in 7 -irradiated SFB.7

In the case of a sample of SF6 containing OPF; enriched 
to ~25% in 170 , a 23-G sextet of 170  satellites accompanied 
each line of the main spectrum. These satellites were at­
tributed to hyperfine interaction with a single 170  nucleus 
( /  = %). There was no indication of hyperfine interaction 
with a second 170  nucleus.

A 7 -irradiated sample of thiazyl trifluoride in SFB exhib­
ited at 100 K the very intense spectrum shown in Figure 2. 
The spectrum was interpreted in terms of hyperfine inter­
actions with two pairs of equivalent I9F nuclei (83.7 G, 9.7 
G) and a single 14N nucleus (8.4 G). The similarity of the 
14N and the smaller of the 19F hyperfine interactions re­
sulted in considerable overlapping of lines and the quintet­
like appearance of each of the main groups. Second-order 
splittings of the expected magnitude for two equivalent 
spin Hi interactions of 84 G were apparent (Figure 2) in the 
outer lines of the central group.

The spectral parameters of all the above radicals were 
determined by computer diagonalization of the appropriate 
spin matrix;8 results are given in Table I.

Discussion
Identification of the Radicals. It is well established that 

7  irradiation of SFg containing a dissolved solute often 
leads to fluorine-atom addition to the solute molecule, 
thereby generating a paramagnetic species detectable by 
ESR spectroscopy. The radicals PF4, AsF4, SF5, 0 2SF, and 
OSF3 are but a few of the many examples which could be 
cited of radicals which have been produced by this tech­
nique. The possibility must therefore be considered that 
the radicals OPF4, OPF3Cl, 0PF2C12, and NSF4 have been 
detected as a result of fluorine-atom addition to the corre­
sponding substrate. Our spectroscopic data support this 
hypothesis.

The 170  hyperfine interaction in 17OPF3:SF6 samples 
(22.8 G) is similar to that in 170 N(S03_)2 (20.7 G),9 and to 
that of the terminal oxygen in a variety of peroxy radicals 
(~23 G).10 The latter, however, also exhibit 170  hyperfine 
interactions with the inner oxygen, for example, CF3O3,
14.0 G;11 FOO, 14.5 G;12 0 3S 0 0 ", 12.8 G.13 Since no indi­
cation of an additional (smaller) 170  hyperfine interaction 
was discernible in our spectra we discount the possibility

a i
sf5

3200 3300 G
Figure 1. ESR spectrum of a 7 -irradiated solid solution of OPF2CI in 
SF6 at 100 K.

3200 3300 G
Figure 2. ESR spectrum of a 7 -irradiated solid solution of NSF3 in 
SF6 at 100 K.

that our radicals are peroxy radicals (e.g., OOPF4). Fur­
thermore, organic derivatives of such species have already 
been detected14 and have spectral parameters (g ~  2.02, ap 
~  9 G) quite different from those presently reported.

We therefore conclude that the radicals generated by 7 
irradiation of phosphoryl halides in SF6 contain a single 
oxygen atom. In the case of the prototype radical OPF4 the 
data suggest a distorted trigonal bipyramidal arrangement 
of ligands around the central phosphorus atom, resulting in 
a species having C2v symmetry. Replacement of one or two

fluorine atoms by chlorine atoms evidently occurs at posi­
tions associated with the smaller 19F hyperfine interac­
tions, the resulting 3oCl hyperfine interactions being unre­
solved. We are inclined to invoke Muetterties’ rule15 and 
conclude that in OPF3CI and 0PF2C12 the chlorine atom(s)
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TABLE I: ESR Parameters for Certain Phosphoranoxyl Radicals and for Thiazyl Tetrafluoride in SF( at 100 K

Hyperfine interactions, G
Radical g value Central atom 19Fap l9Feq ,7O o r ,4N

OPF4 2.01038(1)° 46.12(8)* 52.59(2)*-° 2.3(1)° 22.8(1)
OPF3CI 2.01034(1) 42.68(5) 51.90(2)° 3.11(5)
OPFjClj 2.01053(2) 40.43(6) 51.32(5)°
NSF4 2,0035(1) 83.7(l)c 9.7(1)° 8.4(1)

a The numbers in parentheses are the estimated errors in the last significant figure quoted. * Very similar parameters to 
these have been reported for an electron-irradiated OCF2 :SF6 sample, which presumably contained traces o f OPF3 (R. W. 
Fessenden and R. H. Schuler' J. Chem. Phys., 45, 1845 (1966)). °Two equivalent 19F nuclei have this hyperfine interaction.

occupy the basal (yz) plane of the radical, leaving the more 
electronegative fluorine atoms in the apical positions.

■ Thiazyl trifluoride is isoelectronic and isostructural with 
phosphoryl trifluoride, and a logical carrier of the spectrum 
in irradiated SF:NSF3 is, therefore, the radical NSF4, in 
which the unpaired electron occupies primarily the nitro­
gen 2px orbital. The observed 19F hyperfine interactions 
are certainly consistent with this assignment. A 14N inter­
action of 8  G is, furthermore, similar to that observed in 
iminyl radicals (e.g., H2C=N , a n = 10 G) . 16 The alterna­
tive assignments, FNSF3, or FN=SF3, seem much less like- 
lv on comparison of the present data with those of NF217 

and 0SF3.18-
Description of the Semioccupied Orbital. OPF4 and rad­

icals derived from it are oxyl radicals, in which the un­
paired electron occupies a molecular orbital consisting pri­
marily of an oxygen 2p atomic orbital whose nodal plane 
contains the phosphorus atom and the two equatorial fluo­
rine or chlorine atoms. In C2U symmetry (OPF4) this orbit­
al belongs to the representation Bi, and the isotropic 170  
hyperfine interaction of 22.8 G indicates an unpaired spin 
density of ~0.56 in the contributing oxygen 2 px orbital. 10 

Smaller contributions from the apical fluorines’ 2s, 2px, 
and 2px atomic orbitals generate the ~50-G 19F hyperfine 
interactions.

The rather high g value of the phosphoranoxyl radicals 
undoubtedly reflects incomplete quenching of orbital angu­
lar momentum about z, the P- 0  bond direction. This 
implies the existence of a filled b2 orbital, having consider­
able oxygen 2py character, not far below the semioccupied 
orbital. Molecular orbital calculations which we have car­
ried out at the Hùckel level for OPF4 in C m  geometry pre­
dicted a semioccupied orbital of Bi symmetry lying only 
~ 1 0 0 0  cm- 1  above the highest doubly occupied orbital of 
representation B2. Such a small energy separation is cer­
tainly of the correct order of magnitude to explain the large 
departure of the isotropic g value of OPF4 from that of free 
spin.

The disparity between the g values of the two isoelec­
tronic radicals OPF4 and NSF4 may be explained on the 
same basis: the more normal g value of the latter species is 
a reflection of a more remote b2 orbital, which is in turn the 
result of greater bonding between the nitrogen 2 py and sul­
fur 3py orbitals. In terms of valence-bond theory the domi­
nant structures in the two radicals are probably O-PF4 and 
N=SF4.

Comparison with Other Work. A spectrum similar to 
that which we have assigned to OPF4 has been observed in
7 -irradiated OPF3, although the 2-G hyperfine interactions 
were not resolved. 19 We think that the spectrum in 7 -irra- 
diated OPF3 is that of 0 PF4, not O2PF2 as previously re­
ported. The formation of OPF4 on irradiation of OPF3 
would not be unexpected, and residual anisotropy in the

larger hyperfine interactions might well mask the smaller 
19Feq hyperfine interactions.

Another spectrum, observed 10 years ago in 7 -irradiated 
ND4PF6, having g =  2.0108, aP =  36.0 G, aF(2) = 60.5 G, 
was originally identified as PF2.20 More recently,21 the for­
mulation O2PF2 was suggested, but we now feel that it is 
probably 0 2 PF3~, in which two (possibly equivalent) oxy­
gen atoms occupy the basal plane of the bipyramidal 
framework. A hitherto unexplained ~2-G doublet structure 
apparent in each line of the spectrum20 can then be as­
signed to the lone equatorial 19F nucleus. The presence of 
C>2PF3-  in irradiated ND4PF6 can readily be explained by 
partial hydrolysis to O2PF2“ during deuteration followed 
by fluorine-atom attack upon 7  irradiation.

Experimental Section

Phosphoryl fluoride and the phosphoryl fluoride chlo­
rides were prepared by the fluorination of phosphoryl chlo­
ride with SbF3.22 Thiazyl trifluoride was obtained by the 
fluorination of S4N4 in dry CCU with AgF2.23 The gas- 
phase reaction between 170  labeled NO2 and PF3 was used 
to generate small amounts of 17OPF3. Sulfur hexafluoride 
was purchased from Matheson Gas Products, Ind., East 
Rutherford, N. J. These compounds were all thoroughly de­
gassed and subjected to trap-to-trap distillations in a high 
vacuum system before use.

Samples were prepared for examination by ESR as fol­
lows. Gaseous mixtures of approximately 5 mol % phospho­
ryl halide or thiazyl trifluoride in SF6 were condensed rap­
idly into quartz ESR sample tubes at 77 K and the result­
ing solid solutions were exposed at that temperature for ap­
proximately 1 h to the radiation from a 9000 Ci 60Co 
source. Spectra were recorded with a Varian E-12 spec­
trometer; magnetic field and microwave frequency mea­
surements were made with the equipment described else­
where.24 19F NMR analyses were carried out routinely on 
the ESR samples to confirm that they contained sulfur 
hexafluoride and the desired substrate only.
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Nuclear Magnetic Resonance Relaxation in Lysozyme Crystals
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Nuclear magnetic resonance relaxation time measurements are reported for monoclinic lysozyme crystals. 
The data require three proton populations including two proton populations associated with the protein 
surface. One of the surface populations exchanges rapidly with the interior aqueous solution of the crystal, 
the other does not. The data are analyzed assuming a log normal distribution of correlation times for each 
unaveraged relaxation component. It is concluded that a significant fraction of the water in a protein crys­
tal is essentially liquid and that the distances over which the protein perturbs the dynamic aspects of water 
structure are short.

Introduction
Water occupies & central position in the chemistry of bio­

logical processes. Recently there has been an increased ef­
fort to understand the several ways that water molecules 
acting singly and in concert may determine in part the 
properties of macromolecules or macromolecular aggre­
gates such as enzymes and whole tissues. One of the more 
promising approaches to the study of water is nuclear mag­
netic resonance because the several possible measurements 
contain in various ways both structural and dynamic infor­
mation. Many have reported measurements on very com­
plex systems2® such as muscle, or blood cells, malignant 
and benign tumors; however, the complete interpretation 
of much of this data ultimately will rest on understanding 
separately the possible interactions of the several constitu- 
tents of these systems with water.

The present study of protein crystals was undertaken be­
cause the protein crystal provides a structurally well-char­
acterized protein matrix which may serve as a model for 
more complex systems. At the same time a sound under­
standing of the water-protein interaction in the crystal is 
critical to structural biochemistry.

Experimental Section
Lysozyme used in this study was obtained from Worth­

ington Biochemical Corp. Monoclinic lysozyme crystals 
were grown by adding sodium nitrate to 2.5% to a 1% pro­
tein solution at pH 4.7. Good crystals were usually obtained 
in several days at room temperature.2b In some instances 
mold growth made the crystals unusable.

Nuclear magnetic resonance measurements were made 
on a 30-MHz spectrometer built in this laboratory.3 T 2

measurements were made using the Gill-Meiboom modifi­
cation of the Carr-Purcell pulse sequence.4 In most cases 
the signal was enhanced by signal averaging on a Varian 
C-1024 CAT and use of a sample and hold circuit eliminat­
ed the problems often caused by the radio-frequency tran­
sients associated with the successive 180° pulses. Ti mea­
surements were made using a 180-90° pulse sequence and 
the transient following the second pulse was often averaged 
for the weak samples. At low temperatures when T2 be­
came less than 100 ps the free induction decay or a two 
pulse spin echo experiment was taken as a measure of T2. 
There is no discontinuity apparent in the data from mak­
ing this change in experimental detail. The 90° pulse 
widths were less than 5 ps and the receiver recovery time is 
5 ps. Errors in single component T\ and T2 values are esti­
mated to be less than 5%. Errors in the relaxation times ex­
tracted from multiexponential relaxation data are less pre­
cise because of the difficulty of separating sums of expo­
nentials.

Temperatures were regulated in the variable tempera­
ture experiments by using a Varian variable temperature 
controller calibrated every 10 °C using a copper-constan- 
tan thermocouple. Samples were allowed to equilibrate at 
each temperature for at least 30 min because of the possi­
bility of poor thermal conduction in a sample tube not 
completely filled with conducting material.

Crystals approximately 0.5-1 mm long were transferred 
from the mother liquor by blotting on filter paper and di­
rect deposition in the NMR tube. When reproducible mois­
ture contents were required, the crystals were then equili­
brated by connecting a reservoir containing mother liquor 
at the top of the tube. Crystals treated in this way always 
gained water over the blotted crystals. At higher tempera­
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tures distillation of the water out of the crystal onto the 
glass tube caused problems in data analysis since the water 
content of the crystal was a function of temperature. This 
problem was overcome in part by covering the crystals with 
a C-12 branched fluorocarbon supplied courtesy of the 3M 
Co.

The NMR signal intensity associated with each proton 
relaxation component was determined by the following. (1 ) 
Measurement of the free induction decay amplitude at 273 
K and calibration with a sample containing an H2O-D2O or 
H20 -(CD3)2C0  mixture doped with 10 mM manganous 
ion. The filling factors in the samples were approximately 
matched by requiring the calibration volume to match the 
sample tube volume occupied by the crystals. In each case, 
the dimensions of the samples exceeded the dimensions of 
the radio-frequency coil. (2) Measurement of the free in­
duction decay amplitude at -temperatures below the freez­
ing event in the crystals and comparison with the manga­
nous ion doped H2O-D 2O solution or H20-(CD 3)2C0  solu­
tion. (3) Resolution of the low temperature measurement 
into two components was based on the relative amounts of 
the proton signal which relax with a long and short T1 as 
determined from the extrapolated intercepts for the plot of 
loge (A — A *,) vs. time where A is the free induction decay 
amplitude following the 90° pulse in the 180-90° pulse se­
quence. (4) Following the NMR intensity measurements 
the protein content of the crystal sample was determined 
by dissolving it in water, dilution to known volume, and 
measurement of the optical absorbance to obtain the pro­
tein weight from f28i1% = 26.4 independent of what inor­
ganic solutes may be present in the crystal. The accuracy of 
this determination of total water content is estimated to be 
5%.

Results
The continuous wave NMR spectrum of lysozyme crys­

tals has been presented in a preliminary report.5 The nar­
row component of this semisolid system which would nor­
mally be observed at moderate power levels on a high-reso­
lution NMR spectrometer is broad by all high resolution 
standards and has the following characteristics. (1) The 
line has neither a simple Lorentzian nor Gaussian shape.
(2) The signal shape may become asymmetric at high water 
contents. (3) The full-width at half-height is on the order of 
200 Hz and is a function of spectrometer frequency. (4) 
The line intensity does not fall off at high radio-frequency 
levels in the usual way, but increases to an approximately 
constant value with increasing H\. (5) The full-width at 
half-height does not correspond to lArT2 when T2 is mea­
sured directly using pulsed methods. (6) The signal may be 
eliminated by exchange of the water with D2O or by pump­
ing the water off under vacuum.

The last observation demonstrates that the narrow com­
ponent of the spectrum is directly a result of the water or 
exchangeable protons in the protein crystal and is not due 
to the hydrocarbon or nonexchangeable portions of the 
protein matrix. The first five observations suggest that 
there are several contributions to the continuous wave 
spectrum associated with water protons. The lack of the 
usual signal saturation behavior and the peculiar line shape 
suggests that there may be a considerable distribution of 
proton types in the spectrum and indicates that deductions 
made directly from the continuous wave data must be 
made with extreme caution.

Direct measurements of the proton T2 at 30 MHz are

Figure 1. Proton NMR spin echo amplitude vs. time for monoclinic ly­
sozyme crystals recorded at 20 °C and 30 MHz. The dashed line 
shows the extrapolation of the slower component.

shown in Figure 1 for monoclinic lysozyme crystals at 273
K. This data may be resolved into two relaxation compo­
nents as shown by the dashed line. Similar behavior is ob­
served in the T1 data except that at room temperature ap­
proximately 14% of the signal relaxes with a T\ of 28 ms 
while the remainder relaxes with a T 1 of 240 ms depending 
somewhat on sample preparation. The data of Figure 2 
show that two T\ values are required also at 248 K. The 
gross features of these plots have been observed in other 
systems such as water adsorbed on various surfaces or 
water physically partitioned between different environ­
ments.617 It is important to note that partial removal of 
water and replacement by D2O attenuates all the relaxation 
components shown uniformly. Therefore the features 
shown in Figures 1 and 2 are due to the water protons but 
may include rapidly exchanging protein protons.

The temperature dependence of the several relaxation 
times in the protein crystal provides direct information 
about the causes of relaxation. Often increasing the tem­
perature causes an efficient chemical exchange between the 
two or more proton populations present in such a system 
with resultant mixing or averaging of the relaxation times. 
In the limit of rapid exchange only a single exponential is 
observed.8 In the present case the two directly observable 
relaxation components are preserved up to temperatures of 
323 K. There is no evidence that chemical exchange be­
tween the resolved relaxation components causes signifi­
cant averaging of relaxation times at this temperature. The 
effects of decreasing temperature are less simple.

The free induction decay amplitude observed at 30 MHz 
is shown as a function of temperature for monoclinic lyso­
zyme crystals in Figure 3. For monoclinic lysozyme crystals 
there was no evidence of supercooling or hysterisis at low 
temperatures. The sudden decrease in the FID amplitude 
may be associated with ice formation because the proton 
T2 in ice is too short to contribute to the FID amplitude 
observed using our receiver gating conditions. Ice forma­
tion is consistent with the observation that the crystals 
fracture at the temperature of the transition shown in Fig­
ure 3. The fact that the FID amplitude associated with the 
water protons does not decrease to zero even at 215 K dem­
onstrates that a significant fraction of the water does not 
freeze. This result is consistent with other studies of pro­
tein systems at low temperatures.2®'9,10

The freezing event shown in Figure 3 is accompanied by 
loss of the longest T2 and the longest T\ components 
shown in Figures 2 and 3. This loss of signal corresponds to
0.17 g of H2O per g of protein. Only one relaxation time is 
required to characterize the spin echo T2 measurements at 
temperatures below the freezing event. Two T1 values are 
required, however. 83% of the FID relaxes with a T 1 which

The Journal o f Physical Chemistry, Vol. 80. No. 4, 1976



414 E. Hsi, J. E. Jentoft, and R. G. Bryant

Figure 2. Proton NMR free induction decay amplitude following the 
90° pulse of a 180-90° pulse sequence vs. time for monoclinic ly­
sozyme crystals at —25 °C showing two T, proton relaxation com­
ponents below the temperature of the transition shown in Figure 4.
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Figure 4. Proton T-, and T2 as a function of reciprocal temperature 
for monociinic lysozyme crystals at 30 MHz: (■ ) component I 7T 
(• ) component I, II T2, (O) component II 7",.

a single proton T\ and T2 was resolved if the protein sam­
ple is first cooked in water at 80 °C for 20 min or denatured 
by concentrated urea. (4) Perfussion of manganous ion into 
cross-linked lysozyme14 crystals cause the anticipated de­
crease in proton relaxation rates. Concentrations of manga­
nous ion in excess of 0.1 M are required to affect the proton 
population relaxing with a T2 of 3 ms at room temperature. 
The important features of the data cannot therefore be 
caused by paramagnetic impurities.

Discussion
Figure 3. Proton NMR free induction decay amplitude for monoclinic 
lysozyme crystals as a function of temperature at 30 MHz

is 68 ms at 230 K while 17% of the signal relaxes with a T\ 
which is 2 ms at 230 K. These two populations correspond 
to 0.20 and 0.03 g of H20  per g of protein, respectively. The 
total water content of the crystals above the freezing event 
was found to be 0.40 g of H20  per g protein in excellent 
agreement with the x-ray data.11

The temperature dependence for both Ti and the T2 re­
laxation times are shown in Figure 4. The activation energy 
for the reorientation process monitored by T2 is 7.2 kcal 
mol-1  which is considerably higher than that observed in- 
pure water, but is similar to activation energies reported 
for transport properties in supercooled water.12’13 There is 
no evidence for shoulders or plateaus in the T2 data unless 
it is masked by the freezing event just below 273 K

Several additional observations are important. (1 ) If 
crystals are allowed to dry partially, the fraction of the 
total observed proton population which relaxes with the 
longest Ti and T2 decreases and the values of T- and T2 
for this fraction decrease. On the other hand, the T j and T2 
values for the fraction of the total observed proton popula­
tion relaxing with the shorter Ti and T2 shown in Figures 1 
and 2 are essentially constant as long as any of the more 
slowly relaxing protons are observed. (2) The relaxation be­
havior observed below the temperature of the freezing 
event is independent of water content as long as the crys­
tals are sufficiently wet to display a freezing event. (3) Only

For convenience of discussion the observed protons in 
the lysozyme crystals may be divided into three groups 
based on their contributions to the relaxation rates ob­
served. 83% of the protons observed at temperatures below 
the freezing event relax with a Ti of 68 ms at 230 K. This 
group corresponds to 0.20 g of H20  per g of protein and will 
be called component I. The other 17% of the protons ob­
served below the temperature of the freezing event relax 
with a Ti which is 2 ms at 230 K and corresponds to 0.03 g 
of H20  per g of protein. This group will be referred to as 
component II. The protons which are observed above the 
freezing event, but which are not observed below the tem­
perature of the freezing event will be called component III.

The appearance of two transverse and two longitudinal 
relaxation rates in the relaxation of the water protons in 
the lysozyme crystals studied requires that there be two 
populations of protons which do not exchange rapidly on 
the time scale of the relaxation times involved.8 The loss of 
both signals on exchange of the water for deuterium oxide 
further requires that these protons are associated with 
water molecules or protein protons which exchange with 
the water protons.

The values of Ti and T2 for the protons relaxing with the 
longest relaxation times above the freezing event imply 
that this group of protons represents an essentially liquid 
environment. For a simple liquid the ratio of Tx to T2 is ex­
pected to be 1 .614 and for these slowly relaxing protons this 
ratio is only slightly larger. That the TX:T2 ratio is slightly 
larger than 1.6 suggests that some chemical exchange may
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contribute to the relaxation process. Such exchange has 
often been postulated.28,910 An independent measure of 
the fluidity of the crystal interior is provided by observa­
tions, of the ESR spectrum of ionic nitroxides perfused into 
the crystal. These experiments support the conclusion that 
a portion of the crystal interior is liquid in that the rota­
tional correlation time for the nitroxide species is similar to 
that of the mother liquor.16

Two conclusions are therefore possible. (1) Since the 
spaces in a protein crystal are small and an essentially liq­
uid component to the relaxation rates is observed, the spa­
tial extent of any significant perturbations caused by the 
water-protein interface on the dynamic behavior of the 
water is very limited. (2) Since a separate and short Ti for 
what we have called component II is observed above the 
temperature of the freezing event, this group of protons ap­
parently does not exchange chemically with the protons of 
components I or III on the time scale of tens of millisec­
onds.

It is difficult to determine whether the group of protons 
relaxing with the slowest rate above the freezing event is 
characterized by one or more relaxation times because of 
the errors inherent in the analysis of multiexponential re­
laxation. The protons which are identified as component I 
below the freezing event will have T i values very similar to 
those of component III above the freezing event. It is also 
likely that these T i relaxation rates are partially averaged 
by chemical exchange events. An additional complication is 
provided by the possibility that the nature of the spaces 
between protein molecules may differ in detail depending 
on how the molecules pack in the unit cell.17 A distribution 
in the sizes of the solution pool which may exchange with 
protons in component I, caused by packing constraints, 
would lead to different relaxation rates in different areas of 
the crystal provided that diffusion between these domains 
is not rapid.

An apparent discrepancy exists in that Figure 1 clearly 
shows considerably greater than 10% of the protons relax 
with a short T2 value above the freezing event, but only 
10% of the protons relax with a short 7Y This may be re­
solved by recognizing that if the rate of proton exchange 
between component I and component III is slow compared 
with 3 ms, but rapid compared with hundreds of millisec­
onds, then all of components I and III will appear as the 
group of protons relaxing with the long T1 above the freez­
ing event, but I and III will be resolved on the faster time 
scale of the T2 experiment. Since subfreezing measurement 
show that the T2 value for components I and II are very 
similar, the same is expected above the freezing event. 
Therefore the group of protons with the short T2 above the 
freezing event corresponds to components I and II. Failure 
to fully appreciate this difficulty has led to confusion about 
the populations reported earlier.5

Below the freezing event the protons associated with the 
protein surface are easily resolved. The ratio T1.T2 for the 
protons of component I is very large. Similar observations 
have been reported for earlier measurements on complex 
systems such as whole tissue or liquids adsorbed on various 
surfaces.6,7 Interpretations have focused on the necessity of 
postulating a distribution of correlation times in the sys­
tem.19,20 Most often this idea is incorporated as a normal 
distribution of activation energies leading to a log normal 
distribution of correlation times. To within the approxima­
tions discussed elsewhere19 the present data for component 
I require a distribution in correlation times. A log normal

distribution will be assumed in the present case without 
further justification. This procedure may represent simply 
a parameterization of the data; however, the basic conclu­
sions which will be drawn are not particularly sensitive to 
this choice of model.

The data of Figure 4 permit evaluation of the parameters 
required to fit the relaxation data for component I.19 The 
mode of the correlation time distribution is at 3.3 X 10~9 s 
at 230 K, the temperature of the T1 minimum. The distri­
bution has a width, 0, of 4.2 and a second moment of 1.5 X 
1010 radian2 s-2. If the data are corrected using the method 
outlined by Resing21 and the distribution corrected for a 
slow motion cut-off, a width, /3, of 5.7 and a second moment 
of 2.0 X 1010 radian2 s-2 is obtained. This second moment 
is close to that of 2.63 X 1010 radian2 s-2 reported for ice.22 
These values correspond closely to those reported for other 
protein systems such as wool.23 The activation energy for 
the T2 relaxation process obtained from Figure 4 is 7.2 
kcal/mol which is in agreement with values obtained in ear­
lier work.23 It is possible to calculate from these numbers 
that the center of the distribution of correlation times will 
be at 2.9 X 10~u s at room temperature provided that the 
activation energy remains constant, which is a questionable 
assumption.

It is of considerable interest to estimate the origin of the 
reorientation causing the NMR relaxation. It has been sug­
gested that the dominant contribution to the relaxation of 
“protein bound” water originates in the slow rotation of the 
protein molecule in solution.24 However, the rotation of the 
whole protein molecule is impossible in the crystal and pro­
tein motions are restricted to side chains. If these motions 
were rapid, on the order of 10-11 s, then it should be possi­
ble to resolve proton resonances for the protein side chains 
in protein crystals which have not been observed to date.25 
In addition the activation energy for the T2 process is high 
enough to question the suggestion that the correlation time 
describes a purely rotational process. For water in contact 
with other materials, it has been suggested that the correla­
tion time corresponds to a translational diffusion on a sur­
face.6

Although identification of the correlation time with a 
translational jump time must be taken as tentative, it does 
lead to interesting consequences. If the measured correla­
tion time represents a three-dimensional translational 
jump time on the protein surface, a self-diffusion coeffi­
cient for water on the surface may be estimated provided a 
reasonable value for the jump length is assumed. If it is as­
sumed that the jump length is 3.7 A, which has been esti­
mated for pure water, and that the surface diffusion con­
stant is approximated by

D = l 2/4t

then at the temperature of the T1 minimum or 230 K the 
diffusion coefficient would then be 8.3 X 10-8 cm2 s_1. Ex­
trapolation of data reported for supercooled water indi­
cates that the protein surface diffusion coefficient calculat­
ed in this manner is approximately 10% that of water at 
this temperature.12,13 This is a striking consequence of the 
assumptions above because the value of the water self-dif- 
fusion coefficient in tissue systems is rarely reported to be 
less than 10% that of pure water under the same condi­
tions.28

The data shown for component II in Figure 4 have con­
siderable scatter, however, the ratio T\:T2 would again re­
quire a distribution of correlation times or significant con­
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tributions from chemical exchange events. Although it may 
be said that the width of the distribution required would be 
significantly narrower than that for component I the data 
are not sufficiently precise to warrant more detailed discus­
sion.

If we may apply the theory of Zimmerman and Brittin8 
which assumes that relaxation in each of several groups of 
protons is characterized by different but exponential be­
havior, a requirement of the separation of relaxation com­
ponents is that the water molecules comprising component 
II exchange slowly with those of components I and III on 
the time scale of tens of milliseconds. There are several rea­
sons to believe that the same situation should obtain in 
aqueous solution. (1) Similar behavior is observed in pro­
tein powders and a variety of protein crystals.10 (2) The 
major fraction of protein surface in the crystal :s not in­
volved in protein-protein contacts so that the bulk of the 
surface experiences the immediate proximity of the aque­
ous component III. (3) Component III is similar to mother 
liquor as measured by its dynamic properties. We therefore 
suggest that the rapid exchange of water in a protein solu­
tion with the protein surface would occur only with some or 
all of component I which is approximately 80% of the total 
signal associated with the surface. The observable effects of 
such an exchange on the water proton T2 would be very 
small because of the short correlation time of the water in 
component I and the dominant effects of the excess water 
in the solution.

The conclusion that there is a surface “ phase” of water 
associated with protein molecules certainly has precedent. 
Only a few reports implying dynamic information will be 
mentioned. Pennock and Schwan26 have interpreted dielec­
tric dispersion measurements on protein solutions by post­
ulating a bound phase of water amounting to about 0.2 g of 
H2O per g of dry protein. This water had an activation en­
ergy for the reorientation process of about 7 kcal/mol. To- 
maselli and Shamos27 have suggested that in the case of 
collagen there are two processes important in determining 
relaxation at higher temperatures and implicate a chemical 
exchange event as one of them. Harvey and Hoekstra28 
have studied lysozyme powder and indicate that with in­
creasing hydration of the dry powder there is more than 
one relaxation component which may be ascribed in water. 
It appears that the second components observed in these 
experiments corresponds to component III.

Although NMR measurements on whole tissues have 
been reported where relaxation times have displayed multi- 
component behavior, there is difficulty in comparing these 
directly with the present data due to the possibility that 
physical partitions between the several parts of the tissue 
generate additional distinct proton populations.

Conclusions

This work permits several direct conclusions concerning 
the nature of water in lysozyme crystals. (1) A significant

amount of water in the lysozyme crystals studied has the 
properties of an only moderately viscous liquid. For mono­
clinic lysozyme crystals this amounts to 0.17 g of H2O per g 
of protein of 132 water molecules per protein molecule. (2) 
There are two types of proton associated with the protein 
surface which may be distinguished based on their lifetime 
in the surface region and by their relaxation behavior below 
the freezing event in the crystal. The two proton popula­
tions correspond to 0.20 g of H2O per g of protein or 161 
water molecules per protein molecule and 0.03 g of water 
per g of protein or 24 water molecules per protein molecule. 
These groups may include exchangeable protein protons.
(3) If we apply the usual theoretical treatments, both pro­
ton populations associated with the protein surface may be 
described by a distribution of correlation times, but the de­
tails of the distributions differ. (4) The average motion of 
the water molecules at the protein surface as monitored by 
the proton relaxation rates is rapid, however, the distribu­
tions or correlation times which describe the data are suffi­
ciently wide that some water molecules would reorient with 
correlation times on the order of protein rotational correla­
tion times in solution.
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Intermolecular and Intramolecular Motions in the Solvation 
Spheres of Some Ions in Methyl and Ethyl Alcohol
?

H. G. Hertz,* R. Tutsch, and N. S. Bowman1

Institut für physikalische Chemie und Elektrochemie der Universität Karlsruhe, Karlsruhe, West German /  (Received July 2, 1975)

Proton relaxation rates in solutions MnCl2-CD 3OH and MnCl2-C 2D5OH are reported and from these data 
rotational correlation times for the solvation complexes are determined. Proton and deuteron relaxation 
rates for the hydroxyl, methylene, and methyl group in solutions of Mg(C104)2, CaCl2, NaC104, Nal, and 
KI in methyl alcohol and ethyl alcohol are reported, and correlation times for the various groups are deter­
mined. Thé various correlation times are compared with one another and, in those cases where they differ 
for a given solvation complex, intermolecular or intramolecular motions are postulated. The results are also 
compared with predictions derived from pertinent theories currently available. It is found that the descrip­
tion of the internal motions by the theory is not satisfactory in all cases.

1. Introduction
In a number of previous studies it has been concluded 

from nuclear magnetic relaxation measurements2-8 that in 
the first hydration sphere of certain ions the water mole­
cules rotate about an axis given by their electric dipole mo­
ment which is at the same time the axis M -0  (M = metal 
ion). The mean time after which such a rotation about the 
dipolar axis has occurred is of the order 10-11 s. Among the 
ions having this property are the structure forming ions 
Na+, Li+, F_ , Ba2+, Sr2+, Ca2+, and even such strongly hy­
drated ions as Mg2+ and Ga3+.8 This finding implies that 
for these ions the first hydration sphere is not a strictly 
rigid arrangement of water molecules during a time range 
of «10 -n  s. It should be mentioned that for Al3+ absence 
of water rotation about the M -0  axis has been estab­
lished.8

In the work performed at this laboratory the evidence for 
rotation about the M -0  axis is based on a comparison of 
the reorientation time of the vector connecting the central 
ion with one of the protons of the first hydration waters 
(M-H vector) with the reorientation time of the vector con­
necting the two water protons inside the H20  molecule 
(H-H vector). In all relevant examples it was found that 
the latter vector reorients faster than the former vector 
which proves internal rotation in the hydration shell.

It is generally known that the structure stabilization ef­
fects of ions are comparatively weak in aqueous electrolyte 
solutions. This is due to the fact that the solvent water has 
a strong tendency to form its own structure, so part of the 
force exerted by the ion electric field is needed to break 
down the proper structure of water which reduces the effi­
ciency in stabilizing a new solvent structure around the ion. 
Consequently solvation structure stabilization is known to 
be stronger in nonaqueous solvents where proper solvent 
structures are absent or less developed. We quote three 
typical observations which give support to this statement: 
(I) the dynamical structure breaking effect (the increase of 
fluidity accompanying the dissolution of large low charge 
ions) is unique for the solvent water, see, e.g., ref 9. (There 
are very few exceptions known.9); (II) the viscosity B coef­
ficients are larger in nonaqueous solvents than in water, 
see, e.g., ref 9; and (III) the heat of transfer and the entropy 
of transfer for the transfer of simple salts from water to or­
ganic solvents usually are negative, see, e.g., ref 9 and 10.

Furthermore, the exchange of solvent molecules from the 
solvation shell is faster in aqueous solution than in non­
aqueous solution, for literature see ref 10. We cite but one 
special example which is of importance for the present arti­
cle, namely, the slower methanol exchange from the solva­
tion shell of Mg2+ as compared with the water exchange 
from the Mg2+ hydration in aqueous solution.11’12

This stronger fixation of solvent molecules around ions 
in nonaqueous solvents induced us to examine whether 
rotation about an axis which leaves the electric dipole mo­
ment unchanged is absent or not. As solvents we chose 
methanol and ethanol. The strongly solvated cations were 
Mg2+ and Ca2+; some data for the more weakly solvated 
cation Na+ will also be presented for comparison. Mg2+ 
was chosen since, first in CH3OH slow solvent exchange 
from the solvation shell is known for this ion,11’12 and sec­
ondly, the reorientation time of the M -H vector can be de­
termined directly for Mn2+ dissolved in these solvents13 
which permits comparison of the reorientation times for 
two different vectors in the solvation sphere. The ions 
Mn2+ and Mg2+ are so similar that results for Mn2+ may 
well be used for Mg2+. For Ca2+ this equality is valid to a 
lesser degree; here one should consider the Mn2+ correla­
tion time to be an upper limit.

In the systems to be investigated here we chose the pro­
ton of the alcohol OH group to be the proton of the M-H 
vector. The second vector whose reorientation time was 
studied in order to be compared with the reorientation 
time of the M-H vector was the O-D vector in MeOD and 
EtOD. In a rigid solvation complex in the sense to be un­
derstood here, the reorientation times of the M-H vector 
and the O-D vector should be equal. On the other hand, if 
“ internal” rotation of the OD groups with respect to the 
solvation complex occurs, then we should find that the re­
orientation time of the OD vector is shorter than that of 
the M-H vector (which is identical with that of the M-D 
vector).

There is another interesting aspect connected with the 
study of the solvents methanol and ethanol. This is the fact 
that in the methanol molecule itself for instance, internal 
rotation occurs, i.e., the methyl group rotates about the 
C -0  axis. This has been concluded from nuclear magnetic 
relaxation measurements.14-11 The rotational correlation 
time of a vector connecting two protons in the methyl
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group (H-H vector) is found to be shorter than the rota­
tional correlation time of the OH vector in the hydroxyl 
group of the same molecule. The same is true for another 
vector in the methyl group, namely, the C-H vector (or the 
C-D vector in the corresponding deuterated compound). 
Likewise it has been observed that the correlation time of 
the H-H and C-D vectors in the ethyl group of ethanol are 
shorter than the correlation time of the O-H vector in the 
same molecule.14” 17 The correlation time of the methyl 
H-H vector of methanol is roughly five times shorter than 
that of the polar group of the molecule.14” 17 The reason for 
this inequality of correlation times is rather obvious. For 
the methyl group of methanol the rotational potential bar­
riers exerted by the neighbor molecules and the intramo­
lecular rotational barrier about the C -0  axis are compara­
tively flat whereas for the OH group there is a strong inter- 
molecular potential well due to the hydrogen bond which 
hinders the rotation of one OH group relative to the OH 
group of a bonded neighbor molecule. In ethanol the situa­
tion is similar though somewhat more complicated because 
in this case one has also to consider the possibility of inter­
nal rotations about the C-C axis connecting the methylene 
group with the methyl group (see also ref 18).

Thus, one point of interest is the question whether the 
internal rotation in the alcohol molecule is also slowed 
down or even entirely removed when the molecule is 
strongly attracted by the electric field of the cation and 
thereby tightly pressed toward the ion. Such a force could 
have the effect of producing a sufficiently deep potential 
well even for the internal rotation of the methyl group 
which stops its motion in the time range to be considered 
here, i.e., » 10-11 s.

Furthermore, we are not sure whether we have a correct 
understanding at the present time of the interconnection 
between the various correlation times of different groups or 
vectors in the molecule. Probably part of the difficulty in­
volved regards the problem of independent diffusional mo­
tion of the parts of a molecule and the knowledge of the 
axes in the molecule with respect to which the rotational 
motion is isotropic, i.e., of such a nature as to produce a 
single exponential decay of the correlation function of the 
second-order spherical harmonics.

Thus, in the course of the discussion of our experimental 
results we shall always compare these results with the pre­
dictions given by the pertinent formulas which are avail­
able at the present time. Indeed we shall find that these ex­
pressions seem not to be suitable to give a proper descrip­
tion in all cases.

2. Basic Formulas
In the (paramagnetic) solutions containing MnCl2 or 

similar paramagnetic salts the relaxation rate of the solvent 
proton is (in good approximation) given by the formu­
la:19”21

1 _  2 y2ys2h2S(S + 1 )n2nc+ I 
Tr ~ 5 n,R06

(7/3)
1 + o;s2(

^ - 1
(xc**:2J (l)

7 and 7 S are the gyromagnetic ratios of the proton and the 
paramagnetic ion (Mn2+), respectively, S is the spin of 
Mn2+ (S = 5/2), n2 and ni are the total numbers cf moles 
of Mn2+ ions and of solvent molecules, respectively, in the 
solution, nc+ is the first solvation number of Mn2+, R0 is 
the distance between the center of the cation and rhe sol­
vent proton in the first solvation sphere whose relaxation is 
studied, t c * *  is the rotational correlation time of the vector

Ro connecting the center of the cation with this proton, R0 
= |Rc| , ojs is the electron spin resonance frequency, i.e.

ysHo

where Ho denotes the static magnetic field. On the other 
hand, the nuclear magnetic resonance frequency 1*7 is

<*7 = 71 i/0

whence

7sWs = ---WI
71

According to eq I tc** is the only parameter which deter­
mines the frequency dependence of 1/7Y Thus measure­
ment of 1/T 1 as a function of 07 allows the determination of_ **
T C

In diamagnetic electrolyte solutions under usual condi­
tions the experimental proton magnetic relaxation rate 
1/T i consists of an intramolecular contribution (1/Ti)intra 
and an intermolecular contribution (1/Ti);nter, i.e.

( f ) H- ( f ) H + ( f ) H
Most of the information we are seeking is contained in the 
intramolecular relaxation rate. In the systems under inves­
tigation here, the total concentration of solvent protons is 
approximately constant. In such a situation we are allowed 
to use the approximation that the intermolecular contribu­
tion is proportional to the intramolecular relaxation rate 
which implies that with variation of the salt concentration 
the rotational diffusion coefficient and the translational 
diffusion coefficient vary roughly in the same way.3 Thus 
we have

(?;)L' “ (k)1 \H

intra
(2)

a «  constant, and we may write for the intramolecular re­
laxation rate:

H

intra
H

(1 +  a ) -1

where (l/T i)H is the quantity obtained by experiment. 
Since we shall only be interested in changes of (1/T i)” tra 
relative to the pure solvent, precise knowledge of the factor 
a is not needed (a »  1). (1/Ti)ljtra may be written in the fol­
lowing form:16'19

with

H

intra
=  F r c

3 f t y  
2 n £  £

'=1 ) - i  rij
i^j

(3)

(4)

n is the number of protons in the molecule (or group of 
molecule) considered, r,y is the distance between the tth 
and the ;th  proton. rc is the rotational correlation time for 
the magnetic dipole-dipole interaction, that is, as the theo­
ry shows,19’20 for the spherical harmonics of second order. 
In an electrolyte solution the division of the solvent in re­
gions corresponding to the free solvent (mole fraction x°) 
and nonoverlapping regions corresponding to the solvation 
spheres of the cation (x+) and anion (x~), respectively, 
leads to the expression:3'21-22
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( ¿ - )  = F+x+tc+ + F -x -r  c-  + F°x° T C°  (5)

The interaction factors F*, F° and the correlation times 
rc*, rc° are the quantities referring to the respective re­
gions. For the solutions we are studying in first approxima­
tion we may write

t c ~  =  r c° ( 6 )

Next we quote some formulas given in the litera­
ture17’23' 27 to interconnect different correlation times ru T2 
of different vectors in the same molecule when internal 
rotation occurs. These formulas are based on the assump­
tion of an independent superposition of the rotational dif­
fusion of an axis and the rotational diffusion of a group or 
vector around this axis. For one particular situation the 
formula is

furthermore

F+ = F - = F° 

x+ = nc+c*/ 55.5

nc+ = first coordination number of the cation, c* = salt 
concentration in aquamolality, i.e., c* = moles salt/55.5 
moles of solvent. From these relations we obtain

,55.5
m

-where

B" = limc ( l /r Æ a lc * )  -  (1/Tl)£tra(0)
' (1/Tl)£tra(0)c*

( 1 / T ! ) h ( c * )  -  ( l / T x ) H ( 0 )
B' = limc*

(1/T1 x)H(0)c* (8)

In this paper our interest concerns the relative changes of 
the correlation time in the cation solvation sphere and we 
see from eq 7 and 8 that in order to obtain this quantity we 
have to measure the slope of (1/Tj)(c*) as c* —*■ 0.

Part of the measurements presented are deuteron relaxa­
tion times. The deuteron magnetic relaxation process oc­
curs via electric quadrupole interaction.19' 22 Now the re­
laxation rate is always of intramolecular nature, and is 
given by the formula ( /  = l ):19

(f)° - ( T f - K f h l * 2K*rq (9)

K = eQq/h is the quadrupole coupling constant, rq is the 
correlation time of the quadrupole interaction. As before, it 
is a correlation time of the spherical harmonics of second 
order, but in general the vector within the molecule defin­
ing the orientational arguments of the spherical harmonics 
differs from that corresponding to the magnetic dipole- 
dipole interaction. In the case of deuteron relaxation this is 
the C-D or O-D vector, in the case of dipole interaction it 
is the proton-proton vector (H-H vector). All other rela­
tions and denotations correspond to those given for the 
case of magnetic dipole-dipole interaction, thus

and if all quadrupole coupling constants are the same, i.e.

one obtains

/eqQ \ _  /eqQ\ _  / eqQ\
\ h Jo V h /  + \ h )

^  = 1 + B"
55.5

Tq° ncc*

(5b)

(7a)

B" = limc*^o
( i / t x ) d ( c * )  -  a / r p p « ) )  

(l /T i)D(0)c*
(8a)

T2 = — (3 cos2 8 — l )2 + 3 sin2 28 ( ——̂ ^  +
4 \tJti +  1/

, 3 sin4 8 ( -----y-------)  } (10)
\4ti/ t; + 1 /  J

Here n  is the correlation time of the axis, and it is assumed 
that the axis performs isotropic rotational diffusion, T2 is 
the correlation time of the vector which may perform rota­
tional diffusion about the axis, r, = l/Dl is the time con­
stant describing the rotational diffusion of the vector (or 
group) as seen from a coordinate system in the molecule 
which performs the same isotropic rotational diffusion as 
the axis. 8 is the angle between the axis and the vector.

However, the motion of the axis may not be describable 
as isotropic diffusion. Rather, its rotational diffusion is also 
anisotropic. It may be describable by the two rotational dif­
fusion coefficients: D± and D||. Then let /3 be the angle 
which the axis forms with the direction whose rotational 
diffusion is described by D± . In this situation the formula 
may be derived:

+2 [-Pq/> (0,0,0)0 }? (0Æ0)]2
T2 nj=—26Z)j_ + (D| -  D ± )n2 + j 2 Mr,

where we may also write

(1 1 )

— = 6D X; —  =D|| - D ±
T1 Tu

The quantities Dy„(L)(a,/S,7 ) are the matrix elements of the 
Wigner rotation matrix.28-29 It may be seen from eq 11 that 
anisotropy of the motion of the axis leads to a rather com­
plicated formula. In the appendix (supplementary materi­
al) we present eq 9 together with eq 11 written as a func­
tion of simple trigonometric functions.

In the other model the motion of the vector or group as 
seen from a coordinate system diffusing with the axis con­
sists of “jumps” leading from one of the trigonal equilibri­
um positions to another. Now we have

r 2 =  j  J(3 cos2 8 1 )2 +

[4 — (3 cos2 8 — l )2] ----- -——}
1 + r i/r ,-1

if the axis performs isotropic rotational diffusion, and

+2 [Off (0,9,0)D%) (0„3,0)]2 
T2 y,n=—2 6JD j_ + (D\\ — D ± )n2 + 1/Tj

with I/17 = 0 for j = 0  and I/17 = 1 / t , for j = ± 1 , 2, if the 
axis performs anisotropic rotational diffusion. Equation 13 
is only approximately valid; the dependence of T2 on the 
orientation of the trigonal equilibrium positions relative to 
the axes defining D ± and Z)|| has been neglected.30 In the 
Appendix (see paragraph at end of text regarding supple­
mentary material) we present eq 13 in terms of ordinary 
trigonometric functions. In Figure 1 T2 as a function of t j , 

Tu, and r, is given for a number of typical examples.

(12)

(13)
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Figure 1. Effective correlation times r2 in the ca se  o f anisotropic motion o f axis as a function of the ratio r-i/r, describing the degree o f inter­
nal rotation. The horizontal lines correspond to the angles 6 = 0 and 0', i.e., they give the correlation time o f an axis itself. The double arrows 
connect the curve for a given 0  with that horizontal line to which it corresponds according to the geometry o f the methanol m olecule, i.e., 0' 
= 180- ( 109.5 +  0). The dashed curves give the correlation time r2 if the motion o f the axis is isotropic. W e have set D±  =  1 X 1011 s ~ 1. 
Then r2 is given in ps.

3. Experimental Section

In the diamagnetic solutions proton and deuteror. relaxa­
tion times were measured with the 90°-90° pulse sequence 
method at 20 and 12 MHz, respectively. The spectrometers 
were home-built and of various forms. The paramagnetic 
solutions were measured with a variable-frequency Bruker 
spectrometer SXP 4-100, again the 90°-90° technique was 
applied. The temperature was 25 ±  0.2 °C, and was con­
trolled by pumping water through the probe head and a 
Colora Ultra thermostat. The solvents methanol and etha­
nol in their various deuterated forms were purchased from 
Sharp and Dohme, Munich. The degree of deuteration in

the respective position was >99 atom %. The salts were p.a. 
substances obtained from Merck, Darmstadt. M glClO^ 
was freed from crystal water by heating it to 200 °C, CaCl2 
was supplied as “ water free” from the manufacturer, and 
was dried. The salt concentrations were determined by 
weighing, the accuracy was ± 1%. With the usual freeze- 
pump method the samples were freed from oxygen. The ex­
perimental error of our relaxation rates is estimated to be 
±5%. The uncertainty of the S ' coefficients is ±20% if B' is 
relatively small, otherwise the accuracy is better.

4. Results and Evaluation for Pure Solvents

4.1 Intramolecular Proton and Deuteron Relaxation
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Times in Methanol. We were able to reproduce the relaxa­
tion rates of the methyl and hydroxyl deuterons and the 
methyl protons, respectively previously reported from this 
laboratory.14 31’32 In all our evaluations according to eq 9, 3, 
and 4 we chose the quadrupole coupling constant K o d  =  
¿22 kHz in the liquid state.32 For the methyl group, F = 
5.28 X  1010 s-2 and a quadrupole coupling constant K q d  =  
170 kHz14 has been used. The dynamical data thus derived 
are collected in Table 1 (supplementary material). The cal­
culated ratios (tj/Tfelcaicd j,k: OD, CD3 . . .  were obtained 
with eq 10 or eq 12 and r ,  «  t \ .

It may be seen from Table 1 line 1 that (roD/rcD3)obsd is 
greater than it should be in the limit of very fast internal 
rotation. This is surprising because we have no reason to 
assume very fast rotation, r; < 10“ 13 s, in a molecule such 
as methanol. In Figure 1, we present some numerical re­
sults obtained for the case of anisotropic diffusion of the 
axis. We have used the model for stepwise internal rota­
tion, i.e., eq 13 or A2 was applied. It may be seen that with 
D\\/D± = 2, that is tJtu = 1/6 and t i / t ;  = 100, the experi­
mental correlion time ratio can be accounted for. The same 
is true, e.g., for the combination D\\/D± = 5(ri/rn = 2/3) 
and ri/r,- = 16. In both cases /S' = 0, i.e., the OD vector is 
the direction with the longest correlation time t \ .  Still, 
even with this anisotropic model the resulting motions 
around the axis (r,) and around the OD vector (D/|) are 
very fast and we may question whether eq 10-13 give an 
adequate description of the physical situation.

4.2 The OH Relaxation Rate in Pure Methanol and Eth­
anol. In our previous work31 the proton relaxation times of 
CD3OH and C2D5OH were found to be T\ = 11.3 s and T\ 
= 5.9 s, respectively. In the conventional sense these relax­
ation times are produced by the intermolecular magnetic 
dipole-dipole interaction because there are no other pro­
tons in the same molecule. The interactions with the deu­
terons may be ignored. However we may consider a hydro­
gen bonded dimer or polymer as a molecular species and 
then the OH relaxation rate represents an intramolecular 
relaxation rate with respect to the hydrogen bonded 
species. Now eq 3 and 4 can again be applied. This implies 
that the lifetime of the dimer is longer than the correlation 
time t c .  From the geometry of the hydrogen bonds in the 
association chain we estimate a proton-proton distance be­
tween nearest neighbors b = 2.3 A. With this figure from eq 
3 and 4 one calculates a correlation time t c  = 7.8 X  10-12 s 
for methanol and rc = 1.4 X  10-11 s for ethanol.34 The 
agreement of these times with those derived from the OD 
and 170  relaxation32 is satisfactory and by taking account 
of the influence of next nearest neighbors could be im­
proved.

4.3 Intramolecular Proton and Deuteron Relaxation 
Times in Ethanol. In the C2H5 group the potential energy 
barrier corresponding to the rotation of the methyl group 
relative to the methylene group is about Ea «= 3.5 kcal/ 
mol,35 with r = Tc,eEfJRT and r0 «  10-13 s, r *  10-11 s. This 
is of the order of the reorientation time of the ethanol mol­
ecule and thus we may consider the ethyl group to be rigid 
in the time range to be considered here. Therefore, internal 
rotation should be of such a kind that the whole C2H5 
group rotates about the CO axis (see also ref 17). The ex­
perimental data regarding pure ethanol are to be reported 
in more detail elsewhere;36 for convenience some pertinent 
results are listed in Table 2 (supplementary material). The 
dynamical data derived from these results are presented in 
Table 1. We see from these values that the ratios roD/rcD2

Figure 2. Proton relaxation rate In the systems 3 X 10- 3  M MnCI2 +  
CD3 OH (O, right-hand ordinate) and 3 X 10“ 3 M MnCI2 +  C2D5OH 
(□, left-hand ordinate) as a functicn of the proton resonance fre­
quency v. The temperature is 25 °C. The solid lines are calculated 
from eq 1 with t c "  = 130 ps and rc** =  57 ps for ethanol and 
methanol, respectively.

and rcD2/ TCH2 corresponding to the methylene group are 
closer to unity than the “ theoretical” values for r, «  t \ .  
This would mean that internal motion is not very fast com­
pared with the correlation time of the OH group. From Fig­
ure 1 , we find ri/r, = 6 if we assume isotropic reorientation 
of the O-C axis, and ri/r,- = 4 if we assume anisotropic mo­
tion of the O-C axis with D||/Dx = 2, i.e., t\/tu = 1/6, and 
the vector for which D = D ± pointing in the O-H direction 
(/S' = 0°). These numbers then give r, = 1.7 ps and 2.5 ps 
for the rotation of the C2H5 around the O-C axis, in the 
first and second case, respectively, certainly still a fast mo­
tion.

Regarding the methyl group, the experimental ratio 
tod/ tcD3 *s greater than it should be theoretically even for 
very fast rotation r\lr\ »  1. Thus clearly this finding con­
flicts with the model of a rigid C2H5 group. On the other 
hand, the experimental ratio rcD3/rcH3 > 1 as expected. 
One might propose that, contrary to our original assump­
tion, the CH3 rotates relative to the CH2 group. Let us as­
sume that we can describe the motion of the CH2 group 
and the C-C axis by two time constants t\ and rn- Then we 
might apply eq 13 (or eq A3) to the description of the rota­
tional motion of CH3 relative to CH2. However, since now 
we are concerned with the angles 8 = 109.5 and 90° inspec­
tion of the Figure 1 shows that in such a situation we must 
necessarily have rcD3/rcH3 < 1 which is in contradiction 
with the experimental finding. No simple explanation of 
this discrepancy can be offered.

5. Experimental Results Regarding Electrolyte 
Solutions

Figure 2 gives the OH-proton relaxation rates in the sys­
tems CD3OH + 3 X 10-3 M MnCl2 and C2D5OH + 3 X 10-3 
M MnCl2 (M: molarity scale, moles of salt/liter of solution). 
It will be seen that the relaxation rate increases with de­
creasing frequency when the frequency is sufficiently low. 
Since, according to eq 1 such an increase occurs if (rc**)_1 
is of the order of ys2iri>, it is immediately evident that the 
correlation time tc** is markedly longer in ethanol than in 
methanol. Figure 3 shows the relaxation rates of solutions 
of various salts in methanol. The much stronger increase of 
1/T 1 caused by Mg2+ than that due to the univalent ions is 
striking. In Figure 4 corresponding data are given for the 
deuteron relaxation rates, the qualitative behavior is simi-
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Figure 3. Proton relaxation rates of solutions of various salts in 
methanol as a function of the salt concentration c* . c* is given as 
aquamolality m (moles salt/55.5 moles of alcohol). Full symbols rep­
resent OH relaxation rates. Along a given curve the hydrogen nuclei 
of the molecule, whose relaxation rate is not shown, are deuterons 
(25 °C).

Figure 4. Deuteron relaxation rates of solutions of various salts in 
methanol as a function of the salt concentration c* (aquamolality 
scale). Along a given curve the hydrogen nuclei of a molecule, 
whose relaxation data are not shown, are protons (25 °C).

lar to that found for the proton rates. Figures 5 and 6 give 
the relaxation rates for protons and deuterons, respective­
ly, for solutions of CaCl2 and Nal in ethanol. The qualita­
tive information which is immediately available from these 
diagrams is the surprising fact that the methylene nuclei 
show the strongest increase of their relaxation rates where­
as the methyl nuclei approach fairly close toward the relax­
ation behavior of the solution containing the more weakly 
solvated salt Nal.

Figure 5. Proton relaxation rates of solutions of CaCI2 and Nal In eth­
anol as a function of the salt concentration (aquamolality scale). 
Along a given curve the hydrogen nuclei of the molecule, whose re­
laxation data are not shown, are deuterons (25 °C).

Figure 6 . Deuteron relaxation rates of solutions of CaCI2 and Nal in 
ethanol as a function of the salt concentration (aquamolality scale). 
Along a given curve the hydrogen nuclei of the molecule, whose re­
laxation data are not shown, are protons (25 °C).

6. Evaluation of Experimental Results for Electrolyte 
Solutions

All dynamical parameters for the solvation shells derived 
for the diamagnetic electrolyte solutions (Figures 3-6) are 
collected in Table 3 (supplementary material).

The anions have been chosen in such a way that their 
contribution to the B' coefficients is as small as possible. Of 
course, there is no rigorous theoretical or experimental pro­
cedure available by which a separation of the B' coefficient 
of the salt into ionic contributions can be accomplished.
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Therefore, partly to remain in agreement with previous 
work and partly by intuition, we adopt the following values: 
in methanol, CH3, CD3, OD: B' = 0.02 m-1 for CIO4-  and 
B' = 0.03 m-1 for I- ; OH: B' = 0 for CIO4-  and I- ; in etha­
nol, CH2, CD2, OD: B' = 0.02 m for I-  and 0.07 m-1  for Cl- ; 
CH3, CD3: B '= 0 for I- , B' = 0.03 m-1  for Cl- ; OH: B' = 0 
for I-  and Cl- .

6.1 Rotational Correlation Time of the Vector Connect­
ing the Center of the Mn2+ Ion with OH Protons in the 
First Solvatjon Sphere. Evaluation of the experimental 
data shown in Figure 2 with eq 1 yields for Mn2+ (as chlo­
ride) tc** = 5.7 X 10-11 s. This is markedly longer than the 
value tc** = 2.4 X 10-11 s reported by Sperling and Pfei­
fer.37 The result of these authors was obtained from mea­
surements with CH3OH. Thus the superposition of the sig­
nals due to the CH3 and OH protons was observed. Fur­
thermore, direct evaluation of the frequency dependence 
was not possible. The correlation time quoted by Sperling 
and Pfeifer is based on the assumption that the distance 
from center to center of Mn2+-CH 3 protons is 3.7 A. From 
the relaxation rate at high frequencies and eq 1 we derived 
a Mn2+-HO separation of Rq = 3.4 A. Since Mg2+ is some­
what smaller than Mn2+ (rMg2+ = 0.66 A, rMn2+ = 0.8 A), for 
Mg2+ Ro = 3.2 A may be more suitable.

Correspondingly, for the Mn2+ solution in ethanol (as 
chloride) we find from Figure 2 with eq 1 rc** = 1.3 X 
10-1° s and a Mn2+-HO separation of Ro = 3.7 A.

6.2 The Relaxation of the Hydroxyl Hydrogen Nuclei 
and the Rigidity of the Solvation Complex. 6.2.1 The Deu- 
teron Relaxation Rate in the System MgfClOdz + 
CH3OD. The results given in Table 3 line 1 were obtained 
with the assumption that the OD quadrupole coupling con­
stant in the solvation sphere is the same as in the bulk (see 
eq 5b).

Usually the trend is such that the quadrupole coupling 
constant decreases as the molecule passes from the gaseous 
phase via the liquid phase to the solid phase.38 Since the 
solvation sphere is “ more solid” than the bulk, one would 
expect that the corresponding decrease of the quadrupole 
coupling constant occurs here as well. Considering various 
spectroscopic observations11’39-45 we estimate that the qua­
drupole coupling constant in the Mg2+ solvation sphere 
suffers a decrease of »5% relative to the bulk. This then 
gives a 10% increase of the correlation time, i.e., we have 
Tq+ = 5.2 X 10-11 s. Thus from a comparison of rc** as 
given in section 6.1 we get

which is the criterion of a rigid solvation sphere. However, 
it should be kept in mind that in the evaluation of the dia­
magnetic solution a contribution from the second coordina­
tion sphere of Mg2+ has been neglected6’8’21’22 (which 
would somewhat reduce rq+) and that Mn2+ and Mg2+ are 
not strictly identical ions.

From all these facts we conduce that around Mg2+ in 
methanol a rapid rotation of the OH groups about the di­
pole vector (M -0  vector) can be ruled out; however, a slow 
motion of this type cannot be excluded.

6.2.2 The Proton Relaxation Rate in the System 
Mg(ClOj2 +  CD3OH. Since now the factors F±, F° in eq 5 
are of intermolecular origin, these quantities need a partic­
ular consideration. It is reasonable to assume that t c ~ F ~  «  

t c° F °  (see below). Then, instead of eq 7 we have
55^ x 

r ° F+ \ na + /
(14)

a b

Figure 7. Models for the solvation sphere in alcohols: (a) and (b) O 
atoms at octahedral positions and dipole moments oriented radially; 
(c) Mg2+ in methanol, proposed configuration. Tilting around axes 
-----------------leads to varying intermediate configurations between ra­
dial dipole orientation and H bonding, (d) Ca2+ in ethanol. Dashed 
circles: O atoms of three other alcohol molecules. Thus the sixth 
solvation molecule is not shown in order to render visible the central 
cation.

What is the geometry of the solvation complex? Since the 
chemical shift of the OH proton in methanolic solutions is 
upfield for weakly solvated ions,43'46’47 in the ionic field the 
hydrogen bond configuration between two methanol mole­
cules is at least partly distorted Let us assume that the sol­
vation complex consists of three pairs of methanol mole­
cules. Then, in the pair configuration of Figure 7a the two 
OH protons are separated by a distance of 4.5 A. This leads 
to F°/F+ ~ 50 and consequently t c+ / t c°  would come out 
much too large. In the configuration Figure 7b the smallest 
OH-proton-proton separation is still »3  A, which would 
lead to an unrealistic rc+/rc° ratio (>50). We see that the 
octahedral O positions with radial dipole orientations of 
Figure 7a,b do not give hydroxyl H-H distances which are 
smaller than that corresponding to the H bond, i.e., 2.3 A. 
The actual pair of molecules probably is somewhat distort­
ed from the planar configuration shown in Figure 7a,b, 
such as to give the H-H separation of >2.3 A. Figure 7c 
gives a proposed pair configuration. Having thus excluded 
that F°/F+ < 1, we arrive at the result for tc+/ tc° given in 
Table 3, that is rc+ X 5 X 10-11 s. This is in reasonable 
agreement with the figures obtained from the deuteron re­
laxation and the Mn2+ system and thus confirms the model 
of a fairly rigid OH skeleton of the solvation complex.

6.2.3 The Deuteron and Proton Relaxation Rates in the 
Systems CaC/2 + C2HSOD and CaC/2 + CuD^OH. From 
line 3 of Table 3 we derive rq+ = 5.8 X 10-11 s. This value is 
to be compared with the correlation time of the vector con­
necting the center of the Ca2+ ion with the OH proton in 
the first solvation sphere. For Mn2+ in ethanol we found 
tc** = 1.3 X 10-1° s (see section 6.1). However, since the 
radius of Ca2+ is greater than that of Mn2+ by 0.2 A (rca2+ 
= 1.0 A), this is an upper limit Let us estimate tc** = 1 X 
10-1° s for Ca2+ in EtOH. Then the conclusion is that the 
OH group of the ethanol molecules performs rotational mo­
tion about the M -0  axis.48 If we assume the solvation con­
figuration consisting of three pairs as shown in Figure 7d, 
the OH-OH proton-proton separation should not differ 
very much from the H bond value of 2.3 A, thus F°/F+ ~ 1 
and tc+/ tc° »  6.5. This ratio is in reasonable agreement 
with the previous value; it suggests that the lifetime of the
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distorted H bond in the first solvation sphere is of the 
order of the reorientation time of the M -0  vector, i.e., 
~ 10- 10s.

Summarizing the results of this section and of section 6.1 
we state that the solvation sphere of Ca2+ in EtOH is not 
rigid, that is, rearrangements of the OH vectors occur with­
in a time range of the rotational correlation time of the 
M -0  vector, i.e., 10-10 s.

6.3 The Rotation of the Methyl and Methylene Group in 
the Solvation Complex. 6.3.1 Mg2+ in Methanol. In the 
system Mg(C104)2 + CH3OD the experimental quantity is 
the total proton relaxation rate. However we are interested 
in the intramolecular relaxation rate. Here and below eq 2 
is assumed to be a sufficiently good approximation. The 
data in line 5 of Table 3 give rq+ = 4.7 ps, a value which 
implies very fast rotation of the methyl group around the 
C -0  axis. This is true even if the methyl group should be 
distorted such that 6 comes closer to the magic angle 
125.6°. The same result follows from the CH3 data (line 6). 
Such a fast internal motion in the solvation complex is sur­
prising because all particles should be strongly pressed to­
gether due to électrostriction effects. More than this, since 
in the solvation sphere of Mg2+ anisotropic motion of the 
C -0  vector is to be excluded, the large experimental ratios 
tod/ tcd3 and tcd3/7ch3 are in conflict with the theoretical 
prediction for r;/ri —*■ 0 (see Table 1).

6.3.2 Ca2+ in Ethanol. We discuss the desired informa­
tion regarding the internal motions of the ethanol molecule 
in the first solvation sphere of Ca2+. First we consider 
tod/ tcd2- In the solvation sphere this ratio is less than the 
corresponding ratio found for the pure liquid (see Table 1). 
We conclude that there is still rotation about the C -0  axis, 
but that rotation has become slower. The same result fol­
lows from the experimental ratio tcd2/ tch2. This yields a 
ratio of the correlation times ri/r, = 2, that is, as seen from 
the OH group the methylene group has a reorientation time 
of «20-30 ps. In the pure liquid the corresponding num­
bers were tj/ t, = 4, and r, = 2.5 ps. Of course, the charac­
ter of anisotropy has changed now, we expect ¡3 «  50° (see 
Figure 7d).

However, for the methyl group the ratio tod/~ch3 ex­
ceeds the theoretical value for the very fast rotation of the 
entire ethyl group by almost a factor 3 (see Table 1). Clear­
ly this is not consistent with the relatively slow rotation of 
the methylene group postulated above. The only way out of 
this difficulty is the intuitive statement that now the meth­
yl group rotates relative to the methylene group. In pure 
ethanol we assumed that the ethyl group is rigid because 
the internal rotation barrier is high compared with, the in- 
termolecular barriers effective for the ethyl group, how­
ever, it should be kept in mind that also in that case a satis­
factory explanation of all details was not possible. In the 
solvation sphere of Ca2+ the methylene group comes in the 
direct influence of the strong electrostatic intermolecular 
potential which is deeper than the intramolecular potential 
for the CH3-CH 2 rotation. As a consequence, the rotation 
of the CH3 group relative to the CH2 occurs more frequent­
ly than the reorientation of the methylene group relative to 
the ion. A similar observation was made by Versmold17 who 
added glycerol to ethanol. Here as well the strong interac­
tion of glycerol with the CH2-CO end of ethanol caused the 
CH3 rotation to be more frequent than the reorientation of 
the remainder of the molecule. However, as with pure etha­
nol, if we try to understand the methyl correlation times as 
being due to a rotation of CH3 about the C-C axis, we must

in any case have tcd3/ tCH3 < 1 which is in contradiction to 
our experimental finding tcd3/ tch3 ~ 1.2. It should be 
mentioned that the quadrupole coupling constant of the 
deuteron is not expected to suffer any change in the solva­
tion sphere; however, the intermolecular contribution to 
the CH3 proton relaxation rate is very likely to be reduced 
relative to the intramolecular contribution. Thus, we have 
in fact rcD3/rcH3 > 1. Summarizing, the only statement 
which can be made so far is to point out that there is quali­
tative evidence that in the solvation sphere of Ca2+ CH3 ro­
tates distinctly relative to CH2, but that the formulas avail­
able at the present time are not sufficient to give a quanti­
tative description of the mechanism.

6.4 The Solvation Sphere of the Na+ Ion. From (1/ 
T i)0D of the NaC104 and Nal solutions in methanol we de­
rive Tq+ «  9 ps and the OH relaxation yields rc+ > 7 ps (nc+ 
= 6). Regarding rc**, the correlation time of the M-H vec­
tor, we are dependent on an estimate. The correlation time 
t ** of the Na+-H  vector in aqueous solution has been 
found to be «10 ps.49’50 Now, the correlation time of the 
Mn2+-H  vector in aqueous solution is rc** = 31 ps.13’20’21 
Since for Mn2+-methanol we have found rc** = 57 ps, it is 
reasonable to multiply the Na+-HOH result by the factor 
5.7/3.1 in order to get the desired correlation time for the 
Na+-HO-CD3 vector. The result is rc** = 18 ps. Thus, as 
expected, we see that the O-H vector rotates about the 
M -0  axis in the solvation sphere of Na+ in MeOH. The 
same conclusion may also be derived for the solvation of 
Na+ in ethanol. Furthermore, the rotation of the CH3 
group of methanol is still very fast and the ratio tod/ tcd3 = 
11 is still greater than it should be theoretically, this in 
spite of the fact that anisotropy of motion should be re­
duced in the solvation sphere of Na+. Again, eq 10-13 seem 
not to be fully satisfactory. The methylene rotation relative 
to the OH group is somewhat slowed down in the solvation 
sphere, however, the ethanol CH3 rotation with respect to 
OH is slightly accelerated. The general discrepancies which 
are met with ethanol in the pure liquid and in the Ca2+ sol­
vation sphere are still persisting.
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When the solid product of an endothermic decomposition reaction is porous, the rate-limiting chemical 
step is usually assumed to be a surface step of the gaseous product or of a precursor of that product. It is 
shown here that the rate of such a reaction may also depend upon (a) rates of diffusion in the reactant 
phase, (b) the rate of transfer of the solid reaction product at the reactant-product interface, and/or (c) the 
thermodynamic stability of the solid product. Rate equations are derived for the six possible limiting cases 
when either a single step or a coupled pair of steps of a decomposition reaction significantly influence its 
rate. Data for calcite (CaCOa) decomposition are shown to be most simply explained as reflecting forma­
tion of a known metastable modification of calcium oxide with near equilibrium conditions maintained for 
each reaction step except desorption of carbon dioxide. If this explanation is correct the free energy of for­
mation of the metastable oxide from the stable oxide should be found to be about +7500 — 5T cal/mol.

I. Introduction
Reactions in which a solid reactant yields a new solid 

phase plus a gaseous product, that is, reactions which can 
be described by the general equation

AB(solid) = A(solid) + B(gas) (1)

are usually called decomposition reactions.1 When the solid 
decomposition product is porous, the rate-limiting chemi­
cal step is usually assumed to be a surface step of the even­
tual gaseous reaction product.2-4

This assumption may often be wrong. During steady-

* Address correspondence to this author the University of Cali­
fornia.

state decomposition, such as characterizes calcium carbon­
ate6 and barium sulfate6 single crystals heated under vacu­
um, the solid reactant is converted at a constant rate to the 
solid product plus pores through the solid product. Decom­
position at a constant rate is only possible if four different 
steps occur at the same rate (see Figure 1). (a) A flux j b 
formed from that portion of chemical component B that is 
at an interface between the solid reactant phase AB and 
the solid product phase must undergo solid state diffusion 
to the surface at a pore, (b) A flux Jb of component B must 
transfer from the AB surface to the gas phase, (c) A flux j\ 
formed from that portion of chemical component A that is 
at the AB surface fronted by a pore must undergo diffusion 
on or in the AB phase to a particle of the solid product
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Figure 1. Schematic cross-sectional drawing of the spatial relations 
for the steady state reaction AB(solid) -*■ A(solid) +  B(gas). je is a 
diffusional flux of chemical component B from interfaces between 
solid AB phase and the solid product phase to the AB surface front­
ed by pores, and yA is the oppositely directed diffusional flux of com­
ponent A. JA is the flux of A across the interface between AB and 
the solid product phase, and JB is the flux of B from the AB surface 
to the gas phase.

phase A. (d) A flux J\ must transfer from the AB phase 
across the interface to the solid product phase. Using the 
symbols i for interface, s for surface, and g for gas, these 
four reaction steps can be written in the order described as

B¡ — Bs (2)

Bs —► Bg (3)

AS^ A ¡ (4)

> li > *0 (5)

The central purpose of this paper is to derive rate equa­
tions which describe the kinetics of steady-state decompo­
sition reactions under vacuum when any of the four steps 
(2-5) is slow enough to influence the rate. Application of 
the analysis is illustrated in the Discussion section with 
data for calcite.5

II. Thermodynamic Considerations

Darken7 showed that rate equations for highly nonideal 
systems are better expressed in terms of activity gradients 
than of concentration gradients. An important advantage 
will be gained by writing the rate equations of the four cou­
pled steps of a decomposition reaction in terms of activity 
gradients. The activities of one of the two chemical compo­
nents of a binary (or pseudobinary) phase can be calculated 
from the integral free energy of the phase and a measured 
activity of the other component even though the variations 
of composition that produce the changes in activity are too 
small to measure.8-9 It is, for example, thermodynamically 
meaningful to calculate the activity of calcium oxide, 
viewed as one component of a system, in a calcium carbon­
ate phase from the activity of the other component, carbon 
dioxide, at pressures different from the dissociation pres­
sure.

Consider the reaction between a solid and a gas in their 
standard states to form a solid of a particular composition
Ai+jBi-a

(1 + 5)A(s) + (1 — 5)B(g) — Ai+jBi-jls) (6)

The integral free energy change in reaction 6, AGe, can be 
written as a function of the partial molar free energy 
changes of the two components, and the partial free energy 
changes can be expressed in terms of activity or fugacity 
changes:10

AG 6 = (1 + S)KT In a a +  (1 — 8)RT In / b (7)

where the activity a \ and fugacity / b are those for compo­
nents A and B in the AB phase of the composition de­
scribed in reaction 6.

For phases of narrow composition limits, the integral . 
free energies of formation, unlike the partial free energies 
of formation, usually vary by negligible amounts with com­
position. Therefore, — AG 6 is for practical purposes equal to 
AGi°, the standard free energy change for reaction 1, inde­
pendent of composition. With this substitution and ne­
glecting the small 5, eq 7 yields

cia-Pb = exp(—AGi°//?T) (8)

in the experimental range where the partial pressure of B 
can be substituted for its fugacity.

For the purposes of this paper it is convenient to define 
the activity of B for any particular composition of the AB 
phase, not in the usual way, but as the ratio of the partial 
pressure of B for that composition, P b , to the equilibrium 
decomposition pressure Pfi(d) for each temperature. This 
definition combined with eq 8 yields oaOb — 1 for the AB 
phase at any composition when it is at internal equilibrium.

A decomposition reaction can proceed at a finite rate 
only if the AB phase is supersaturated with respect to com­
ponent A so that the activity of component A in the AB 
phase is greater than 1. For supersaturated solutions, pro­
vided that internal equilibrium is maintained, the relation­
ship oaub = 1 should be essentially as good an approxima­
tion as it is for the thermodynamically stable composition 
range because the phase boundary does not reflect any dis­
continuity in properties of the AB phase but only the coin­
cidence in activities of the chemical components in phase 
AB and in solid phase A. However during decomposition, 
local equilibrium may not be maintained if one of the 
chemical components is much less mobile than the other. 
The less mobile component may not be able to rearrange 
locally under the steady-state reaction conditions to pro­
duce the atomic coordinations and distances characteristic 
of the equilibrium phase of the particular local composi­
tion. If local equilibrium is not maintained the local prod­
ucts aA<iB at surfaces and at interfaces (which will be called 
K s and K\) will be greater than unity.

Decomposition reactions often yield as the direct solid 
product a metastable crystal modification or an amorphous 
form of the solid.1'3 In either event, the activity of the 
product, which can be called oap, is not unity but

aAp = exp(AGp/JJT) (9)

where AGP is the positive free energy of formation of the 
metastable form of solid A from the stable form. When the 
interphase transfer of component A (eq 5) is a near equilib­
rium process, the activity of component A on the AB side of 
the interface, which can be called OAi, approaches as a limit 
c ia p . Then, if local equilibrium is attained in the AB phase 
at its interface with the solid product so that K\ = 1

UBiflAi = °Bi exp(AGp/RT) = 1 (10)
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where api is the activity of B on the reactant side of the in­
terface. Equation 10 shows that, when the solid reaction 
product is metastable, the maximum activity that can be 
attained by component B, regardless of reaction mecha­
nism, is not unity but exp(—AGJRT), which has a value 
less than unity.

III. The Rate Equations for Steady-State 
Decomposition

The average diffusion distances that must be traversed 
by particular atoms or molecules are functions of their ini­
tial positions relative to the advancing pores and particles 
of the solid reaction product. For example, an A atom or 
molecule originally located in a volume element of the AB 
phase that is swept through by a growing particle of the 
solid reaction product need not diffuse at all, and the mini­
mum distance over which an A atom or molecule that is 
originally under a pore must diffuse is its distance to the 
boundary between the pore and the solid product phase.

Suppose that the flux of component A that must diffuse 
per unit area of that part of the surface of AB which is 
fronted by pores is j That flux is

j  A — (dnOAsn dn CEAin) (11)n
where, for example, dn is the rate constant for movement in 
the forward direction over one of the characteristic steady- 
state paths, dn' is the rate constant for the reverse direc­
tion over the same path, a\an is the activity of component 
A at the particular point of the AB phase surface at which 
the nth diffusion path is initiated, and dAin is the activity 
of A at the point in the interface between the solid reactant 
and solid product at which the nth path is terminated.

To simplify eq 1 1 , it will be assumed that each activity of 
the kinds a\sn and a Ain can be replaced by average activi­
ties at the surface, a\s, and interface, aAi, respectively. The 
summation 2 d„ can be called k4 and the summation 2 dn' 
can be called k4. Then the diffusion flux of component A is 
j\ = k4a\a — k4 a\i. Similarly, if j b is defined as the flux of 
component B that must diffuse per unit area of interface 
between the solid product phase A and the reactant then j b 
= &20Bi — k2 dBa where k2 and k2 are similar summations 
for diffusion reaction 2.

The flux in the surface step for component B (reaction 3) 
can be written Jb = kza-Ra where J b is the total flux of B 
leaving each unit area of AB phase. The net flux of compo­
nent A that leaves each unit area of the AB phase is J a = 
k5<*Ai ~ kb clAp where k5 and k5' are the forward and re­
verse rate constants for step 5.

The steady-state decomposition of AB is thus character­
ized by four interdependent rate equations, which are for 
steps 2-5 of the overall reaction respectively:

j  B = k2dBi — k2aBa (12)

Jb = k3dBa (13)

j  A k4dAa ^4 ^Ai (14)

J A = ^ô^Ai ^5 OAp (15)

There are important restrictions on the steady-state reac-
tion:

II to (16)

m  = ; b (17)

aAiaBi = K i > 1 (18)

aAsaBs = K s > 1 (19)

Equation 16 expresses the restriction that the total flux­
es of A and B must be equal during steady-state decompo­
sition. Equation 17 is a similar restriction on the steady- 
state diffusion fluxes in or on the AB phase. Furthermore, 
since j b is the flux that diffuses per unit area of AB-solid 
product interface and / a is the flux per unit area of AB 
fronted by pores, j  b = Jb numerically and ;  a = J a numeri­
cally.

The four restrictions on the steady-state system can be 
used to obtain a general solution in which all the activities 
other than the activity of the product phase have been 
eliminated.11 Here we derive rate equations for the six lim­
iting cases possible for these four steps. Setting eq 12 equal 
to eq 13

&2<lBi “  ^2,“ Bs = &3<lBs
so that

OBs = k2dBi/(k2 + k3)

and from (13)

Jb ~ k2k3dBi/(k2' + k3) (20)

For an elementary (single step) reaction the rate con­
stant at any particular composition for the foreward direc­
tion divided by the rate constant at the same composition 
for the reverse direction equals the equilibrium constant, 
even if the rate constants are functions of composition.12 
The equilibrium constants for steps 2 and 4 are both unity. 
However, as explained in the discussion that follows eq 11, 
the constants k% k4, and k4 are not rate constants for ele­
mentary reactions, so we do not know that k2 = k2 or that 
k4 = k4 . We expect each k' to be of the same magnitude as 
the corresponding k and assume the equalities to simplify 
eq 20. When component A in the reactant phase is at equi­
librium with both component B and with the solid product 
phase A, obî = l/<JAp and eq 20 yields two limiting solu­
tions. For k2 = k2 »  k3, that is when the rate constant for 
diffusion of component B is large relative to its rate con­
stant for desorption

Jb = ks/aAp = k3 exp(—AGp/ET) (21)

When k2 «  k3

Jb = k2/aAp = k2 exp(—AGp/RT) (22)

When transfer of component A to the product phase by
step 5 is assumed to be irreversible so that k3 dAp can be 
neglected relative to ksüAi, substitution of eq 18 and 15 
into 20 yields

J aJb — k2k3k$Ki/{k2 + k3)

At steady state, J a = Jb, and this expression has two solu­
tions

Jb = (M & tf,)1/2 (23)
when k2 = hi »  k3, or

J B = ( ^ 5 t f i )V2 (24)

when k2 «  k 3.
When diffusion of component A and desorption of com­

ponent B are assumed to be slow, the product J aJb is 
(fe4aA8 -  k4'aAi)(k3aBa). Then if k4'aAi «  k4aAs
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Ja = Jb = ( M sK s)l/2 (25)

The sixth limiting expression is obtained by use of eq 17-19 
to eliminate unknown activities in the two diffusion equa­
tions, eq 12 and 14. The result is a quadratic equation in 
<2Bs and dBi

I *vz , * * l | -f-
2 _  ,a Bs ÖBs

r ^2 , k4'K ¡1[ï7 ob,+ïâ;J = 0 (26)

If Ks Ki =* K, k 2 M  and &4 =* M  eq 26 has two so­
lutions

oxide. The stable oxide must have formed by an irrevers­
ible transformation of the distorted oxide when its strain 
energy became sufficient to overcome an energy barrier to 
the transformation. The stable oxide could not have been 
in equilibrium with the calcite because, if it were in equilib­
rium, the metastable oxide would not have been present 
between the stable oxide and the calcite.

We showed in the experimental paper on calcite-decom­
position that a decomposition reaction is characterized by a 
maximum possible flux J max which can be calculated by 
means of the Hertz-Knudsen-Langmuir equation

UBs = QBi (27) Jmal = PB(d)/(27rAfñT)>/2 (30)

and
k  4 K  fe 4Q Ai

k2<XBi k2
(28)

Equation 27 describes the limit that is approached when 
diffusion in the AB phase is so rapid relative to other steps 
that activity gradients in the reactant phase are negligible; 
then diffusion is not rate limiting. Equation 23 can be 
physically meaningful only when k 4a\i <  k 2 because the 
maximum value possible for ab is one. Also, because the 
minimum value for OAi is one, k 4 < k 2. Substitution of eq 
28 into 13 with a Ai “  a Ap yields

Jb = & 3̂ 4*2 Ap/^2 (29)

for the flux when diffusion of component B is slow and the 
rate constant for diffusion of component A is smaller than 
that for component B.

IV. Discussion
Previous studies of decomposition reaction kinetics have 

usually assumed that the slowest chemical step is a surface 
step for the gaseous component.2-4 Equation 21 shows that 
if the surface step is indeed the slowest of the four neces­
sary steps in steady-state decomposition, the rate also de­
pends on whether the solid reaction product is stable or 
metastable. Equation 22 shows that if the rate for solid 
state diffusion of the gaseous component is smeller than 
the rate for the surface step, the rate depends on the rate 
constant for diffusion of the gaseous component and on the 
activity of the solid product phase.

If one of the rate constants for the solid component is 
smaller than both rate constants for the gaseous compo­
nent, three limiting cases arise in which the steady-state 
rate is the geometric mean of the product of the rate con­
stants for the slowest step of each of the two components 
and a product of their activities (eq 23-25). When solid 
state diffusion of the solid component is the slowest step 
and solid state diffusion of the gaseous component is slower 
than its surface step, eq 29 gives the steady state flux. 
These four relatively complex equations result because, 
when a step of the solid component is slower than a step of 
the gas, the activity of the gaseous component decreases in 
the AB phase and that of the solid increases until the flux­
es of the two components are equal.

The utility of one of the limiting rate equations can be il­
lustrated by its application to rate data that we recently 
obtained for decomposition of calcite5 (calcium carbonate) 
single crystals under vacuum. A crystallographically dis­
torted, metastable form of calcium oxide was showed in 
that study to be present as a 30-*i thick layer between the 
undercomposed calcite and the growing layer of calcium

where PB(d) is the equilibrium dissociation pressure, M  is 
the molecular weight, and R is the gas constant. This maxi­
mum flux would only be obtained if there is no energy bar­
rier for condensation of the gaseous reaction product on the 
reactant surface and if the activity of the gaseous compo­
nent on the reactant surface is the equilibrium value for 
the dissociation reaction to the stable solid reaction prod­
uct,5’13’1'* that is if ae as defined in this paper is unity.

However, for calcite decomposition, the stable oxide is 
certainly not at equilibrium with the calcite phase. The 
metastable oxide may or may not be. If the metastable 
oxide is at equilibrium with calcium-carbonate, the activity 
of carbon dioxide is aco2 = lA*CaO* where acao* is the ac­
tivity of the metastable oxide. If the 'metastable oxide is 
not at equilibrium with the carbonate,, the activity of car­
bon dioxide must be less than 1/acaO*- The maximum flux 
produced by decomposition to the metastable oxide is

P(d)
( 2 i r M Ä T ) 1/2a CaO*

(31)

Equation 31 is a special case of eq 21 in which is identi­
fied as P(d)/(2xMRT)1/2.

The observed flux Ja may be equal to or less than Jmax. 
Solving the inequality gives

exp(AGcao*/ÄT) = QCaO* „  PB(d)
"  (2MRT)1/2J0

(32)

Substitution of known values of the dissociation pressure 
of calcite and values of J0 from our experimental paper 
into (32) yields AGcaOj* < 7500 — 5T.

An entropy change of the order of +5 cal/deg is reason­
able for formation of a metastable solid from its stable 
modification. A positive heat of formation at least as large 
as 7500 cal is consistent with the x-ray evidence that inter­
ionic distances are 7% greater in the metastable oxide than 
in the stable form.5 We suggest, therefore, that the calcu­
lated maximum free energy of formation probably is close 
to the actual value, and that all steps of the decomposition 
reaction to the metastable oxide are close to equilibrium. 
This interpretation could be tested by measuring the en­
thalpy of formation of the metastable oxide calorimetrical- 
ly or by measuring its equilibrium dissociation pressure.

Other decomposition reactions that have been recently 
studied at Berkeley do not fit the simple interpretation 
proposed from calcite.6,15 In a second theoretical paper we 
will show that the effect on decomposition rates of pres­
sures of the product gas and of the porous product layers 
can be used to determine for these more complex cases 
whether or not a step of the component that forms the solid 
product is slow enough to influence the reaction rates.
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C O M M U N I C A T I O N S  T O  T H E  E D IT O R

Electron Paramagnetic Resonance Study of the 
Diphenylketyl Radical at Low Temperatures

Sir: The diphenylketyl radical is known to be an important 
intermediate in the photochemistry of benzophenone.1 3 
We have recently reported the formation mechanisms of 
aromatic ketyl radicals in the ultraviolet photolysis of 
benzaldehyde, acetophenone, and benzophenone at low 
temperatures.4 In this paper, intensive EPR studies of the 
diphenylketyl radical have been carried out using benzo- 
phenone-carbonyl-13C at temperatures from 77 to 140 K. 
The reversible temperature dependence of the EPR spec­
trum was observed. The isotropic and anisotropic 13C hy- 
perfine coupling parameters have been estimated from 
analysis of the EPR spectra.

The EPR spectrometer used was a conventional X-band 
type (JEOL JES-3BS-X) operated with 100-kHz modula­
tion. Methanol was mainly used as solvent, and ethanol, 2- 
propanol, and EPA were also used. Benzophenone (natural 
abundance of isotopes) and benzophenone-car6ony/-13C 
(91.9 atom % 13C) were used as solute. The concentration of 
benzophenone was 10-2 ~  1CT4 M. The solutions were de­
gassed with a high vacuum system. The irradiation source 
was a high-intensity high-pressure mercury lamp and a 
Halio glass filter which transmitted light of wavelength 
longer than 300 nm was used.

Diphenylketyl radicals were formed in the following 
ways. (1 ) At ~130 K, the radicals were produced by light ir­
radiation of wavelength longer than 300 nm. Under this 
condition, diphenylketyl radicals were easily formed by the 
hydrogen abstraction reaction through the lowest triplet 
state (3n,7r*) of benzophenone. Stopping the irradiation,

the second-order decay of the ketyl radical disappearance 
was observed at temperatures higher than 140 K, which 
was expected from the combination reaction of two ketyl 
radicals to form pinacol.2 In this method, no solvent radical 
was observed. (2) At 77 K, diphenylketyl radicals and sol­
vent radicals were obtained by high intensity light irradia­
tion (X >300 nm). This process is thought to be a biphoton­
ic process through the higher excited triplet state of benzo­
phenone. By raising the sample temperature to ~130 K, 
the solvent radicals disappeared, and the EPR spectrum of 
the ketyl radical remained. Both these reaction paths 1 and 
2 were previously discussed in detail.4

When benzophenone-earbony/- 13C in methanol was pho- 
tolyzed, the EPR spectrum of the diphenylketyl radical 
with carbon-13 hyperfine splitting was obtained in both 
methods 1 and 2. The spectrum was transformed reversibly 
by changing the temperature between 77 and 138 K, which 
is shown in Figure 1. However in the case of benzophenone- 
carbonyl-12C, only a broad singlet spectrum was obtained 
and a significant spectrum transformation by temperature 
was not observed. Similar results were also obtained in the 
cases of ethanol, 2-propanol, and EPA solvents. The triplet 
spectrum at 77 K shown in Figure 1 is understood by as­
suming the anisotropy of Ph213COH radicals in rigid sol­
vent. From this spectrum, a||(13C) was estimated at about 
50 G and a x (13C) was thought to be below 15 G. There ex­
ists an interesting phenomenon. In spite o f the averaging of 
the anisotropic spectrum by raising the sample tempera­
ture, the interval between both side peaks of the first deriv­
ative of the EPR absorption spectra did not apparently 
show a remarkable change. The ketyl radical does not show 
the spectrum of complete free motion under this condition,
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Figure 1. EPR spectra of ketyl radical (Ph213COH) in methanol solu­
tion at various temperatures.

since this type of radical is too large and complicated to 
move freely in methanol solution in this temperature range. 
The value of aiSO(13C) of the diphenylketyl radical was esti­
mated at 17-27 G from the values of a||(13C) and a ± (13C). 
The EPR spectrum at 138 K is explicable using this value. 
In the cases of H2COH,5 H(OH)CCOOH, and (HO)2C- 
COOH,6 aiso(13C) was reported to be 47.4, 33, and 29 G, re­
spectively. In comparison with those results, the value of 
a iso estimated above is reasonable. The spin densities on 
13C are ps ~  0.02 and 0.4 < pp < 0.5 assuming literature 
values for atomic orbital couplings.7 This result shows that 
the contribution of an unpaired electron to the s orbital is 
very small; that is, the bonds of the a carbon of the diphen­
ylketyl radical in rigid media are almost sp2 hybridized.
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Mechanism of Catalytic Reaction between NO and 
NH3 on V20 5 in the Presence of Oxygen

Publication costs assisted by the Department of Chemistry,
The University of Tokyo *-

Sir: The catalytic reduction of NO to form nitrogen offers a 
significant issue for environmental sciences and many vari­
eties of reaction systems have already been studied.

Otto and Shelef proposed the mechanism of the reduc­
tion of NO by NH3 over Pt and CuO, in which ammonia is 
dissociatively adsorbed on the catalyst as NH2(ad) and 
H(ad) reacting with adsorbed NO(ad) via the Langmuir- 
Hinshelwood mechanism.1,2 It is generally accepted that 
the reaction between nitric oxide and ammonia is markedly 
accelerated by the addition of oxygen. To explain this fact, 
Markvart and Pour conjectured that the effect may be due 
to the acceleration of the dissociative adsorption of ammo­
nia by oxygen.3 The mechanism of this reaction, however, 
has not been established. In this communication we will 
propose a new mechanism of the reduction of nitric oxide 
by ammonia on V2Os in the presence of oxygen. V20 5 has a 
very high activity as well as selectivity to form N2 molecule 
and is not easily poisoned by gases such as S 0 2 which are 
frequently contained in the reacting gas in practical use. 
For elucidating the reaction mechanism, we separately 
studied the elementary steps of the reaction, by using volu­
metric, infrared, x-ray photoelectron spectroscopy, and 
mass spectrometry techniques.

A commercial V2Os (Nakarai Chemical, special grade) 
and alumina supported V2O5 (V20 s/A1203) were used as 
catalysts. The V2C>5/A1203 was prepared by impregnating 
alumina with a V2Os saturated solution of oxalic acid, heat­
ed under vacuum at 400 °C for 2 h and then oxidized in 100 
Torr of oxygen at 400 °C for 1 h before use. The x-ray pho­
toelectron spectra of these catalysts after pretreatment 
showed only V and 0  for V2Os and Al, V, and O for V2Os/ 
Al203 (V5+, O2-). N o contaminants that would influence 
the reaction were observed on the catalyst surface except 
for a small amount of carbon. The infrared measurements 
of the adsorbed species were carried out by means of a cir­
culating system equipped with an ir cell as described pre­
viously.4

The ir spectra after adsorption of ammonia on V2 Os, 
Al203, and supported V205 (V20 s/Al203) are shown in Fig­
ure la-c. The adsorbed ammonia on the V2Os surface ex­
hibited a strong absorption band at 1413 cm-1. This band 
was assigned to adsorbed NH4+(ad) on V20 5, since the in­
frared spectrum of meta ammonium vanadate (NH4VO3 ) 
also showed a very strong band at 1410 cm-1  due to NH4+ 
and the binding energy of nitrogen Is electron in the ad­
sorbed ammonia on the V2Os surface obtained by x-ray 
photoelectron spectroscopy was exactly the same as that of 
NH 4 VO3 . The other two bands at 1610 and 1275 cm-1  in 
the ir spectrum are due to adsorbed NHs(ad) on y-Al203, 
as Eischens et al. have already reported.5

When oxygen was introduced onto the ammonia ad­
sorbed V205/A 1203 surface, the absorption band of 
NH3(ad) on y-Al203 decreased in intensity, while 
NH4+(ad) on V2Os increased. This indicates that NH3(ad) 
on 7 -Al203 was expelled from Al203 and was adsorbed on 
the V20 5 surface as NH4+(ad) by the introduction of oxy­
gen.

No adsorption of NO was observed on the V2Os catalyst 
surface, even when the surface was oxidized by oxygen or
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catalyst, where a marked accelerating effect of oxygen is 
observed.

No N2O was detected after introduction of NO gas onto 
the reduced V20 6 surface, which shows that the surface re­
action on V2O5

2NO — N20  + O(ad)

does not take place. This process is an indispensable ele­
mentary process in the so-called “redox mechanism” reac­
tion.7

On the basis of the results we have obtained, it was con­
cluded that the marked oxygen effect on the reaction be­
tween NO and NH3 may be explained by the following 
mechanism. As a first step, NO oxidized by ambient 0 2 is 
adsorbed as N 02(ad) on V20 5, and NH3 as NH4+(ad), re­
spectively. Then both adsorbates react to form the product 
N2.

. NO,(ad) +  NH4+ N2 + 2H,0 +

This^mechanism explains well the effect of oxygen upon 
the reaction.

Figure 1. Ir spectra of adsorbed species at room temperature. Ad­
sorbed ammonia on Al20 3 (a), alumina supported V 20 5 (b) and V 20 5 
(c), and adsorbed species given by NO +  0 2 on V 20 5/A l20 3 (d). Dot­
ted lines represent the background spectra, and bars show the 
transmission range of 10% .

reduced by hydrogen. When a gas mixture of NO and 0 2 
was introduced onto the V2O5 surface, however, adsorption 
took place and the infrared spectrum of the adsorbed 
species exhibited a band at 1632 cm-1 as shown in Figure 
Id. An absorption band at the same position (1632 cm-1) 
was observed when only N 02 gas was introduced onto the 
V20 5 surface. The absorption band at 1632 cm-1 may be 
assigned to the antisymmetric stretching of N 02(ad),6 
which suggests that NO is adsorbed on V2O5 as N 02(ad) in 
the molecular form in the presence of oxygen. The absorp­
tion band at 1355 cm-1 was assigned to the N03_ ion on 
the NaCl window of the ir cell.

When N 02 gas was introduced onto the ammonia pread­
sorbed V2O5 or V2O5/AI2O3 at room temperature, the ir 
spectrum of the adsorbate NH4+(ad) on V2O5 decreased in 
intensity, and N2 and H20  were detected in the reaction 
system. The decrease of adsorbate NH4+(ad) did not occur 
when only NO was introduced onto the surface. When am­
monia was introduced onto the N 02 preadsorbed V205 sur­
face, on the other hand, the ir peak of adsorbed N02(ad) 
decreased and N2 was also detected as the reaction prod­
uct. These results indicate that N 02(ad) from gaseous NO 
with oxygen, and NH4+(ad), produced by the reactant 
NH3, are both very reactive surface species in the reduction 
of NO by NH3.

The reaction between N 02(ad) and NH4+(ad) was sepa­
rately studied by the infrared technique. After adsorbing 
ammonia and N 02, the gas-phase species were removed, 
and the two absorption bands (1410 and 1630 cm-1) due to 
each adsorbate, NH4+ and N 02, were examined. Both 
bands were decreased and almost dissappeared in 30 min at 
room temperature, while in the absence of one of these two 
adsorbed species, the absorption band of the other re­
mained unchanged. This demonstrates that N 02(ad) reacts 
readily with NH4+(ad) on the V205/ A120 3 surface at room 
temperature. In this manner NO reacts with NH3 in the 
presence of oxygen via N 02(ad) and.NH4+(ad) on the V20s
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Effects of Manitol and Sorbitol on Water at 25 °C
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S ir: Stern and O’Connor1 reported in this journal the 
enthalpies of transfer of NaCl from water to aqueous solu­
tions of two stereoisomer alcohols, mannitol and sorbitol. 
According to them, the enthalpies of transfer from pure 
water to dilute mannitol are first positive while those to 
sorbitol are negative, indicating opposing effects for the 
two alcohols. We have repeated the measurements and ob­
tained results in serious disagreement from those of Stern 
and O’Connor; no opposing effects for the two alcohols 
were found.

Our calorimeter and calorimetric method with the details 
on standardization and precision have been described pre­
viously.2-4 Our enthalpy of solution of NaCl at infinite 
dilution is 928 ±  5 cal/mol which is in excellent agreement 
with the “best” values selected by Parker.5 The materials 
used were sodium chloride (Baker AR); mannitol (Mal- 
linckrodt AR Mannite and also Matheson Coleman Bell
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F ig u re  1. Enthalpies of tran sfe r of N aC I from  w ate r to  aqueous m an­
nitol and sorbitol at 25  °C : -  •  -  •  data of this w ork for m anni­
tol; -  O ' -  O  data  of this w ork  for sorbitol; -  □  -  C  - ,  data for 
m annito l from  ref 1; -  ■  -  ■  data  for sorbitol from  re f 1.

Reagent Mannitol); sorbitol (MCB Reagent Sorbitol and 
also J. T. Baker Baker Grade D-Sorbitol Hydrate). These 
polyols were used either without further purification or re­
crystallized from deionized water, water-ethanol mixture, 
or ethanol, but yielding the consistent results within exper­
imental uncertainty.

The enthalpy of transfer, A/?tr(B •«— A), of a salt from a 
state of infinite dilution in solvent A to a state of infinite 
dilution in solvent B is given by

AfltrtB -  A) = -  A £ s( ^ a )

where AHs is the enthalpy of solution at infinite dilution 
and solvent A or B may be mixed solvents. The enthalpies 
of solution of NaCI were extrapolated to infinite dilution 
with the Debye-Hiickel limiting law using the dielectric 
constant data of aqueous mannitol reported by Akerlof.6 
Since the dielectric constants of aqueous sorbitol were not 
available, they were assumed to be identical with those of 
aqueous mannitol. For the study of dilute aqueous solu­
tions containing 0 to 15 wt % alcohols, the small change in 
dielectric constant does not seem to affect the limiting 
slope appreciably. Our enthalpies of transfer of NaCI from 
pure water to aqueous mannitol and sorbitol are given in 
Table I and they are compared with those reported by

Stern and O’Connor in Figure 1. We fail to reproduce the 
endothermic peak for the enthalpies of transfer in manni­
tol. For sorbitol, the negative enthalpies of transfer are 
confirmed qualitatively but not quantitatively. Enthalpies 
of transfer of NaCI from water to aqueous solutions of the 
two polyols are found to be both monotonically negative 
over the entire concentration range studied.

At our request, Franks7 carried out two measurements 
on the transfer of NaCI from water to aqueous mannitol 
with LKB batch and flow calorimeters. The results of 
Franks for mannitol agree with ours within experimental 
errors.

The order of exothermic curves indicates that sorbitol is 
a stronger structure breaker than mannitol. Jeffrey8 has 
found that sorbitol and mannitol adopt different conforma­
tions in aqueous solution. It seems that mannitol can be 
more easily adopted into the hydrogen-bonded structure 
than sorbitol.

Acknowledgments. The financial assistance of the Na­
tional Science Foundation is gratefully acknowledged.

Supplementary Material Available: (Table I) a listing of 
enthalpies of solution and transfer of NaCI from H2O to 
aqueous mannitol and sorbitol at 25 °C (2 pages). Ordering 
information is available on any current masthead page.
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