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Atomic Oxygen. VI. Isotope Effects in the Reactions of 
Deuterated 2 -Methylpropenes with Oxygen (3P) Atom s1

James J. Havel* and C. J. Hunt

Department of Chemistry, Rice University, Houston, Texas 77001 (Received August 25, 1975) 

Publication costs assisted by the Petroleum Research Fund and the Robert A. Welch Foundation

The gas-phase reactions of ground state (triplet) oxygen atoms with 2-methylpropene-do, - l -d \ , and -1 ,1 -  
d2 have been studied. The oxygen atoms were generated by the mercury photosensitized decomposition of 
nitrous oxide. Vinylic deuterium substitution of the olefin increases the epoxide yield and decreases the 
yields of carbonyl products. The rate of 0 (3P) addition to the olefin shows a small inverse secondary iso­
tope effect. A primary isotope effect upon the relative migratory aptitudes of hydrogen vs. deuterium rear­
rangement in the formation of 2 -methylpropanal was observed.

Introduction
In recent years, th study of the reactions of atomic oxy­

gen has been greatly accelerated. This increased interest in 
the field has been prompted by a demand for more knowl­
edge of the chem'cal mechanisms of three important phe­
nomena: upper atmosphere chemistry,2 photochemical air 
pollution,3 and combustion.4 The role of atomic oxygen in 
these three processes is still under investigation. The pur­
pose of this work is to clarify by means of various deuteri­
um isotope effects the mechanism of reaction of oxygen 
atoms with simple olefins.5 Recently, applications of atom­
ic oxygen reactions in the synthesis of new and useful or­
ganic compounds have been developed. 1,6

Atomic oxygen in its ground (triplet) state is convenient­
ly produced by the gas phase mercury photosensitized de­
composition of nitrous oxide.'

Hg(’So) + h r  Y -A  Hg(:1Pi)

Hg(:,P,l + N20  — HgTSo) + N2(>S) + 0 (:,P)

This technique has several advantages for the clean genera­
tion and reaction of oxygen atoms. First, the reaction is 
carried out in an easily constructed static system. Nitrous 
oxide does not react with simple organic molecules at ordi­
nary temperatures and pressures. Also, nitrous oxide is 
inert to oxygen atoms and free radicals. The direct photoly­
sis of nitrous oxide is negligible at the wavelengths emitted 
by low-pressure mercury lamps. Finally, the production of

one molecule of nitrogen for every oxygen atom provides a 
built-in device for the determination of product yields. No 
external actinometer is necessary.

Cvetanovic has pioneered the field of atomic oxygen 
reactions.58 In his study of the reaction of 2-methylpropene 
with 0 (:iP), he reported three C4H80  products: 2,2-dimeth- 
yloxirane, 1 (54% relative yield); 2-methylpropanal, 2 
(43%); and 2-butanone, 3 (3% ) . 8 Products of hydrogen ab­
straction or oxygen atom insertion into carbon-hydrogen 
bonds were not observed.

The proposed mechanism involves initial addition of 
0 (:!P) to the double bond to form carbon-oxygen 1,3 birad­
icals, 4 and 5 (Scheme I). These biradicals form epoxide 1 
by ring closure and carbonyl compounds 2 or 3 by 1,2 mi­
gration of a hydrogen atom or methyl radical. Assuming 
that the rates of ring closure of the two biradicals (k 2 and 
k j )  are approximately equal, then the large ratio of 2 - 
methylpropanal to 2 -hutanone indicates that addition to 
carbon-1  of 2 -methylpropene is faster than addition to car­
bon-2 (or k ] >  kj ) .  This result was to be expected, since 
biradical 4 possesses a tertiary carbon radical site, while 
biradical 5 has a primary carbon radical site.

Experimental Section
M a te r ia ls . Commercial nitrous oxide and 2-methylpro­

pene were purified bv trap-to-trap distillation before reac­
tion.

2-Methylpropene-/-di was prepared in 70% yield by D20  
hydrolysis of the corresponding Grignard reagent.9 The

779
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Scheme I
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^C=CHo
HC
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* / « -  \ /
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H 0 0
I ^ 0  Hi' / \ II

H,C— C-— C' X -----CH
H r

H C--C — CH 
3

H.C 1
2

Grignard precursor, l-bromo-2-methylpropene, was made 
by the method of Braude and Evans. 10

2 -Methylpropene-7 ,.1-d2 was prepared in poor yield (3%) 
from l.l-dichloro-2 -methylpropene11 by the method of 
Craig and Fowler. 12 Labeled compounds were VPC purified 
before reaction.

R e a c t io n  P r o c e d u r e s . Oxygen (3P) atoms were generated 
in the gas phase by the mercury photosensitized decompo­
sition of nitrous oxide.7 The general reaction technique has 
been described previously. 13

In all of the reactions discussed below, the initial total 
pressure was 0.92 atm, and the reaction temperature was 
25-29 °C. Two conditions were used to limit the reactions 
to primary processes. In order to minimize mercury photo­
sensitized decomposition or rearrangement of the sub­
strate, the ratio of nitrous oxide to olefin was 25:1. The re­
actions were stopped at less than 2 0% conversion of olefin 
in order to avoid reactions of 0 (3P) with primary products.

A n a ly s e s .  R e a c t io n  P r o d u c ts . Oxygenated products were 
analyzed by VPC on dinonylphthalate columns. Absolute 
yields of C4HnD8-nO products were determined by VPC 
after addition of a known volume of 1 ,2 -dimethoxyethane 
as internal standard. Absolute yields of C4H„D8_„0  prod­
ucts (based on nitrogen liberated by nitrous oxide decom­
position) varied from 6 8  to 74%. The absolute yield of car­
bon monoxide never exceeded 2 %.

Authentic samples of products 1, 2, and 3 were obtained 
commercially for comparison of spectra and VPC retention 
times. 2-Methoxypropene, 6 , was prepared by the method 
of Newman and VanderZwan. 14 The relative molar VPC re­
sponses of these C4H80  materials varied by less than 1 %, so 
no attempt was made to correct VPC areas in determining 
relative product yields.

R e la t iv e  R e a c t io n  R a te s . The relative rates of reaction of 
deuterated and undeuterated 2 -methylpropenes were de­
termined as described previously. 13 The total amounts of 
C4H„Dh-„ olefins before and after reaction were deter­
mined by both manometric and VPC analysis. The olefin 
mixtures were analyzed for isotopic content before and 
after reaction by mass spectrometry at an ionizing poten­
tial of 14 eV. The accuracy of these measurements was ± 1 % 
as determined with known gas mixtures.

M ig r a to r y  A p t i tu d e . The position of the deuterium in 
the 2 -methylpropanal formed by the reaction of atomic

TABLE I: Relative Product Yields from Reactions of 
Labeled 2-Methylpropenes with 0 (3P)

Reactant

Relative product yield, % a

1 2 3 6

Me,C=CH2 51.4 45.3 2.9 0.4
Me,C=CHD 55.3 41.6 2.7 0.4
Me2C=CD2 59.5 37.7 2.5 0.3

a Normalized yields of C4H„D8_nO products. Absolute 
yield = 68 to 74%. Absolute yield of CO — 2%.

oxygen with 2-methylpropene-7-di was determined by two 
methods: integration of the NMR spectrum and mass spec­
trometry at 70 eV (mass fragmentometry). The most accu­
rate method involved comparison of the intensities of the 
CHO+ and CDO+ ions due to 2-methylpropanal-2-di and 
2-me.thylpropanal-7-di, respectively. To check for deuteri­
um rearrangement before fragmentation, a sample of 2 - 
methylpropanal-2-di (97% isotopic purity) was prepared by 
six successive sodium deutroxide catalyzed isotopic ex­
changes between 2-methylpropanaI-do and excess D20. 
The mass spectrum of this material showed no detectable 
CDO+. The accuracy of the mass fragmentometry method 
was ±4%, as determined by incremental addition of unla­
beled 2 -methylpropanal to a mixture of 2 -methylpropanal- 
1 -d i and -2 - d j.

Results and Discussion
R e a c t io n  P r o d u c ts . In reinvestigating the reaction of 2- 

methylpropene with 0(3P), we have found another C4H80  
product, 2-methoxypropene, 6 . Enol ethers have also been 
detected from the reactions of other acyclic olefins with 
oxygen atoms. For example, the reaction of 2,3-dimethyl- 
2-butene produces 2-methoxy-3-methyl-2-butene in 1.5% 
yield, relative to total recovered C6H] 20  material. 15

The formation of 2-methoxypropene in the 2-methylpro- 
pene reaction is most easily explained by rearrangement of 
a methyl group to the oxygen radical site of biradical 5. In 
atomic oxygen reactions, migrating alkyl groups are known 
to become at least partially detached from intermediates 
such as 5 during rearrangement.

O'
I .

H:,C— C— C— H

H,C H 
5

ci i + Y --C I1  
H r

OCH;,

HC— C=CH, +  3 
6

Cvetanovic has demonstrated that the separated methyl 
radicals can be scavanged by molecular oxygen before com­
bination with radicals such as 7.8

The relative yields of products from the reactions of 2- 
methylpropene-do, - 1 -d j, and - l , l - d 2 are summarized in 
Table I.

The analysis of these changes in relative product yield is 
complex because of the several competing reactions leading 
to products. However, certain trends are evident upon in­
creased deuterium substitution of the double bond, name­
ly, an increase in epoxide yield and a decrease in yield of 
carbonyl products. Some reasons for these trends will be 
discussed below.

The Journal o f Physical Chemistry, Vol. 80, No. 8, 1976
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R e la t iv e  R e a c t io n  R a te s . The effect of deuterium substi­
tution on the rates of addition of various free radicals to 
olefins has been studied by several groups of workers. 16 

Deuterium substitution produces an interesting inverse 
secondary isotope effect; that is, deuterium-substituted 
olefin reacts faster than protium-substituted olefin. The 
magnitude of this effect is a 2-4.5% rate increase per vinylic 
deuterium atom. We have found that the reaction of 0 (3P) 
with labeled 2 -methylpropenes shows a similar effect:

^Me2C=CHD/feMe2C=CH2 = 1-03 ±  0 .0 1

and

feMe2C=CD2/feMe2C=CH2 -  1-05 ±  0.01

The inverse isotope effect was originally attributed to 
changes in vibrational frequencies accompanying the sp2 — 
sp3 rehybridization at the carbon atom to which the free 
radical has added. More recent calculations by Strausz and 
Safarik17 attribute the effect to the creation of new isotopi- 
cally sensitive normal modes during the passage from reac­
tant to transition state.

In either case, one would expect vinylic deuterium sub­
stitution to increase the rate of addition at carbon- 1  of 2 - 
methylpropene (£i) relative to addition at carbon-2  (kn ). 
This expectation is confirmed by the decreased relative 
yields of 2-butanone (3) and 2-methoxypropene (6 ) wbh 
substitution of one or two deuteriums. However, the effect 
of isotopic substitution on the ratio k\/k2 is minor com­
pared to isotope effects which arise later in the reaction se­
quence.

It should be noted that isotope effects on the orientation 
of oxygen atom addition have also been observed in the re­
actions of 0 (3P) with c is -  and t r a n s - ‘2 -b u t e n e -2 -d 1. 1:, Ex­
amination of the labeling pattern of the 2 -methylpropanal 
formed in these reactions7 showed that addition to the deu­
terium-substituted carbon proceeded 1-3% faster than ad­
dition to the protium-substituted carbon.

Determination of isotope effects on relative reaction 
rates by the method described in the Experimental Section 
depends on the irreversibility of oxygen atom addition. 
This irreversibility was demonstrated in the addition of 
0(3P) to cis-2-butene. 15 The unconsumed ci's-2-butene re­
covered after reaction showed no trace of t r a n s -2 -butene. 
Some t r a n s -2 -butene would have been expected if the ad­
dition were reversible.

h3cx  XH;,
/C = C ^  +  CX3P)

Hl

O'

— - H.,C— C— C— CH:i ~/f*

H H
H A . / H

^ C = C ^  + OOP)
\x CH

M ig r a to r y  A p t i tu d e . The reaction of 0(3P) with 2-meth- 
ylpropene-l-di provides an opportunity to directly deter­
mine the relative migratory aptitudes of hydrogen vs. deu­
terium from biradical 4di. The relative migratory aptitude 
is simply indicated by the ratio of 2 -methylpropanal-I-di 
to 2 -methylpropanal-2 -di.

H

H,C— C— C\ D
H,C

O
. I

H:iC— C— C— DI !
H.C H 

4d.
D

H;,C— C— C

H,C
"H

Analysis of the VPC-purified 2-methylpropanal from this 
reaction showed fe5h~/&5d~ = 1.17 ±  0.07. Hydrogen rear­
ranges faster than deuterium. Cvetanovic has shown8 that a 
migrating hydrogen atom does not become detached from 
the molecule during rearrangement. The rearranging hy­
drogen atoms cannot be scavenged by molecular oxygen.

The slower rearrangement of deuterium is also reflected 
in the relative product yields of Table I. Deuterium substi­
tution decreases the rate of aldehyde formation ( k 5) with­
out appreciably changing the competing rate of epoxide 
formation ( k 3).

The closest literature analogy to the migratory aptitude 
isotope effect described above can be seen in the decompo­
sition of l-pyrazoline-4-di. 18 Thermolysis of this com­
pound involves loss of nitrogen and formation of propene 
and cyclopropane.

H.j

\  241 C
Il CHD -------- *’S/

H,

H:;C— CD=CHo
+ + 

ILCD— CH=CH.

The relative migratory aptitude of the rearrangement lead­
ing to propene formation is feh/̂ d = 1-50 ±  0.08. However, 
the pyrolysis of 1 -pyrazolines probably does not involve 
triplet 1,3 biradical intermediates. 19
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The Long-Lived Transient in the 2500 - 3500 -A 
Flash Photolysis of Gaseous Sulfur Dioxide
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The flash photolysis of pure SO2, S0 2 -Ar, S0 2 -He, and SO2-NO gaseous mixtures has been studied by ki­
netic spectroscopy. The transient absorbance of an unidentified species X formed in the flashed mixtures 
was followed by changes in the optical density at 3250 A. Measurements of the initial changes in optical 
density and the lifetimes of the absorbing species have been made in a variety of experiments of varied 
reactant pressures and flash intensities. The results suggest that the rate-determining step in the forma­
tion of X involves an electronically excited singlet SO2 molecule and a ground state SO2 molecule. The 
decay of X is controlled by its rate of diffusion to the cell wall, as suggested in Hellner and Keller’s previ­
ous wcrk.7 In the evaluation of the rate data attention was paid to the very large temperature rise which ac­
companies the flash photolysis of SO2 mixtures. An alternative thermal equilibrium hypothesis for X gen­
eration, SO2 X, appears to fit some of the observations made here, but it is incompatible with others. 
Speculation on the chemical nature of X leads to the consideration of several alternatives: a “thermal” iso­
mer of SO2, S2O, (S0 2 >2, and some seemingly less attractive species.

Introduction

The spectroscopy and the photochemistry of the simple 
triatomic molecule SO2 within the first allowed absorption 
band still defies a complete and self-consistent description. 
Both spectroscopists1 and photochemists2 have been frus­
trated in attempts to resolve completely the interactions 
between the various singlet states (’Bi, ^ 2) and triplet 
states (3Bi, 3A2, 3B2) which are believed to be accessible to 
an SO2 molecule excited within the first allowed absorption 
region (2400-3300 A).; Among the many unresolved prob­
lems in SO2 photochemistry is the characterization of the 
long-lived transient species produced in the flash excita­
tion of SO2. A so-called continuum absorption is seen over 
all of the SO2 absorption regions following the flash excita­
tion of SO2.4- 9 A similar continuum, which may or may not 
be related to that seen in the SO2 flash experiments, has 
been found to preceed the appearance of product SO2 in 
S0 2 -forming thermal reactions such as the combustion of 
H2S in O2 ,10 and the explosion of CSo with O2 ,11 as well as 
in the photolyses of H2S, CS2, and COS in 0 2. 12 In flash 
photolysis studies it was observed that the continuum 
could be suppressed by addition of a large amount of ther- 
malizing, unreactive gas such as nitrogen. As a consequence 
some workers have attributed the transient absorption to 
some thermal effect. Further evidence for this interpreta­
tion is seen in the absorption spectrum of SO2 at elevated 
temperatures; here the normal SO2 structure disappears as

a continuum grows in at increasing temperatures. 13 -15  Fur­
thermore the high-temperature infrared spectrum of SO2 

exhibits some new bands which increase with increasing 
temperature. 16 From the evidence at hand it is not possible 
to conclude unambiguously whether the transient absorp­
tion observed in the variety of both thermal and photo­
chemical experiments has its origin in the same chemical 
species, although this conclusion seems to be accepted in 
much of the published literature on these systems.

Many hypotheses have been set forth as to the nature of 
the transient which is responsible for the continuum ab­
sorption in the variety of thermal and photochemical ex­
periments. First it was reasoned by Myerson et al. 11 to have 
a structure S-O-O, and later it was given a less specific 
designation by Norrish and Oldershaw as a “thermal iso­
mer” of SO2.4 Infrared spectral considerations of Giguère 
and Savoie16 did not favor the S -0 -0  hypothesis. Hayes 
and Pfeiffer3b suggested from their LCAO-S CR-MO cal­
culations on S0 2 -like molecules that the transient may be a 
symmetrical form of SO2 with a somewhat larger S -0  bond 
distance and a O-S-O bond angle of 72°. Basco and Morse6 

had a very different interpretation; they studied the adia­
batic flash photolysis of SO2 and concluded that the ap­
pearance of the continuum absorption is ".he result of an 
optical illusion induced by temperature broadening of the 
C(1B2)-X (1A1) and AGBil-XGAj) banded structure.

Recently the first kinetic study of the transient in SO2 

flash photolysis was performed by Hellner and Keller.7
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They reported a most surprising result in terms of the then 
current hypotheses on the nature of the transient; the life­
time of the transient responsible for the continuum absorp­
tion increased with increase in pressure of the thermalizing 
gas and reached half-lives of about 1  s at 1 atm pressure. 
The rate of its disappearance was shown to be dependent 
on the rate of diffusion to the cell wall. Although tempera­
ture broadening of the SO2 line structure must occur as 
Basco and Morse have reasoned, it seems highly improba­
ble that the entire effect has this origin; one expects that 
added thermalizing gas would decrease the lifetime of the 
transient if this were the case, as a result of the increase in 
the rate of the thermallizing collisions. In explanation of 
their results Hellner and Keller suggested that the tran­
sient was a weak dimer of S02 which they proposed was 
formed by the interaction between two excited singlet mol­
ecules. However the kinetic studies upon which these con­
clusions were based involved some assumptions in data 
treatment which seem inappropriate to us. Although their 
flash experiments were carried out using pressures of pure 
SO2 and SO2 in added gas mixtures which extended up to 1 

atm, the authors have assumed that the rate of light ab­
sorption in their photolysis cell was proportional to the S02 

pressure. In view of the high extinction coefficient of S02 

in the 2800-Á region and the diameter of their cell, the lim­
iting form of Beer’s law cannot apply. Furthermore their 
use of steady state expressions in analyzing the data, and 
the neglect of the effects of the large temperature rise 
which must have occurred in their studies, are not justified. 
In view of these problems in the data evaluation in the pre­
vious work, we initiated the present study to further delin­
eate the mechanism of formation of the long-lived transient 
and the chemical nature of this species. Some interesting 
new features of the S02 flash photolysis system were ob­
served and are reported here.

Experimental Section

The quartz reaction cell was 220 cm in length and 6.3 cm
i.d. The monitoring light beam entered and exitted the cell 
through 1.5-in. quartz windows attached to stainless steel, 
O-ring fitted, end plates of the cell. The flash lamp which 
paralleled the cell was a 33 mm i.d. Vycor tube (cutoff, X 
<2400 Á) which was filled with xenon (9 Torr) and oxygen 
(1 Torr). The cell and the flashlamp were light coupled 
with an aluminum reflector housing coated inside whh 
white reflectance paint (Kodak 6080). The electrical energy 
dissipated through the flashlamp was generally 2 0  kj, al­
though this was varied in some runs over the range 12.5-
22.5 kJ. The pulse width at half-maximum intensity was 
about 50 ms; the maximum intensity occurred at about 24 
ms after initiation of the flash.

The continuum absorption was monitored in the first ex­
periments with a controlled-delay spectroflash lamp and 
Hilger, quartz prism, plate spectrograph. Employed in the 
kinetic experiments was a xenon high-pressure continuous 
light source (Osram HBO 450 W), filtered with a 0.25-in. 
Pyrex plate and shuttered until just before the flash. After 
the analyzing beam passed through the cell it entered a 
Jarrell-Ash, 0.5-m grating monochromator, equipped with 
a IP-21 (RCA) photomultiplier. In the latter case the wave­
length chosen for monitoring was 3250 ±  2 Á so that our re­
sults would be directly comparable to those obtained in the 
previous kinetic work which was carried out at this wave­
length. ' The decay curve was recorded with a transient re­
corder (Biomation 610), digitized, and stored on paper tape

for later treatment and/or displayed on an oscilloscope 
(Tektronix 561A) and the trace photographed.

The photolysis cell and flash lamp were connected to a 
conventional mercury-free vacuum system employing Tef­
lon stopcocks. Pressures below 10 Torr were measured di­
rectly with a pressure transducer (Dynascience); this was 
used as null device in connection with a calibrated pressure 
gauge (Wallace and Tiernan) for the higher pressure range 
(10-100 Torr). When gas mixtures were prepared, uniform 
mixing of the components throughout the cell was ensured 
through the 30-min operation of a mechanical, glass, circu­
lating pump, attached in series with the cell by means of a 
glass tubing loop connected through each of the endplates 
of the cell. The S02 reactant gas (Matheson and Co., anhy­
drous) was twice distilled from trap to trap with retension 
of only the middle boiling third of the sample. Argon gas 
(Airco, reagent grade) and helium (Matheson) were used 
without further purification. Nitric oxide (Matheson) was 
purified by distillation from silica gel at —131 to —196 °C.

Experimental Results and Discussion

The transient formed in the flash photolysis of S02 was 
followed by absorption spectroscopy in experiments de­
signed to test the mechanism of its formation. Several of 
the observations of Hellner and Keller7 are confirmed in 
this work, but some new and significant findings require 
some modification of the existing theories of the transient 
formation and decay mechanisms.

O b s e r v a t io n  o f  T w o  T r a n s ie n t  A b s o r p t io n s . Our initial 
plate spectrographic study of the spectral changes in flash 
photolyzed S02 confirmed the observations of many previ­
ous investigators:4-9 a continuum absorption appears in the 
2500-3300-Â region of the first allowed transition of S02. 
However in kinetic experiments in which the 3250-Â ab­
sorption was monitored, not one, but two first-order tran­
sient decays of different lifetime were observed. For an ex­
periment in which PsOo = 0.80 Torr, an initial first-order 
decay was seen which had a lifetime of about 1 0  ms; the 
lifetime of this species increased in a regular fashion as 
P so2 was raised and was equal to 0.84 s in experiments at 
31 Torr of S02; see the data of Table I. The decay time for 
this component was essentially unchanged when it was 
formed in successive flashes of the same sample. This is un­
doubtedly the transient absorption which was studied by 
Hellner and Keller,7 and it is the one on which most of our 
attention will be focused. We will refer to the species re­
sponsible for this absorption as X. The second component 
(Y) in the absorption was evident in a long-lasting (~1 s), 
low-intensity tail in the decay curve. The lifetime of Y 
changed somewhat erratically as the S02 pressure was in­
creased. With successive flashes of the same sample of S02, 
the decay rate of Y seemed to increase, whereas its absorb­
ance extrapolated to zero time decreased in a somewhat er­
ratic fashion. The lifetimes of the two components X and Y 
appeared to merge at the higher pressures, and, of course, 
resolution of the two for these conditions was impossible. 
Because of the irreproducible character of the second com­
ponent we have not been able to define its origin or its ki­
netics. It is possible that it is the result of an experimental 
artifact, or it may be related to the temperature broadening 
of the S02 structure in the viscinity of the 3250-Â region 
brought on by the absorption of light from the higher vi­
brational levels of the hot S02 molecules created in the adi­
abatic flash heating of the reactant; this was the previous 
suggestion of Basco and Morse6 in explanation of the entire
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TABLE I: Effect of SO2 Pressure on the Lifetimes (r) and 
the Initial Changes in Optical Densities (AOD°) at 3250 A 
for the Transient Formed in the Flash Photolysis of 
Gaseous S02a

Pso2, Torr r, ms AOD° k l ab Tmax, Kr

0.80 10 .0 0.74 0.74 2119
1.05 12.7 0.97 0.95 2119
1.33 19.4 1 . 1 1 1.17 2097
1.55 23.1 1.24 1.33 2080
1.70 25.7 1.51 1.44 2069
2.00 26.8 1 .6 8 1.69 2047
3.55 47.4 2.41 2.51 1938
5.00 64.2 3.00 3.07 1844
6.48 97.1 2.78 3.44 1756
8.00 125 2.78 3.66 1673
9.33 149 2.53 3.75 1606

15.8 316 1.42 3.38 1339
20.0 422 1.08 2.84 1209
24.6 614 0.57 2.71 1094
31.4 837 0.30 1.48 964

a Flash energy was 20 kJ; temperature cell at start, ~295 K.
h This quantity is roughly proportional to the intensity of the
light absorbed by SO;> molecules at the center of the flash pho-
tolysis cell, near the position of optical density measurement;
see the text for the calculation method. c Estimated maximum 
gas temperature in cell following the adiabatic flash photolysis 
of the SO2; see the text for the calculation method.

transient absorption phenomenon. Another alternative is 
that an “apparent” absorption results from the creation of 
light scattering aerosol particles of H2SO4 , formed on hy­
dration of one of the initial products, SO3. Absorption due 
to component Y is relatively low in most experiments, and 
it represents only a minor perturbation in the resolution of 
the kinetic behavior of the X species for the experiments at 
the lower SO2 pressures. As a consequence we will base 
most of our interpretations on the results of these low-pres­
sure experiments which allow a more definitive character­
ization of the kinetic parameters of X.

D e p e n d e n c e  o f  th e  In it ia l  O p t ic a l  D e n s i t y  o f  th e  T r a n ­
s i e n t  X  o n  th e  I n t e n s i t y  o f  th e  L ig h t  A b s o r b e d  b y  S O 2. A 
series of kinetic studies in pure SO2 at varied pressures was 
made in which we determined the lifetime of the major 
transient species and its optical density at zero time after 
the flash. These data, summarized in Table I, provide new 
evidence of the mechanism of formation of the unknown X  
species.

It can be shown that the change in optical density at 
3250 A immediately following the flash (AOD°) is related to 
the concentration of X by

AOD° = (tx — ncso2)[X]0/ (1)

Here tx and eso2 refer to the molar extinction coefficients 
of X and SO2, respectively, at 3250 A; l is the path length 
( 2 2 0  cm); n  is the number of SO2 molecules which react to 
form a molecule of tne transient X. The intensity of the 
flashlamp light (7a, quanta l. “ 1 flash-1) of wavelength X ab­
sorbed by SO2 molecules in a volume element near the cen­
ter of the cell (radius, a cm), the position of the optical 
density measurements, should be proportional to the prod­
uct of the intensity of the flashlamp which is transmitted 
to this volume element, and the pressure of SO2;

WaX = (1 0 -<dSO2|a)P s O 2 0 (2)

k  is a proportionality constant which includes the recipro­

cal of the incident flash intensity. As a first approximation, 
we may assume an appropriate average value for c and con­
sider the flashlamp distribution to be a continuum of equal 
intensity per wavelength interval in the SO2 absorption re­
gion (2400-3300 A).1, Then function 2 should be approxi­
mately proportional to the total number of light quanta ab­
sorbed by SO2 per unit volume near the center line of the 
cylindrical cell. Following this procedure values of fc/a were 
calculated for different values of P so2 used in our experi­
ments; these are shown in column 4 of Table I. Compare 
this quantity with the value of AOD° observed in these ex­
periments (column 3, Table I). The two quantities are near 
equal to one another for experiments wbh P s o 2 — 5 Torr. 
The correspondence fails at high SO2 pressures; Wa values 
maximize at about 9 Torr while the AOD° values are a max­
imum at about 5 Torr. A quantitative treatment of the ab­
sorption data at high [SO2] is impossible without a detailed 
knowledge of the complete absorption spectra of the tran­
sient X. However the high [SO2] results can be rationalized 
well in a qualitative sense. One would anticipate that as the 
pressure of SO2 is increased the concentration of the tran­
sient product X will increase significantly in that portion of 
the cell volume which extends from the cell wall to the cen­
ter of the cell; this may act as an internal filter of increas­
ing density as P so2 >s increased, and penetration of the 
flashlamp radiation to the center of the cell will be atten­
uated more than predicted by the approximate relation 2 . 
This potential complication should be unimportant for 
data at the lowest P so2 values, and these will give the most 
reliable indication of the dependence of AOD° on 7a. Thus 
the present data support the conclusion that AOD° is di­
rectly proportional to the first power of 7a

Further experiments summarized in Table II show the 
effect of altered energy of the flash on the concentration of 
X formed initially. The flash energy was estimated from 
the energy stored in the condensors associated with the 
flash lamp ( C V 2/2 ), and it should be approximately pro­
portional to the number of photons of light emitted per 
flash at the higher charging voltages. At the lowest energy 
at which firing could be effected here ( 1 2  kJ), the fraction 
of the original stored energy which is dissipated to produce 
light is probably somewhat lower than tnat at the higher 
voltages since a complete discharge of the voltage stored in 
the condensors is not likely for these conditions. Thus only 
the highest four energy points were used in our analysis of 
the data of Table II. Plots of In AOD° vs. In (flash energy) 
were made (Figure 1), and the linear least-squares fit of 
these data give an estimate of the exponent m in the rela­
tion, AOD° = a l am. For the five series of runs shown in the 
order given in Table II, values of m  are 0.94 ± 0.12 (2 a  
error limits); 0.98 ± 0.03; 1.54 ±  0.20; 1.46 ±  0.32; 0.69 ±
0.12 (0.90 ±  0.26, using all points). The weighted average of 
these estimates gives m  = 1.07 ±  0.16. Both these data and 
those described previously from runs with varied pressures 
of SO2 suggest that the concentration of the transient X  
which is present just after the flash is directly proportional 
to the absorbed light intensity. This result differs from that 
of Hellner and Keller7 who reported m = 2 in their studies.

E f f e c t  o f  A d d e d  G a se s  o n  th e  F o r m a t io n  o f  X  in  S O 2 

F la sh  P h o to ly s e s . The observed direct proportionality of 
the [X] with the intensity of the flashlamp light absorbed 
by SO2 suggests that X may be formed in a reaction involv­
ing only one excited S02 molecule. The fact that this excit­
ed molecule is a singlet state of SO2, as Hellner and Keller 
reported,7 is confirmed here. The flash photolysis of a mix-
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TABLE II: Effect of the Flash Energy on the Lifetimes (r)
and the Initial Optical Density Change (AOD°) in the
Flash Photolysis of SO2 and SOi-Ar Gaseous Mixtures“

------!-------—  Flash energy,
SO2 Ar k-J r, ms AOD° T max, Kfc

1.5 4.0 12.5 28.9 0.46 980
15.0 26.7 0.69 1108
17.5 24.3 0.80 1235
20 .0 24.9 0.91 1361
22.5 23.9 1.03 1486

2.0 4.53 12.5 28 0.49 1 0 1 1

15.0 29 0.87 1144
17.5 24.8 0.99 1276
20.0 24.7 1.16 1407
22.5 23.5 1.26 1537

2.0 6.0 12.5 34.3 0.51 931
15.0 33.3 0.79 * 1051
17.5 31.3* 1.06 1169
20.0 31.3 1.26 1287
22.5 30.8 1.49 1403

2.0 9.11 ' 12.5 42.9 0.39 809
15.0 41.7 0.63 907
17.5 37.9 0.8 6 1004
20.0 38.1 1.0 0 1 10 0

22.5 37.5 1.15 1196
10 .1  0.0 12 .0 c 1.19 1098

14.0 c 1.53 1219
16.0 c 1.72 1337
18.0 c 1 .8 8 1454
2 2 .0 c 2.09 1682

“ Temperature of the mixture in cell initially, 295 K. b Esti-
mated maximum temperature in cell following the adiabatic
flash photolysis of SO2: see the text for the calculation method. 
r Not estimated.

In E ( k J )

Figure 1. Test of the formation m echanism  of the transient X: plot of 
the logarithm of the initial change in optical density at 3250 A fol­
lowing the flash photolysis o f S 0 2-A r and S 0 2-H e mixtures vs. the 
logarithm of the electrical energy (CV2/2) used to create the flash; 
pressure of reactants (Torr); curve 1, Ar 4 .53; S 0 2 2.0; curve 2, Ar 
4.0, S 0 2 1.5; curve 3, Ar 6.0, S 0 2 2.0; curve 4, Ar 9.11, S 0 2 2.0.

ture of nitric oxide (1.0 Torr) and SO2 (2 .0  Torr) gave 
A0D° values only slightly depressed from those obtained in
2.0 Torr of pure S02, and there was no significant effect on 
r. If one of the triplet states of S02 was responsible for X

TABLE III: Effect of Added Argon and Helium Gases on 
the Lifetimes (r) and Initial Changes in Optical Density 
(AOD°) at 3250 A for the Transient in the Flash Photolysis 
of S0 2 -Ar and SOi-He Gas Mixtures“

Pm, Torr r, ms AOD° Tmax, K8

M =: Ar
0.0 26.8 1 .6 8 2047
4.0 27.9 1.38 1458
4.53 29.0 1.36 1407
6 .0 31.3 1.26 1267
9.0 38.3 1 .1 2 1106
9.11 38.2 1.0 0 1 10 0

18.1 96.1 0.62 815
30.0 196 0.44 648
35.7 318 0.34 601

M = He
0.0 26.8 1 .6 8 2047
2.5 8.4 1.53 1628
5.1 7.0 1.30 1357

10.4 8 .2 0.94 1042
15.7 10 .0 0.69 869
20 .2 1 2 .2 0.53 775

“ P.SO9 = 2.0 Torr; flash energy, 20 kJ; temperature of mix­
ture initially, 295 K. 6 Estimated maximum gas temperature in 
the cell following the adiabatic flash photolysis of S02 in the 
gas mixture; see the text for the calculation method.

formation here, then essentially complete quenching of the 
absorbance of X would have been noted.

Further information on the nature of the kinetics of X 
formation can be gleamed from the flash experiments made 
using SC>2-Ar and S0 2 -He mixtures. These are summa­
rized in Table III. Note that AOD° decreases as the pres­
sure of Ar or He is increased in mixtures containing 2 Torr 
of S02. The reciprocal of the AOD° values is seen to be a 
linear function of the pressure of added Ar (Figure 2 ) or He 
(Figure 3). The simplest kinetic mechanism which will ac-
count for this dependence is the following:

S02 + h v  (A 2500-3400 A) — 'S 0 2 (3)

^S02 + S02 —*■ X (+ other products) (4)

+ S02 —*• products other than X (5)

^S02 + M -*  S02 + M (6 )

If this mechanism is operative then the following simple 
relation should hold:

1 _ 1 I~fe4 + k5 k6 / Pm \ ~l
AOD° hi a L k4 k4\PsoJ \

We can test the mechanism in a more quantitative fashion 
using the linear least-squares parameters of the plots of 
Figures 2 and 3. In theory the (slope)/(intercept) ratio 
should equal k6/(k4 + k5)Pso2- In Figure 2 , the data for the 
S02-Ar mixtures give an intercept of 0.437 ± 0.057 and a 
slope of 0.0655 ± 0.032 Torr-1. From these we estimate 
k6/(k4 + k$) = 0.30 ± 0.04. This is in good agreement with 
the ratio of excited singlet [S02(IB1)] quenching rate con­
stants observed directly from S02(*Bi) lifetime measure­
ments using laser excited SO^Ar mixtures: for experi­
ments at 2662 A, k6/(k4 + kB) = (1.1 ±  0 .1 ) X 1010/(3.8 ±  
0.1) X 1 0 10 = 0.29 ± 0.03; for 3130-A excitation, kj(k4 + 
k5) =  (2.7 ±  0.2) X 1010/(1.18 ± 0.03) X 10" = 0.23 ±  
0 .0 2 .18

From the intercept (0.496 ±  0.061) and slope (0.0638 ±
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Figure 2. A further test o f the formation m echanism  of the transient 
X; plot o f the pressure of argon vs. the reciprocal o f the change in 
the optical density at 3250 A observed in the flash photolysis of S 0 2-  
Ar mixtures; Pso, =  2.0 Torr.

P H e  ’  T o r  r

Figure 3. A further test o f the formation m echanism  of the transient 
X; plot o f the pressure o f helium vs. the change in optical density at 
3250 A observed in the flash photolysis o f SC>2-H e  mixtures; Pso2 
=  2.0 Torr.

0.0053) of the plot of the data from the He-SC>2 data (Fig­
ure 3), we estimate k^/ik^ + fes) = 0.26 ±  0.04, where M in 
reaction 6 is now He. There are no direct lifetime data with 
which we can compare in this case. However the estimate is 
reasonable accord with Mettee’s relative quenching rate 
constants obtained for these gases in steady state photolys- 
es of S02-He and S02-Ar mixtures:19 k 6(R e )/ k e { A i )  =* 
0.65; thus &6(He)/(& 4 + k 5) 0.19.

In summary we may conclude from the present work that 
the kinetics of formation of the transient X is consistent 
with the simple interaction of one electronically excited 
singlet S02 molecule and a ground state S02 molecule. This 
is not in accord with the conclusion of Hellner and Keller 
who suggest that X is derived from the interaction of two 
excited singlet S02 molecules.

L i fe t im e  D a ta  a n d  th e  M e c h a n is m  o f  R e m o v a l  o f  th e  
T r a n s ie n t  X . The present results on the lifetime of the 
transient X are consistent in most respects with the previ­
ous observations of Hellner and Keller who found the only 
significant loss of X was at the wall of the reaction vessel.7 
They suggested that the apparent first-order decay con­
stant observed for disappearance of X should be described
by

k = -  = ~  + k\ +  k qP  (8)
r P

They estimated that the function k d appropriate for the 
diffusion-controlled loss of species X from the centerline of 
the cylindrical cell would be given approximately by

(5.78)0(760)
kd = --------- ; -------  (9)

This should apply equally well for our conditions. Here D  
is the diffusion coefficient (cm2 s-1) of the gaseous mixture 
(at 760 Torr) and a is the radius of the cylindrical cell (cm).

Apparently one important factor related to the flash 
photolysis of S02 was not anticipated by Hellner and Kel­
ler, yet it must be taken into account in the testing for the 
diffusion mechanism for X decay in these flash systems; 
the temperature of the gaseous S02 mixtures immediately 
following the flash must rise well above room temperature 
as a result of the energy absorption by SC2 and its dissipa­
tion in subsequent events. We have calculated the initial 
temperature rise expected in our runs, and these estimated 
maximum temperatures ( T max) are shown in each table. 
The method of calculation was straightforward. The num­
ber of quanta of light quanta absorbed by azomethane at 
low pressures was estimated from the nitrogen liberated: 
about 0.48% of the azomethane compound present was de­
composed per flash (20 kJ), independent of the pressure of 
azomethane (PAz„ < 5 Torr). Using this information and 
taking account of the differences in the absorption regions 
and extinctions of azomethane and S02, we estimated that 
the energy absorbed (Q , cal l.-1 flash-1) will be given ap­
proximately by

Q  = 12.84[1 -  10~4'237x10-2PSo2 (Torr)] —  (10)
22.5

Here E  represents the energy (kJ) discharged through the 
flashlamp. Of course the magnitude of the temperature rise 
will depend upon the heat capacity of the gaseous mixture. 
We have used the heat capacities at constant volume (cal 
mol- »' (C„)S02 = 9.908 + 1.089 X 10-3r  -  2.642 X 105/T 2 
and (CJAr,He = 2.98, and set Q = Sw sC v df. The cubic 
equation in the unknown T  which resulted after integra­
tion of this relation for the appropriate conditions of the 
given gaseous mixture was solved for the one significant 
root. The columns labeled Tmax in Tables I—III show that 
the temperature rise expected in these experiments is truly 
significant, especially in experiments at low pressures of 
S02 where Tmax =* 2100 K. Such very high temperatures 
have been observed directly in similar unfiltered, flash-ir­
radiated S02 by Basco and Morse.6 For their flash system 
they estimated from the rotational line distribution of the 
transient SO molecule that the temperature following the 
flash was about 3000 K. Since the diffusion coefficient is a 
function of the temperature we must take this into account 
in our attempts to rationalize the lifetime data. A direct ob­
servation of the effect of temperature rise on the first-order 
decay constant for X can be seen from the lifetime data ob­
tained in runs at varied flash energies in Table II. Note 
that in any given series of experiments with a mixture of 
fixed composition the lifetime of the transient decreases as 
the flash energy increases. It appears to us that a reason­
able rationale for this is the increased rate of the diffusion 
of X which will occur as the temperature of the mixture is 
increased. A plot of the In ( t l / t , )  v s . In (T;/TL) shows that 
the temperature dependence of the t%/t; is approximately 
proportional to (T i/ T i )0A0±0-n ; L and i subscripts refer to 
the quantities obtained in experiments at the lowest flash 
energy and the ith energy within a given series, respective­
ly. This result is in reasonable accord witn theoretical ex­
pectations; k J P  should be approximately proportional to 
T1/2 since the temperature dependence of D  and hence that
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of fed will be approximately proportional to T:!/- in this 
temperature range, and P is directly proportional to T .20 

Thus in testing the suitability of eq 8  and 9 to explain the 
1 / t dependence on P.so2 (Table I), we have factored out the 
temperature dependence of the D / P  term and plotted 1/r 
vs. T°-40/PsO2° *n Figure 4. The data follow the theoretical­
ly expected linear dependence rather well and the slope of 
this plot gives 3.65 ±  0.21 K0-4 Torr- 1  s-1; fed(298 K) = 35.6 
Torr- 1  s-1; D(298 K, 1  atm) = 0.081 ±  0.005 cm2 s-1. This 
checks reasonably well with the reported value of the self­
diffusion coefficient for SO2 (298 K, 1 atm): D  =  0.088 cm2 

s- 1 .21

A similar procedure was employed to take into account 
the effect of temperature on the lifetimes in the Ar-S0 2  

and He-S0 2  mixtures. We have used the approximation 
that the diffusion coefficient of a mixture will be given by 
D 12 = n-iDu + n 2D 22 where rc, is the mole fraction and D u 
is the self-diffusion coefficient of the ith component. Com­
bining this relation with eq 8 and 9, neglecting feq and fex 
terms, and separating k J P  temperature dependence as 
T ° \  one expects in theory that a plot of (Ptotai)2/ r T 0-4 vs. 
the pressure of the added gas (At or He) should be linear. 
The plots of the data for Ar-S0 2  mixtures and He-SC>2 

mixtures given in Figure 5 are in qualitative accord with 
these expectations, although the data are much more scat­
tered here than in the pure SO2 experiments. We estimate 
from the slopes of these plots that the self-diffusion coeffi­
cients of Ar and He (298 K, 1 atm) are 0.21 ±  0.05 and 2.9 
±  0.4 cm2 s-1, respectively. Direct experimental values are 
0.19 and 1.6 cm2 s '1, respectively. 21 The order of magni­
tude agreement seen here for the Ar-SC>2 and He SO2 data 
support the conclusion derived from the more precise pure 
SO2 data: namely, the mechanism of X decay appears to be 
the diffusion-controlled loss of X at the cell wall.

C o n s id e r a t io n  o f  th e  A l t e r n a t iv e  T h e r m a l M e c h a n is m  
f o r  D e v e lo p m e n t  o f  th e  T r a n s ie n t  X .  One may legitimately 
question whether the entire effect seen here might be the 
trivial result of purely thermal reactions which result from 
the very large temperature rise which develops in the gas­
eous mixture following the flash photolysis of S02 mixtures 
in our system. For example, reaction 11 can be important in

S02 + S02 — SO3 + SO (1 1 )

the experiments with pure SO2 mixtures at the lowest pres­
sures where temperatures in excess of 2000 K are antici­
pated since fen 10iZg-voOtcai/moD/ftT M- 1  s- 1 .22 In an ex­
periment with 0.80 Torr of SO2, we estimate that about 2 .2  

X 10- 7  M SO2 will have reacted by eq 11 during a 1-ms 
time period. Conceivably the transient X may be generated 
then from the thermal reactions of the initial products, SO 
and SO3. It can be shown that this reaction rate dies quick­
ly at the higher pressures, and it is not likely to be an im­
portant mechanism of X formation when temperatures 
near 1000 K are expected.

We might speculate, as others have done, 15 that X is a 
high-energy isomer of SO2 formed following reaction 1 1  or 
by some other route, and it is in equilibrium with SO2. If 
such a mechanism is assumed, only one molecule of SO2 

forms one molecule of X, and [X] «  [SO2], then a plot of In 
(AOD0/Pso2°) should be a linear function of 1 /T. If X were 
formed from two molecules of SO2 than In [AOD0/  
(Pso2°)2F] should be a linear function of 1/T. Using the 
data of Table I plots of this sort have been constructed; see 
Figure 6 . Indeed the data do follow well the expectations of 
the SO2 <=i X equilibrium hypothesis. The slope of this plot

Figure 4. A test o f the diffusion m echanism  for loss o f X at the cell 
wall; plot o f the reciprocal o f the lifetime o f the transient X observed 
in the flash photolysis o f pure S 0 2 vs. 7° 4/P s o 2°-

Figure 5. A further test o f the diffusion m echanism  for X loss at the 
cell wall; plot o f (Ptotai°)2/ r  7° 4 vs. the pressure o f Ar or He; data 
are from the lifetime studies o f the transient X formed in the flash 
photolysis o f S 0 2-A r  and SQ2-H e  mixtures; Pso 2 =  2 .0 Torr.

Figure 6 . A test o f the "thermal equilibrium” hypothesis for X for­
mation; plot o f In (A O D °/P So2°) and In [(AOD°X298)/ TfPSO20)2] vs. 
1 /  T for flash photolyses o f pure S 0 2 gas; AOD0 is the change in op­
tical density o f the mixture at 3250 A immediately after the flash.

gives an apparent AH  for the hypothetical isomerization of
16.3 ±  0.4 kcal mol-1. Although the fit of the data to this 
theory is gratifying, the value of AH  found is about a factor 
of 4 larger than that observed in thermal studies of SO2 by 
Brown and Burns. 15 When this seemingly realistic alterna­
tive mechanism for X formation is applied to the results 
from the SC>2-Ar and SO2- He mixtures (Tables II and III), 
a very similar set of nearly linear relations between In
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[AOD°/Pso2°1 ar*d 1 /T  is seen; Figure 7. The apparent AH  
values (kcal mol-1) in these cases are 3.4 ±  0.4 (series 1, 
Table II); 3.4 ±  0.2 (series 2); 5.2 ±  0.5 (series 3); 4.4 ±  0.3 
(series 4); 2.8 ±  0.4 (series 5, Table II); 2.8 ±  0.2 (SO^-Ar 
series, Table III); 2.9 ±  0.3 (SOo-He series, Table III). 
These values afe very near those reported from thermal 
studies of SO2 by Brown and Burns: 15 4.1 ±  0.4 kcal mol-1. 
There are, however, several features of the data which 
argue against acceptance of the thermal hypothesis for X 
formation. First, the absolute magnitude of the In (AOD0/  
P sO'2°) values are not constant with change in Pso2! ¡n Fig­
ure 7 note the data for P s o 2 ~  10-1 Torr (points marked by 
triangles) have much lower ordinate values than the experi­
ments carried out with 2.0 and 1.5 Torr of S02. Secondly, 
the inconsistency in the magnitude of the slope of the plot 
for pure SO2 in Figure 6  to those for SO>-Ar and S02-He 
mixtures is unexpected in terms of the thermal equilibrium 
hypothesis. Both AOD° as well as the temperature rise in a 
given experiment are roughly proportional to the energy of 
the light absorbed by the system, so a qualitative correla­
tion of AOD0 with temperature is expected even with the 
operation of the photochemical reaction scheme outlined 
earlier. Although the relatively good correlations observed 
here support some aspects of the thermal equilibrium pic­
ture, its failure to account quantitatively for all of the ob­
servations rules out its acceptance as a realistic alternative 
to the photochemical formation mechanism for X.

S p e c u la t io n  o n  th e  N a t u r e  o f  th e  T r a n s ie n t  X . Unfortu­
nately the present work does not define the chemical na­
ture of X. However h provides a new framework within 
which several possibilities may be considered. The experi­
mental results obtained here require that X be formed fol­
lowing the rate-limiting interaction between an excited sin­
glet SO2 and a ground state S02 reactant. Among the many 
possible transients in the system which are logical products 
of this interaction are SO, S03, S2O, SO4, S, SO2 (thermal 
isomer), and (S0 2)2- The absorption characteristics of SO, 
SO3, and S do not appear to be compatible with the 3250-A 
absorption exhibited by X. On the other hand S20  appears 
to be a reasonable candidate for X, since its extinction 
coefficient is at least a factor of 1 0 - 1 0 0  larger than that for 
SO2,23 and its absorption peaks seem by coincidence to 
occur just at the valleys of the S02 spectrum associated 
with the first allowed transition.24 Presumably S20  could 
form in the following sequence of reactions:

S0 2  ■+■ S0 2  —* so 3 + so (1 2 )

s o 3 + so  - * (S02) 2 (13)

S03 + SO — 2S02 (14)

SO + SO — S02 + S (15)

s + so  — S20 (16)

However the previous experiments of Norrish and Older- 
shaw4 suggest that S2O (then incorrectly designated as 
S20 2) is quite stable in flashed S02 mixtures. In view of the 
relatively short-lived nature of X, the attractiveness of S>0 
as the X entity is diminished; certainly this possibility is 
not excluded but better lifetime information on S20  sam­
ples is necessary to evaluate it properly.

X may be a transient weak dimer of S02, as originally 
suggested by Hellner and Keller.7 Conceivably it could be 
formed as one of the products of the SO3-SO reaction (eq 
13) and live to encounter the wall where it may revert to 
2S02 molecules. The alternative formation of a transient

Figure 7. A further test o f the "thermal equilibrium" hypothesis for 
X formation; plot o f In (A O D °/P so?0) vs. 1 /7  for flash photolyses o f 
mixtures o f S 0 2-A r, S 0 2-H e, and pure S 0 2; the sym bols A , • ,  □ , 
▲, and V  refer to data from the sequ en ce  o f runs in the order given 
in Table II; sym bols O  and ■  are from the S 0 2-4 r  and S 0 2-H e  ex ­
periments, respectively, in Table III.

dimer through 1S02- 1S02 interactions, as Hellner and Kel­
ler concluded, has the incorrect kinetics to be compatible 
with X, and our computer simulations of the reactions 
which occur in this photolysis system show that the en­
counter rate of two 'S02 species is extremely low. Also one 
might imagine that a large fraction of the 1S02- 1S02 en­
counters would not give dimer but would lead to energy 
pooling in one molecule of S02, forming S02(1B2) and 
S02(X,1Ai); presumably the S02(1B2) species would subse­
quently dissociate from a highly vibrationally excited level 
of this state.25

>S02 + !S02 -  SOsUBa) + SCMX.'Aj) (17) 

SCM'Ba) - 0 ( 3P) +SO(3Z) (18)

X in theory might be the illusive S04 species which has 
never been characterized but often suggested as an inter­
mediate in S02 photochemical systems. The formation of 
SO4 could occur by way of 0(3P) atom attack on the prod­
uct SO3; this interaction in part gives S02 and 0 2 as well:26

0(3P) + S03 (+M) -*  S04 (+M) (19)

0(3P) + S03 — 0 2 + S02 (2 0 )

Our computer simulations of the reaction system suggest 
that S04 formation is probably a relatively minor event in 
the flash photolysis of S02, so its consideration as X seems 
inappropriate. Also the transient designated as S2O7 in the 
experiments of Daubendiek and Calvert25 should receive 
some attention here. It is thought to arise from the reaction 
S04 + 2S02 —*■ S3O7. However, its decay, S3O7 —*• 2 SOs + 
SO2, is too slow to correlate with that observed for X (half- 
life, 300 s).

The “thermal isomer” hypothesis of Norrish and Older- 
shaw4 remains a viable explanation of X. Conceivably the 
interaction between 'S 0 2 and S02 which occurs in reaction 
4 could result in the isomerization of an S02 molecule and 
the generation of the high-energy, highly tent form of S02 

postulated by Hayes and Pfieffer3*5 and Chung.3c
Obviously several alternative explanations as to the 

chemical nature of X remain to be evaluated. It is apparent 
that the flash photolysis of S02 is a much more complicat­
ed system than had been pictured by the previous workers, 
and the characterization of the chemical nature of X re­
mains an interesting challenge to photochemists.
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The relative rates of disappearance in air at 305 ±  2 K of a set of 14 alkanes, alkenes, and aromatic hydro­
carbons were measured in an environmental chamber under simulated atmospheric conditions. The ob­
served rates of disappearance were used to derive relative rates of reaction with the hydroxyl radical (OH) 
on the previously validated basis that OH is the species dominantly responsible for the hydrocarbon disap­
pearance under the experimental conditions employed. Absolute rate constants, obtained from the relative 
values by using the mean of the published rate constants for OH + n-butane (1.8 X 109 M ” 1 s_1), are (k  X 
10” 9 M“ 1 s”1): isopentane, 2.0 ±  0.4; 2-methylpentane, 3.2 ± 0.6; 3-methylpentane, 4.3 ± 0.9; n-hexane, 3.8 
± 0.8; m -xylene, 12.9 ± 2.6; n-propylbenzene, 3.7 ±  0.8; isopropylbenzene, 3.7 ±  0.8; ethylbenzene, 4.8 ± 
1.0; o-ethyltoluene, 8.2 ±  1.6; m-ethyltoluene, 11.7 ± 2.3; p-ethyltoluene, 7.8 ±  1.6; ethene, 5.2 ± 1.0; pro- 
pene, 17.5 ±  3.5; cis-2-butene; 39.2 ±  8.0; 1,3-butadiene, 46.4 ±  9.3. In the case of seven of the compounds 
investigated these results are shown to be in good agreement with literature values reported for elementary 
rate constant determinations. For the remaining seven compounds no previous determinations have been 
made.

Introduction

The hydroxyl radical is well known to be an important 
species in the chemistry of combustion systems, 1-2 the 
stratosphere,2" 5 and the troposphere.6” 9 Recent direct de­
terminations of its concentration in ambient air10 11 have

shown average daytime levels of about 5 X 106 molecule 
cm” 2 in good agreement with predictions from computer 
models of the formation of photochemical air pollu­
tion.

In order to develop satisfactory chemical mechanisms for 
modeling combustion and photooxidation systems includ­
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ing urban airshed models, 1 5 1 6  kinetic data for the reactions 
of the OH radical with hydrocarbons, as well as various in­
organic species, are necessary. Prior to 1970 relatively few 
absolute rate constants were available for OH reactions 
with organic species; however, since then a large number of 
determinations have been reported for alkanes1 '* 27 and 
alkenes.21-23,28-36 Although aromatic compounds such as 
toluene, xylenes, propylbenzene, m -ethyltoluene, and 1,2,3- 
and 1,2,4-trimethylbenzenes are present in polluted ambi­
ent air,37-39 only in the past few years have significant 
studies been reported on the reactions of the OH radical 
with some of these aromatics.21’40*42 For example, recently 
we reported the use of an environmental chamber to obtain 
accurate relative rate constants for the gas phase reaction 
of hydroxyl radicals with a series of aromatic hydrocarbons 
using n -butane as the reference compound.42 Although a 
number of other species are present in these experiments 
(i.e., 0 (3P), HO2, O3, NO3, etc.), with the exception of O3 in 
the case of the alkenes, these species have been shown to 
make at most minor contributions to the observed disap­
pearance of the hydrocarbons investigated. Thus, the rate 
constants determined in our previous study42 are in good 
agreement with those determined subsequently in separate 
studies of the reactions of individual compounds with OH 
using a flash photolysis-resonance fluorescence tech­
nique.40,41

On the basis of this validation of the environmental 
chamber method, we have extended our investigation to in­
clude an additional six aromatic hydrocarbons, four al­
kanes, and four alkenes.

Experimental Section

Irradiations of the HC-NOx-air system were carried out 
in an all-glass (Pyrexi chamber of approximately 6400-1. 
volume equipped with two externally mounted, diametri­
cally opposed banks of Sylvania 40 BL fluorescent lamps.43 

Before each experiment the chamber was flushed for a 
minimum of 2 h at a rate of 12-15 scfm with a purified air 
stream.44 The resulting matrix air contained less than ~1 X 
1 0- 9  M (100 ppb C) of nonmethane hydrocarbons. All reac­
tants were injected into the chamber using 1 0 0 -ml preci­
sion bore syringes and rapid mixing was obtained using 
Teflon-coated sonic pumps. During irradiation, the cham­
ber temperature was maintained at 305 ±  2 K by passing 
chilled air between the chamber walls and the fluorescent 
lamp banks.

Hydrocarbon disappearance was measured by gas chro­
matography using the columns and techniques developed 
by Stephens and Burleson.37,45 Ozone46 was monitored by 
means of ultraviolet absorption (Dasibi Model 1003 analyz­
er), carbon monoxide by gas chromatography (Beckman 
6800 Air Quality analyzer), and NO-NO-2-NO* by the 
chemiluminescent reaction of NO with ozone (TECO 
Model 14B).

The concentrations of the reactants ranged between 4.5 
and 9.0 X 10-10 M (11-22 ppb in air) except for ethene, 
ethane, acetylene, and n-butane whose concentrations were
1.8, 3.7, 1.8, and 8.3 X 10-9 M (45, 92, 45, and 203 ppb in 
air), respectively. In addition low concentrations of carbon­
yl compounds (formaldehyde, acetaldehyde, and acetone) 
were present. Initial concentrations in the photolysis ex­
periments were 27 X 10-9 M (2900 ppb C) of total non­
methane hydrocarbons, 1.75 X 10-9 M (0.43 ppm) of NOx 
(with an N 0 2/NOx ratio of 0.12), 28.5 X 10-9 M (7 ppm) of 
CO, and 112.9 X 10-9 M (2775 ppb) of methane together

with water at 50% relative humidity. Four replicate experi­
ments were carried out in which this mixture was irradi­
ated for 3 h with continuous analysis of inorganic species 
and analysis of hydrocarbons every hour. The irradiation 
period was extended from 2 to 3 h compared with our ear­
lier study in order to obtain additional data points. The 
light intensity, measured as the rate of NO2 photolysis in 
nitrogen, A1,47 was approximately 0.26 min-1. All data were 
corrected for losses due to sampling frcm the chamber 
(0.9-2.0%/h) by subtraction of the average dilution rate 
from the observed hydrocarbon disappearance rate. Al­
though the HC/NOj. ratio was chosen to delay the forma­
tion of ozone, after 3 h of irradiation the ozone concentra­
tion was 0.065 X 10- 9  M (0.016 ppm) or less in three of the 
runs and 0.13 X 10- 9  M (0.031 ppm) in the fourth (which 
had a higher initial formaldehyde concentration). A small 
correction For loss of hydrocarbon due to reaction with 
ozone was applied to the alkene disappearance rates.

Results

The rates of disappearance observed during a 3-h run for 
the seven aromatic hydrocarbons, four alkanes, and four 
alkenes are shown in Figures 1-3, respectively (n -butane is 
included as the reference compound in eacn figure). Table I 
gives the disappearance rates for these reactants (after ap­
plication of the dilution correction and for alkenes, the 
ozone correction), relative to that for n -butane, based on 
data from the four separate experiments.

With the assumption that the OH radical is the species 
responsible for the hydrocarbon depletion during the 3-h 
irradiation, absolute rate constants were derived from the 
relative rates of disappearance using a value of 1.8 X 109 
M - 1  s- 1  as the mean of the existing literature values for the 
reaction of OH with n -butane21,23,24,27

OH 4- n-C4Hio — H20  + C4H9 (1 )

These results are shown in Table I and are compared with 
existing literature values whenever possible in Table II.

Discussion

As seen from Table II, the validation of the assumption 
that the OH radical is by far the major species depleting 
the hydrocarbons (during the first 2-3 h of reaction) has 
been provided by the good agreement observed between 
OH rate constants determined in our previous chamber 
study42 for benzene, toluene, 0 -, m -, and p -xylenes, and the 
trimethylbenzenes with those determined in elementary re­
action studies of each individual hydrocarbon.40,41 The ex­
tent to which this assumption is valid is indicated by the 
results of computer modeling calculations48 (shown in Fig­
ure 4) for an HC-NOx system of overall concentrations 
identical with that used in this study. In the computer sim­
ulation a propene and n-butane mixture was used as a sur­
rogate for the complex hydrocarbon mixture employed in 
the experiment and the rate of attack on propene by OH, 
O3, 0 (3P), and H02 was calculated. The relative and total 
concentrations of propene and n-butane were chosen such 
that the overall hydrocarbon reactivity toward the OH rad­
ical would equal that predicted for the complex mixture. It 
is clear from Figure 4 that, although OH is the major at­
tacking species in these experiments, the O3 contribution 
to the disappearance rates of the alkenes increases with 
time of irradiation. In contrast the rates of reaction of O3 

with alkanes and aromatics are many orders of magnitude 
slower50-52 than with alkenes49,53 and no correction for
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Figure 1. Logarithm of the aromatic hydrocarbon concentration dur­
ing 3-h photolysis of HC-NOx mixture in air at 305 ±  2 K and 1 atm.

Figure 2. Logarithm of concentrations of alkanes during 3-h photoly­
sis of HC-NOx mixture in air at 305 ±  2 K and 1 atm.

Figure 3. Logarithm of concentrations of alkenes during 3-h photoly­
sis of HC-NOx mixture in air at 305 ±  2 K and 1 atm.

TABLE I: Rates of Disappearance and Rate Constants for 
Selected Alkanes, Alkenes, and Aromatic Hydrocarbons at 1 
atm in Air at 305 ± 2 K

Compound

Relative 
rate of

disappearance
i o -9fe,°
M-1 s_I

n -Butane 1 1.86
Isopentane 1.10 2.0 ±  0.4
2-Methylpentane 1.77 3.2 ±  0.6
3 -Methylpentane 2.40 4.3 ±  0.9
ri-Hexane 2.09 3.8 ±  0.8
m -Xylene 7.18 12.9 ±  2.6
n -Propylbenzene 2.07 3.7 ±  0.8
Isopropylbenzene 2.03 3.7 ±  0.8
Ethylbenzene 2.65 4.8 ±  1.0
o-Ethyltoluene 4.57 8.2 ±  1.6
m-Ethyltoluene 6.49 11.7 ±  2.3
p-Ethyltoluene 4.33 7.8 ±  1.6
Ethene 2.88 5.2 ±  1.0
Propene 9.70 17.5 ±  3.5
1,3-Butadiene 25.8 46.4 ±  9.3
cis-2-Butene 21.8 39.2 ±  8.0
The indicated error limits are ±20% and are the estimated

overall error limits. b Placed on an absolute basis using the mean 
of the literature values; ref 21, 23, 24, and 27.

TABLE II: Rate Constants, k ,  for OH Radical Reactions with 
n-Butane and Selected Alkane, Alkenes, and Aromatic 
Hydrocarbons at Room Temperature

10-9k, M_1 s” 1

Environmental
Compound chamber studies0’6 Lit. values

Benzene <2.3° 0.74 ±  0.07° 
0.95 ±  0.07d

Toluene 2.5 ±  0.9° 3.47 ±  0.35° 
3.67 ±  0.24d

o-Xylene 7.7 ±  2.3° 9.18 ±  0.90,c I I e
m-Xylene 14 ±  1° 14.2 ±  1.4C

12.9 ±  2.66 IIe
p-Xylene 7.4 ±  1.5° 7.32 ±  0.72/ 11*’
1,2,3-Trimeth- 14 ±  3° 15.8 ±  1.6C

ylbenzene
1,2,4-Trimeth- 20 ±  3° 20.1 ±  2.0C

ylbenzene
1,3,5-Trimeth- 31 ±  4° 28.3 ±  2.9C

ylbenzene
Isopentane 2.0 ±  0.46 2.7 !
2-Methylpent- 3.2 ±  0.66 3.4/

ane
3-Methylpent- 4.3 ±  0.9° 3.4/

ane
n-Hexane 3.8 ±  0.8° 2.9 /
Ethene 5.2 ±  l.O6 5.7 ±  0.6«

1.1,h 3.0,‘ 3.2 ±  0.4/ 
3.0,6 1.8 ±  0.6'
1.0 ±  0.3,m 1.3 ±  0.1"

Propene 17.5 ±  3.56 21.7 ±  2.4«
10.2 ±  2.6h
8.7 ±  1.3,' 15.1 ±  1.5,° 
9.6 ±  0.3,p 3.0 ±  1.0,m 
3.0 ±  0.6"

cis-2-Butene 39.2 ±  8.0* 36.7,11 32.3 ±  3.2,° 
25.7 ±  1.5P

° Reference 42. b From Table I. c Reference 40. d Reference 41.
e Reference 21 for a mixture of xylene isomers, f Reference 24.
« Reference 33. h References 30 and 21. ' Reference 31.; Reference
36. * Reference 29. ' Reference 28. "1 Reference 22. " Reference 32.
“ Reference 35. p Reference 34.
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Figure 4. Predicted relative importance of several reactive interme­
diates during photooxidation of propene-n-butane mixture under 
simulated atmospheric conditions.

their reaction with ozone was necessary. For example, the 
rate constant for the reaction of ozone with toluene is about 
nine orders of magnitude lower than that for OH with tolu­
ene. During the initial hours of irradiation other species 
such as NO355 and HO256 may contribute slightly to hydro­
carbon disappearance rates, especially for alkenes, but 
since their concentrations, and in some cases rate con­
stants, are not known, correction was not possible.

Hydroxyl Radical Source in this System. The major 
sources of OH in our experimental system are probably the 
reactions7’8,13,15

NO + N 02 + H20  =  2HONO (2)

HONO + hv (290-410 nm) — OH + NO (3) 

H 02 -I- NO -*■ OH + N 02 (4)

Nitrous acid has been observed in a chamber study of sim­
ulated atmospheres carried out in our laboratory57 when a 
mixture of propene and nitrogen oxides in moist air was 
photolyzed, indicating that HONO can be formed in HC/ 
NOx systems under conditions similar to those employed in 
the present study (Nash58 claims to have measured HONO 
in ambient air, at levels up to 11 ppb). Direct evidence for 
formation of OH radicals in environmental chambers has 
been provided recently by Niki, Weinstock, and cowork­
ers.11,54 Reaction 4, of major importance, provides a further 
source of the OH radical. HO2 can be formed in air56,59 by 
any mechanism producing H atoms or formyl radicals via 
the reactions

H + 0 2 + M —>- H 02 + M (5)

HCO + 0 2 — H 02 + CO (6)

Thus any mechanism producing HO2 in our system is also a 
means of furnishing OH radicals via reaction 4.

The concentration of OH radicals present during these 
experiments was calculated to be (1.5-2.0) X 10® molecules 
cm-3 using the observed rates of m-xylene disappearance 
(corrected for dilution) and the previously determined rate 
constant for OH + m-xylene.40,42 These concentrations are

of the same order as those observed directly in ambient 
air10,11 as discussed above.

Aromatic Hydrocarbons. Present results for the rate 
constant for the reaction of OH with m -xylene show good 
agreement with the previous study42 carried out in our lab­
oratory (Table II), indicating good reproducibility for this 
technique.

Rate constants for the reaction of OH with the propyl- 
benzenes and ethyltoluenes have not been reported pre­
viously. However, the trend in rate constants for the reac­
tion with 0 -, m-, and p-ethyltoluene is identical with that 
previously determined for the xylenes40,42 which supports 
the concept that OH is an electrophilic species, since attack 
on the meta compound is favored.

Davis et al.41 have studied the reaction of OH with ben­
zene and toluene and from the observed pressure depen­
dence of the reactions, conclude that addition occurs at 
least 50% of the time. In an environmental chamber study 
similar to that reported here, Schwartz et al.60 tentatively 
identified a number of aerosol products such as phenols 
and aromatic nitro compounds from the photooxidation of 
toluene in the presence of nitrogen oxides. A mechanism 
was proposed assuming initial addition of OH to the aro­
matic ring. In the case of the more highly substituted aro­
matic compounds studied here, it may be possible that hy­
drogen abstraction from the side chain could possibly be as 
important as addition. This is supported by the fact that a 
log plot of the OH-aromatic hydrocarbon rate constants vs. 
the ionization potential of the hydrocarbon (which, for ab­
straction reactions, is expected to be linear) in this case did 
not yield a straight line.

Detailed product studies are required in order to obtain 
the quantitative data necessary to further elucidate the 
mechanism of OH attack on various aromatic hydrocar­
bons.

Alkanes. Greiner24 has derived an empirical formula for 
calculating the rates of reaction of OH with alkanes based 
on his experimental results for the reaction of the OH radi­
cal with selected alkanes:
k = 6.15 X 108N l exp(—1635/RT)

+ 14.1 X  108N 2 exp(—850/RT)
+ 12.6 X 108N 3 exp(+190/f?T) M“ 1 s" 1

where N 1, N% and N3 are the numbers of primary, secon­
dary, and tertiary hydrogen atoms, respectively, in the al­
kane. We have used this equation to calculate the rate con­
stants for isopentane, 2- and 3-methylpentane, and n-hex- 
ane. The calculated values are in quite good agreement 
with the experimental values. Although Greiner’s formula 
predicts the same rate constants for the 2- and 3-methyl- 
pentanes, our study suggests that the latter is somewhat 
higher. Indeed this may be expected since the stability of 
the radical formed by the abstraction of the tertiary H 
atom from 3-methylpentane should be greater than that for 
the radical formed from similar attack in the 2-methylpen- 
tane case.

Alkenes. Unlike the alkanes and the aromatic com­
pounds, alkenes react with ozone at a significant rate. 
Thus, in our experimental system, the small amounts of 0 3 
formed during the 3-h photolyses contributed to the alkene 
disappearance rates. From the measured concentrations of 
ozone and the published rate constants for the reaction of 
O3 with the alkenes studied,49,03,61-63 a correction was made 
to the alkene disappearance rates for loss due to reaction 
with ozone. This amounted to ~3% for ethene, ~7% for

The Journal o f Physical Chemistry, Vol. 80, No. 8, 1976



Kinetics of OH-Hydrocarbon Reactions 793

propene, ~21% for cis-2-butene, and ~2% for 1,3-butadi- 
ene.

Our results for the reaction of OH with propene

OH + C3H6 —► products (7)

are within experimental error of a recent absolute determi­
nation of kq using flash photolysis-resonance fluores­
cence,35 while the value of ¿7 given in Table II for the re­
sult of Cox33 incorporates a stoichiometry factor of 2 to 3. 
In parallel studies in this laboratory using flash photolysis- 
resonance fluorescence35 no evidence was found within ex­
perimental error of a pressure effect for k. 7  by varying the 
total pressure from 25 to 100 Torr of argon, but additional 
studies should be carried out, especially at lower pressures 
where such an effect would become evident, to see whether 
&7 exhibits any pressure dependence.

The value of the rate constant obtained in this study for 
the reaction of OH with cis-2-butene, though somewhat 
high, is within experimental error of values previously re­
ported from direct determinations.21,34,35 In this case a sig­
nificant (21%) correction for reaction with O3 had to be ap­
plied to the data.

No previous determinations of absolute rate constants 
have been reported for the reaction of OH with 1,3-butadi- 
ene. However, the close agreement between our values for 
cis- 2-butene and 1,3-butadiene is consistent with the work 
by Cvetanovic and Doyle64 who showed that these two 
compounds reacted at similar rates with oxygen atoms.

The value obtained in this study for the rate constant of 
the reaction

OH + C2H4 —► products (8)
of 5.2 X 109 M_1 s_I is about a factor of 2 higher than 
published values from low pressure (<300 Torr) stud­
ies.21,22,28*32,36 The only other study to date carried out at 
atmospheric pressure is that recently reported by Cox,33 in 
which OH was generated by photolyzing gaseous nitrous 
acid in nitrogen/oxygen mixtures (2:1 ) at 760 Torr and the 
effect of added alkenes on the photolysis of nitrous acid 
was studied. A rate constant akg = (5.7 ±  0.6) X 109 M-1  
s_1 was obtained relative to a value of 9.0 X 107 M_I s_1 for 
the reaction of OH with CO, where a is a stoichiometry fac­
tor. Cox suggests that a is between 2 and 3 based on pub­
lished values for the direct determination of k$. Davis et 
al.36 have shown that the significant differences between 
low pressure measurements of reaction 8 can be rational­
ized by the fact that the reaction exhibits a pressure depen­
dence over the region studied (3 to 300 Torr of He).

This pressure dependence is probably due to the initial 
formation of the adduct observed by Niki and cowork­
ers.21,30 Presumably this adduct becomes stabilized by col- 
lisional deactivation

M  .

OH + C2H4 — CH2CH2OH (8a)

While it is possible that our determination of kg is higher 
than previous values due to the fact that species other than 
OH and O3 are depleting the ethene, at least part of the 
discrepancy may be due to the difference in pressure re­
gions studied. Figure 5 shows a plot of log k s vs. log P 
where P is the total pressure in the system for studies car­
ried out using N2, 0 2, or N20  as diluent gases. Studies car­
ried out using less efficient third body gases such as He are 
not plotted since the present study is focused on ambient 
atmospheric conditions and third bodies such as N2 or the

¡0 0 ■ 1 1------------ 1------------ ■------------ 1------------

OH + C 2H4 PRODUCTS

<_><u
®M = N2/02

<D I
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'
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Figure 5. Variation with pressure of the rate constant kB for the re­
action of OH with C2H4; M is “ bath gas”  in reaction 8 : ( • )  Davis et 
al.;36 (□) Smith and Zellner;31 (®) this work.

equivalent. Thus, at 3 Torr of diluent gas, the results of 
Davis et al.36 differ by a factor of 1.6 depending on whether 
N2 or He is used as the diluent gas. Although our results for 
ethene are subject to some uncertainty, it appears possible 
that reaction 8 is not at the limiting high pressure kinetics 
region until the pressure exceeds 1 atm.

Conclusions

Relative rate constants have been determined for the re­
action of OH with 14 hydrocarbons and these rate con­
stants have been placed on an absolute basis using the lit­
erature values for the rate constant of OH + n-butane. No 
previous determinations have been reported in the case of 
seven of these compounds.

Our results indicate that the reaction of OH with ethene 
possibly does not obey second-order kinetics until pres­
sures exceed 1 atm while for propene and the higher alk­
enes the reactions are second order at atmospheric pres­
sure.

The comparatively high rates of reaction observed for 
the aromatic hydrocarbons have significant implications 
for the control of photochemical air pollution. This subject 
and the use of the present data in the formulation of a hy­
drocarbon reactivity scale has been treated in detail else­
where.65
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The gas phase ion chemistry of cyclopropane and a variety of its monosubstituted derivatives (C-C3H5X, 
with X = H, Cl, NH2, CN, OH, and COCH3) has been investigated utilizing ion cyclotron resonance tech­
niques. Reactions of ions with cyclopropane involve most prominently formation of a reaction intermediate 
from which loss of ethylene and to a lesser extent loss of methyl or ethyl radical occurs. The ion chemistry 
of substituted cyclopropanes is dominated entirely by the substituent and is markedly different from cy­
clopropane. In addition to the increased prominence of the protonated parent ion and its corresponding as­
sociation produces, loss of neutrals HX (e.g., HC1) from reaction intermediates becomes significant. Ion- 
molecule reaction rate constants are extracted and compared for the important reaction pathways of each 
of the cyclopropanes examined.

Introduction

The gas phase ion chemistry of small ring compounds, 
particularly of cyclopropanes, has been a subject of growing 
interest in recent years.2-8 Such techniques as mass spec­
trometry,2-5 gas phase radiolysis,® and ion cyclotron reso­
nance spectroscopy (ICR)7’8 have been used to study cyclo­
propane. In the present work the gas phase ion chemistry 
of cyclopropane and a variety of its monosubstituted deriv­
atives (C-C3H5X with X = H, Cl, NH2, CN, OH, and 
COCH3) has been investigated using ICR techniques. In 
addition to presenting the characteristic gas phase ion- 
molecule reaction sequences and providing absolute rate 
constants in substituted cyclopropanes, the present investi­
gation probes the synergetic relationship between the reac­
tivity of the cyclopropane ring system and its substituent. 
For comparison, the ion chemistry of the alkyl analogs of 
the six substituents considered here is already fairly well 
characterized in the literature. Interest in the cyclopropyl 
group as an unusual substituent dates from the original 
studies by Roberts and others of its effect on acid ioniza­
tion and solvolytic reactivity of organic functional groups.9

Experimental Section

The techniques and instrumentation for ICR studies 
have been described elsewhere.10-12 Where required, com­
pounds were purified by gas chromatography. Chemicals 
were commercially available except for cyclopropyl chlo­
ride, supplied by Professor J. D. Roberts, and cyclopropa­
nol, which was synthesized by treating ethyl magnesium 
bromide etherate with epichlorohydrin, followed by hydrol­
ysis.13 Noncondensable impurities were removed from all 
samples prior to use by freeze-pump-thaw cycles at liquid 
nitrogen temperatures. Rate constants were calculated 
from single resonance intentities using a program written 
by T. B. McMahon in these laboratories, as adapted from 
the analysis of Buttrill14 and Marshall and Buttrill.15

Results

Cyclopropane. The reaction of ions with cyclopropane 
involve most prominently formation of a reaction complex 
from which loss of ethylene (reaction 1 ) and to a lesser ex­

tent loss of methyl or ethyl radical occurs (reactions 2 and
3).2-8 At low electron energy (12 eV) only the parent ion

R+ + e C A

r c h 2+ +  c ,h 4 (1)
rc3h  + -  ch3 (2)
RCir +  CH (3)

(97%) and the fragment C3H5+ (3%) comprise the observed 
ions. As the pressure is increased (Figure 1), a complex se­
quence of reactions is observed. The major products result­
ing from reaction of the parent ion are C4H7+, C4Hg+, and 
C5H94 formed in reactions 4-6, which exemplify the gener-

C3H6+ +  c-C:iH6

(Ml * +  C ll, 

C4H„+ +  CfH, 

CsH9+ +  CH,

(4)

(5)

(6)
al processes 1-3. The major product ion C4H8+ is the prin­
ciple source of C8H9+ and CeHn+ evident at the highest 
pressures in Figure 1 . Reactions 7 and 8 are again analo-

C4H8+ +  C
f t - C

c6h u+ +  ch3 

c5h 9+ +  c 2h5

(7)

(8)
gous to processes 2 and 3. Whereas the odd electron species 
C4H8+ is the principal product from the reaction of CsHe+, 
the analogous process involving C4Hg+, which would lead 
to the formation of CsHio+, is not observed to a significant 
extent.

At higher electron energies, fragment ions are observed 
which all react with cyclopropane, mainly in accordance 
with the general processes 1-3. For example, OsHs4 reacts 
to form C4H7+ (reaction 9) exclusively. An additional com-

C3H5+ +  oC.He — *  C4H7+ +  C,H4 (9)

plication occurs in that product distributions themselves 
vary with electron energy. For the purpose of the present 
study, the details of the myriad processes occurring at 
higher electron energy are not important and are not con­
sidered in detail. Trapped ion studies121® indicate that the 
ions which remain at 10-5 Torr and long times in cyclopro­
pane are even electron species for which especially stable 
structures can be imagined.
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Figure 1. Variation of ion abundance with pressure in cyclopropane 
at 12 eV electron energy.

Cyclopropyl Chloride. At 15 eV electron energy, the par­
ent ion (48%) and CijHs+ (35%) fragment ion are observed 
in abundance. The variation of ion concentrations with 
pressure is illustrated in Figure 2. Most apparent is the 
lack of reactivity of the parent molecular ion, whose abun­
dance does not significantly decrease even at pressures up 
to 1CT3 Torr. The fragment C3H5+ does not show apprecia­
ble reactivity until reasonably high pressures (above 10-5 
Torr). The decrease in the abundance of this species is ac­
counted for by reactions 10 and 1 1 , with the ratio of CeHg+

C:,H5+ + c-CJTCl —|~~~
C6H9+ +  HC1 
C6H7+ + HC1 +  H2

(10)
(11)

to CfiH7+ increasing with increasing pressure. This suggests 
that CeH9+ formed in reaction 10 is vibrationally excited 
and further decomposes by loss of H2 (reaction 1 1 ). At 
higher pressures, CsH9+ is collisionally stabilized before H2 
elimination can occur. The protonated parent formed by 
proton transfer from minor fragments comprises less than 
2% of the total ions at 15 eV electron energy. This product 
reacts rapidly to yield (C3H5)2C1+ (reaction 12). In a 14:1

C:(H5C1H+ + c-C3H5C1 —  (CjH^Cl-1- +  HC1 (12) 
CD6+ +  c-C:)H5C1 — -  C3H5+ +  DC1 + CD, (13)
C2D6+ + c-Cj H5C1 —  C«H5+ +  DCl + C2D4 (14)

mixture of CD4 and C-C3H5CI, reactions 13 and 14 are ob­
served to yield exclusively m/e 41 (C3Hs+) and not product 
ions which incorporate deuterium. This suggests that cyclo­
propyl chloride protonates exclusively on the halogen sub­
stituent and not on the ring.

Cyclopropyl Cyanide. Again the fragment ion C3H5+ 
(67%) and the parent ion (33%) are observed in abundance 
at low electron energy. The variation of ion abundance with 
pressure shown in Figure 3 for an electron energy of 13 eV 
can be explained by the sequence of reactions 15-18. The

C3H5+ +  o C:1H5CN — *• CJHSCNH+ + C,H;

C:,H5CN+ + c-CdTCN - Q
C3Ĥ CNH+ + C,H4N 
C5HtN+ + CH2CHCN

C,H;,CNH+ + c-C3H5CN —  (C3H5CN),H+

(15)
(16)
(17)
(18)

protonated parent ion formed in reactions 15 and 16 clus­
ters to form the proton bound dimer (reaction 18).

Cyclopropylamine. Even at low electron energies the 
fragment ion corresponding to H atom loss dominates the

06-  CYCLOPROPYL CHLORIDE (15 ev)

Pressure ( torr )

Figure 2. Variation of ion abundance with pressure in cyclopropyl 
chloride at 15 eV electron energy.

icr7 io'6 icr5 io'4 icr3
Pressure ( torr)

Figure 3. Variation of ion abundance with pressure in cyclopropyl 
cyanide at 13 eV electron energy.

mass spectrum of cyclopropylamine. This species (67%), as 
well as a fragment ion at m/e 28 (8%, assumed to be proton­
ated HCN), are observed along with the parent ion (17%) at 
15 eV electron energy. The variation of ion abundance with 
pressure is shown in Figure 3. All three ionic species lead to 
formation of the protonated parent (reactions 19-21),

HCNH+ + c-C3H5NH2 —  C3H5NH3+ + HCN (19) 
C3HcN+ + c-C:1HjNH2 —  CjH5NH3+ + C;,H6N (20) 

C,HSNH,+ -I- c-C3H5NH2 —  C3H5NH3+ +  C.Ĥ N (21) 
C3H.sNH3+ + c-C3H5NH2 — ► [C:>H5NH2]2H+ (22)

which in turn clusters to yield the proton bound dimer (re­
action 22).

An ion corresponding to loss of NH3 from the proton 
bound dimer is observed at high pressure. We could not 
eliminate the possibility that proton transfer to a trace im­
purity of dicyclopropylamine contributed to this species.

Methyl Cyclopropyl Ketone. The variation of ion abun­
dance with pressure at an electron energy of 15 eV is shown 
in Figure 4 for methyl cyclopropyl ketone. Observed reac­
tant ions include the two a-cleavage fragments CH3CO+ 
(21%) and C3H5CO+ (42%) in addition to C3H5+ (10%) and 
the parent ion (22%). Protonated methyl cyclopropyl ke­
tone is formed by reactions 23 and 24 involving CH3CO+
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TABLE I: Ion—Molecule Reaction Rates in Substituted Cyclopropanes
Species Reaction ka

c-C3H6 p C 4H7+ + C,H5 0.52
C3H6+ + C3H6 —p  C4Hs+ + C,H4 1.5

>-CsH9+ + CH3 0.09
C3H5+ + C3H6— -C 4H7+ + C,H4 3.3

c-C3H5C1 p  C6H9+ + HC1 0.78
C3H5+ + C3HsC1 ~\

C6H7+ + HC1 + H2 0.43
c-C3H5CN p  CsH7N+ + CH2CHCN 9.0

C3H5CN+ + C3H5CN-
^  C3HsCNH+ + C4H4N 8.8

C3H5+ + C3H,CN -> C3H5CNH+ + C,H4 17.1
c-C.H.NH, C3H.NH.+ + C3H,NH7 -  C3H.NH3+ + C3H6N 1.9

C3H6N+ + C3HsNH2 -  C3HsNH3+ + C3H5N 1.3
HCNH+ + C3H5NH2 -  C3H5NH3+ + HCN 8.0

c-C3H5COCH3 C3HsCOCH3+ + C3HsCOCH3 ^ C,HsCOHCH3+ + CsH70  2.0
CH3CO+ + CjH5COCH3 -  C}H5COHCH,+ + CH7CO 7.1
C3H5+ + C3H5COCH3 -  C3H5COHCH3+ + C3H4 3.2

c-C3H6OH C3HsOH+ + C3H5O H -C 3HsOH2+ + C3HsO 1.5
c 3h 5o + + c 3h 5o h ^ c 3h 5o h 2+ + c 3h„o  2.0
HCO+ + C3HsOH -> C3H5OH2+ + CO 11.0

a Thermal rate constants for bimolecular processes in units 10 10 cm3 molecule' 1 s' 1 . Estimated uncertainty ± 30%.

TABLE II: Ion—Molecule Reactions of Parent Ions in Substituted Methanes
Species Reaction ka

CH3C1 CH3C1+ + CH3C1 -> CH3C1H+ + CH2C1 12.5
CH3C1H+ + CH3C1 -  (CHJC1+ + HC1 1.4

c h 3cn c h 3c n + + c h 3cn  -  c h 3c n h + + c h 2cn
CH3CNH+ + CH3CN -  (CH3CN) H+
c h 3n h 2+ + c h 3n h 2 -  c h 3n h 3+ + c h 4n
CH3NH3+ + CH3NH, -  (CH3NH2)2H+

20.9

c h ,n h 2 19.8

-  (CH, ),COH+ + C3H50 5.1
(CH3)2CO (CH3)2CO+ + (CH3 )2CO —I

L* (CH3)2COCOCH3+ + c h 3 
(CH3)2COH+ + (CH3)2CO -  [(CH,)2H+

1.4

c h 3oh c h 3o h + + c h 3o h  -  c h 3o h 2+ + c h 3o 21.3
CH3OH2+ + CH3OH -  (CH3)2OH + h2o 1.0

a Thermal rate constant for bimolecular processes in units 10 10 cm3 molecule 1 s ’. Data taken from ref 17—21.

CH3C0+ +  c-C,H5COCH; — » C3H5COHCH:,+ + CH.CO
(23)

C3H5COCH,+ +  c-C.HjCOCH;, — *• C3H5COHCH:1+ + C6H70
(24)

C3H5+ +  c-C3H6COCH3 —  C.H/-OHCH + + C3H4 (25)

and the parent ion, and to a lesser extent by OsHs4- (reac­
tion 25). The remaining product ions are formed in the 
clustering reactions 26-28 of C3HsCO+, C3H5+, and the 
protonated parent ion with the neutral ketone.

C3H5CO+ +  c-C.HsCOCH; —  (C3H5CO+)(C3 H5C0CH;,) (26)

C3H6+ + c-C3H5COCH3 — >■ (C3H5+)(C3H5COCH3) (27)
C3H5COHCH:,+ +  c-CTfsCOCH., — -  [C3H5COCH;,],H+ (28)

Cyclopropanol. At 15 eV electron energy the abundant 
ions are HCO+ (12%), C3H5OH+ (13%), and C.,H50 + (64%). 
The variation of ion abundance with pressure (Figure 5) in­
dicates a straightforward scheme of reactions in which all 
three primary ions react to form the protonated alcohol, 
which in turn clusters to form the proton bound dimer and 
trimer (reactions 29-33).

HCO+ + c-C3H5OH — ► C,H5OH,+ + CO (29)

a: o + + c-C,H3OH —* C.;H5OH2+ + C:,H40 (30)
[5o h+ + c-C,H5OH — c3h5oh2+ + C:,H50 (31)

Figure 4. Variation of ion abundance with pressure in cyclopropyl 
amine at 15 eV electron energy.

C3H5OH,+ +  e-CH,OH — ► (C,H„OH).H+ (32)
<C3H5OH).,H+ +  c-CjHjOH —  .<’ HOHNil* (33)

Rate Constants. In each system, rate constants were de­
termined for bimolecular processes involving the abundant 
primary ions. These data are summarized in Table I. The 
uncertainty in the rate constants is estimated to be ±30%,
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Figure 5. Variation of ion abundance with pressure in methyl cyclo­
propyl ketone at 15 eV electron energy.

TABLE III: Ionization Potentials of Cyclopropyl and 
2-Propyl Compounds

Substituent
(X) IP(c-C3H5X)« IP[(CH3)2CHX]

H 10.09 11.08
CN 10.37 b.c 11.43C
Cl 10 .10 d 10.78
OH e 10.15
COCH3 e 9.31
n h 2 6.70 b 8.72

a First adiabatic ionization potential in eV. Except as 
noted, data are from J. L. Franklin, J. G. Dillard, H. M. 
Rosenstock, J. T. Herron, K. Draxl, and F. H. Field, Natl. 
Stand. Ref. Data Ser., Natl. Bur. Stand., No. 26 (1969).
6 D. W. Turner, C. Baker, A. D. Baker, and C. R. Brundle, 
“ Molecular Photoelectron Spectroscopy,” Wiley-Inter- 
science2r London, 1970. c R. H. Staley, J. H. Kleckner, and 
J. L. Beauchamp, J. Am. Chem. Soc., in press. d R. W.
Kiser, “ Introduction to Mass Spectrometry and Its Applica­
tions,” Prentice-Hall, Englewood Cliffs, N.J., 1965, Appen­
dix 4. e Not available.

io-7 io-6  io" 5 io" 4 icr3

Pressure ( t o r r )

Figure 6. Variation of ion abundance with pressure in cyclopropanol 
at 15 eV electron energy.

due to uncertainties in pressure measurement and drift 
times.

Discussion
The gas phase ion chemistry of alkyl chlorides,17 cya­

nides,18 amines,19 ketones,20 and alcohols21 has been inves­
tigated in detail for simple alkyl substituents and salient 
features are recorded in Table II for the methyl case. In all 
cases the parent ion reacts with the neutral species to gen­
erate protonated parent, which in turn reacts to yield ei­
ther a proton bound dimer (association reaction) or an 
“ onium” ion by loss of HX from the proton bound dimer. 
Only in the case of acetone is there a competing reaction 
channel of the parent ion (Table II). The reactions in Table 
II are characteristic of the substituents and are referred to 
as “ substituentlike” reactions. They do not depend greatly 
on the nature of the alkyl group. With aliphatic alcohols 
the chemistry becomes somewhat more complex for larger 
alkyl substituents. In the case of isopropyl alcohol, for ex­
ample, the dehydration reaction 34 is observed in addition 
to the expected processes 35 and 36.21

(CH3hCHOH2+
+

(CH3)2CHOH

(CH3)2CHOH-H+ -OH2 + O.H« 
[(CH3),CH]2OH+ +  h2o 
[( CH-jbCHOH], H+

(34)
(35)
(36)

It is evident that the observed ion-molecule reactions of 
the substituted cyclopropanes are largely dominated by the 
substituent. Only in the case of cyclopropyl cyanide is a 
“ cyclopropanelike” reaction of the parent ion observed 
(process 17). There are several notable distinctions in the 
expected and observed reactivity, however, which deserve 
comment. The parent ion of cyclopropyl chloride is unreac- 
tive with the parent neutral and in particular does not 
react to form the protonated parent. The hydrogen affinity 
of an alkyl chloride radical ion (RC1+-H homolytic bond 
dissociation energy) is 107 kcal/mol.17 This is generally 
higher than C-H bond dissociation energies in alkanes, and 
formation of the protonated parent ion is an exothermic 
process. Although the C-H bond dissociation energy in cy­
clopropane is higher (101 ±  3 kcal/mol)22 than normal sec­
ondary bonds (95 ±  2 kcal/mol),22 it is unlikely that C-H 
bond energies in cyclopropyl chloride exceed 107 kcal/mol. 
If the failure of the cyclopropyl chloride molecular ion to 
form the protonated parent is to be attributed to the pro­
cess being endothermic, then the radical cation must have 
some special stabilization which reduces the hydrogen af­
finity.23 This might be due either to the lowest ionization 
process involving a ring orbital rather than a chlorine lone 
pair, or to a stabilizing interaction of the chlorine lone pair 
orbital with a ring orbital. The photoelectron spectrum of 
cyclopropyl chloride, which to our knowledge is not avail­
able, might provide some insight into this matter. The low­
est adiabatic ionization potentials of substituted isopropyl 
and cyclopropyl compounds are compared in Table III and 
from the relative values the probable localization of the 
positive charge in the radical ion can be assessed. Cyclopro­
pyl cyanide is the best candidate for appreciable charge lo­
calization on the ring, and indeed the “ cyclopropanelike” 
reactivity may be directly related to this observation.

In the case of cyclopropanol it is interesting that the de­
hydration process analogous to reaction 34 is not observed. 
This is not surprising, however, since the enthalpy change 
of 38 kcal/mol estimated24 for process 37 is substantially

c-C,H5OH —  < J  + H20 ( 37)

greater than in the case of isopropyl alcohol (12 kcal/ 
mol).21

In the several instances where it is observed as an abun­
dant fragment ion at low electron energies, C,3HS+ is ob­
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served to react quite differently with substituted cyclopro­
panes than it does with cyclopropane (reaction 9). With cy­
clopropyl chloride a reaction intermediate is formed from 
which loss of HC1 and H2 occurs (reactions 10 and 11 ) in 
preference to ethylene. With the more basic compounds cy­
clopropyl cyanide (reaction 15) and methyl cyclopropyl ke­
tone (reaction 25), the fragment C3H5+ reacts by proton 
transfer. If CjH5+ is assumed to have the structure of an 
allyl cation, then deprotonation to yield allene can occur 
with any acceptor whose proton affinity is greater than 188 
kcal/mol.25 This process is likely to be exothermic for all of 
the substituted cyclopropanes considered above with the 
exception of cyclopropyl chloride.26

A comparison of the ion-molecule reaction rates of the 
substituted cyclopropanes (Table I) to those for similarly 
substituted methyl compounds (Table II) suggests that the 
reactivity of the parent ions is somewhat reduced for The 
former. This may be due to greate* charge delocalization in 
the ground states of the substituted cyclopropane molecu­
lar ions.

In summary it is evident in proceeding from cyclopro­
pane to substituted cyclopropanes that the ion chemistry 
becomes dominated by the substituent, differing markedly 
from cyclopropane in the tendency to form the protonated 
parent ion and its various association and condensation 
products with the parent neutral. There is some indication 
that the cyclopropyl ring may stabilize an adjacent positive 
center in the radical ions, making certain processes less fa­
vorable. In comparison to acyclic analogues, differences in 
reactivity may largely be attributed to differences in ther­
mochemistry of the reactions and the constraints imposed 
by the small strained ring system.
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Triplet-triplet energy transfer from benzophenone to biacetyl in aqueous solution has been studied as a 
function of pH. Triplet lifetime of benzophenone has been obtained in the pH range 9.5 to 1.3 by quench­
ing of benzophenone phosphorescence and/or biacetyl sensitized phosphorescence measurements. A reac­
tion scheme has been proposed which implies self-quenching of the benzophenone triplet and reaction with 
H30 + ions to give a short-lived triplet species ( r '~ 4 X  10-8 s). Assuming the diffusional value for the ki­
netic constant of the forward reaction, the rate constant of the back reaction, and then the equilibrium 
constant, have been determined.

Introduction

It is well known that benzophenone exhibits phosphores­
cence emission in fluid oxygen-free solutions at room tem­
perature.1-3 Particularly interesting is the phosphorescence 
behavior in aqueous solution, where the emission intensity 
decreases with decreasing pH4° and is no longer detectable 
below pH 3.4 At very high acid concentrations phosphores­
cence does appear again and has been assigned to the ir,tr* 
triplet of the protonated benzophenone4 (p /f = —5.7,6 
-6.09, -6.25,7 —4.748).

The study of phosphorescence in water glassy solutions 
at 77 K permitted the observation of a blue shifted spec­
trum, which appears at intermediate acidities, between 
those at which the spectra of neutral benzophenone (B) 
and protonated benzophenone (BH+) have been identified, 
in the same pH region, approximately, where the gap of the 
room temperature phosphorescence has been found. This 
emission was assigned to phosphorescence from a hydro­
gen-bonded complex with the hydroxonium ion.9

This paper presents the results of a further investigation 
into the behavior of triplet benzophenone in aqueous solu­
tion by the luminescence sensitization technique, which 
has been found a very useful tool in studying bimolecular 
interactions in the excited state for similar systems, in ben­
zene.10 The effect of pH on benzophenone’s efficiency in 
sensitizing the phosphorescence of biacetyl has been stud­
ied. The results obtained indicate the occurrence of a 
change in the nature of the excited state with decreasing 
pH, as a consequence of a chemical reaction between B* 
and the solvent. A comparison with the low temperature re­
sults suggests that the same molecular species, which phos­
phoresces at intermediate acidities in rigid glasses, could 
also be responsible for the triplet behavior in solution.

In a recent paper by Rayner and Wyatt,8 which appeared 
in the literature when this work was already at a very ad­
vanced stage, similar results have been obtained by laser 
flash photolysis experiments on benzophenone in aqueous 
solutions. While on one hand, the close agreement of some 
experimental data with those obtained in this laboratory, 
using a completely different method, supports the reliabili­
ty of lifetime values obtained by energy transfer experi­
ments, on the other hand, a different interpretation of the

experimental data can be proposed. The decrease of the 
initial absorption intensities and lifetimes of the transients 
observed in laser flash experiments with decreasing pH has 
been explained as being due to the acid-base equilibrium 
in the triplet state.8 The excited state is, in fact, more basic 
than the ground state, as shown also by the p/f(Ti) calcula­
tion by the Forster cycle (—0.4,5 0.68). We believe that this 
interpretation is quite reasonable per se, but does not agree 
with the presence in rigid matrix of a phosphorescence 
which originates neither from B*, nor from BH+*,9 in that 
very pH range where absorption and lifetime changes of 
the transients were observed and the drop of the emission 
intensity was found in fluid solution. In particular, as rec­
ognized by the authors8 also, it- is difficult to explain the 
emission gap in fluid solution, which has been tentatively 
attributed to a quenching effect on the BH+* triplet by 
H2O molecules.

These difficulties can be overcome if one assumes the 
presence of an excited triplet species different either from 
B*, or from BH+*. The hypothesis of a hydrogen-bonded 
complex of benzophenone triplet with the hydroxonium 
ions, BH30 +*, previously proposed for similar systems,11 
also seems quite reasonable in this case.

Experimental Section

Benzophenone (Carlo Erba product) was recrystallized 
several times from water-ethanol. Biacetyl (Kock-Light 
Laboratories product) was distilled before using.

Britton buffer solutions were used from pH 9.5 to 2, at 
constant ionic strength, g = 0.01; HCIO4 solutions were 
used for higher acidities, down to pH 1.35. A Sargent PXB 
pH meter with a glass electrode was employed.

Phosphorescence spectra were recorded at room temper­
ature (22 ± 2 °C) by a Hitachi-Perkin-Elmer MPF-3 fluo­
rescence spectrophotometer, after having deaerated the 
samples by bubbling with pure nitrogen. The excitation 
was performed with 320-nm light, which is absorbed almost 
exclusively by the benzophenone donor (B). Both sensi­
tized biacetyl (Q) phosphorescence and benzophenone 
phosphorescence quenching were followed simultaneously 
in the pH range 9.5 to 4, as shown, e.g., in Figure 1, at pH 
7.4. Below pH 4, only measurements of sensitized biacetyl
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Figure 1. Simultaneous quenching of benzophenone phosphores­
cence (left-hand side) and sensitization of biacetyl phosphores­
cence (right-hand side) in aqueous solution at pH 7.4, [B] =  2.4 X 
10~ 4 M. [Q] increases from 0 to 1.8 X 10- 5  M on going from spec­
trum 1 to 9; 1' refers to the background of the solvent.

phosphorescence were carried out, due to the intensity 
drop of benzophenone emission with decreasing pH.

The acceptor concentration ranged from 7 X 10-4 to 2 X 
10-6 M, for the experiments at pH > 4, and from 8 X 10-3  
to 2 X 10-4 M, for those at lower pH values. This increase 
in the acceptor concentration was necessary in order to ob­
serve the sensitized emission,, since the triplet lifetime of 
the donor decreases with decreasing pH. At each pH value, 
several runs (five-eight) were performed using decreasing 
donor concentrations, in the Tange 3 X 10-4  to 2 X 10-5 M, 
up to about 0.01 of absorbance at the irradiation wave­
length; this may be considered the limiting absorbance 
value to obtain reliable sensitized phosphorescence mea­
surements under our experimental conditions.

The sensitized phosphorescence intensities of biacetyl 
(Q) were read at 514 nm (the phosphorescence maximum in 
water) and corrected for the background due to the solvent 
and, where necessary, for the long wavelength tail of the 
benzophenone emission (see Figure 1). These intensities
(P) were found to fit the Stern-Volmer equation

P~1 = * ( 1 + Vexpt[Q]) (1)
in the whole pH interval explored. K is constant in each ex­
perimental run. From the linear plots P~1 vs. [Q]_1, the ex­
perimental triplet lifetime (Texpt) of B was obtained, as­
suming for the bimolecular rate constant of the B to Q en­
ergy transfer process, the value directly obtained in water 
by Almgren12 for this donor-acceptor pair (kt = 1.2 X 109 
M-1 s_1). It corresponds to the diffusional value, somewhat 
reduced to account for the partial reaction of biacetyl with 
water, giving a product which is a less effective quencher 
than biacetyl itself.

The quenching intensity ratios (PoVF) for B, read at 447 
nm and corrected only for the solvent background (Q does 
not emit in this wavelength region), fitted the Stern-Vol­
mer equation well:

Pq' /F  = 1 + VexpJQ] (2)

from which the rexpt value was obtained.
In the pH region 4 to 9, where both types of measure-

TABLE I: Experimental Values of the Benzophenone Triplet 
Lifetime at pH 7.4, Obtained from Acceptor Sensitization 
( Texpt)s and Donor Quenching (Texpt) q Measurements at 
Various Donor Concentrations

.2
CO?
1—

’O  ̂̂ expt)s> 
10-5 S

(rexpt)q>
10“ 5 s

20.4 2.5 3.0
9.9 5.Î 3.8
8.3 7.0 6.4
5.9 6.S 5.8
3.7 9.5 9.8
2.2 12.7 14.0

TABLE II: Triplet Lifetime at Infinite Dilution (t„) and 
Self-Quenching Constant (¿b) of Benzophenone in Aqueous 
Solutions as a Function of pH

pH
Too,

10~s s
&B,

108 M-1 s~* pH
Too,

10“ 5 s

9.5 25.5 2.0 3.05 0.29
7.4 21.5 1.6 2.84 0.19
7.1 22.0 1.6 2.4 0.071
5.4 14 1.1 1.99 0.022
4.0 2.8 1.7 0.018
3.55 0.96 1.35 0.0098

ments were feasible, the agreement in rexpt values obtained 
by the two methods was within 15%, as shown, e.g., in 
Table I for the measurements carried out at pH 7.4. In each 
experimental run, the intensity data (seven to ten points 
for each Stern-Volmer plot), treated by the least-squares 
method, gave correlation coefficients not lower than 0.995.

Results and Discussion

The experimental lifetime of benzophenone triplet was 
found to decrease with decreasing pH and with increasing 
concentration of benzophenone itself, at the highest pH 
values, as shown in Tables I and II. Taking into account the 
dependence of Texpt on donor concentration and pH, 
Scheme I has been assumed for the deactivation of benzo-

Scheme I

phenone triplet (B*) in the presence of biacetyl acceptor
(Q). In this mechanism, the occurrence of the reaction of 
excited B* with the hydroxonium ions is assumed to give 
the excited complex BH^O+*: however, the same scheme 
should hold for an acid-base reaction also. Neither self­
quenching, nor phosphorescence were included for the 
species produced in acidic medium, since they were not ex­
perimentally observed. From straightforward steady-state 
kinetics, applied to Scheme I, the following expressions 
were derived for the sensitized acceptor phosphorescence
(P):
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P “ 1 = ff|(l +  kP  +  fetr'[Q])(l +  £ t[H30 +] +
k tr [q]  +  k Br [B ]) -  k V ' [ H 30 +] | / | M Q ]  X

(1 +  kP  +  +  £t'[H30 +])| (3)

and for the quenching of the donor phosphorescence (P’):

Po'/F = |(1 + kP)/( 1 + kP + fctr'[Q])| X 
¡(1 + kP + fetr'[Q])(l + &bt[B] + ^tr[Q] + &t[H30 +]) — 

kk tt'[H30 +]}/|( 1 + kP)(\ + &bt[B]) + fer[H30 +]| (4)

where r' = l/fen' refers to the triplet lifetime of the excited 
complex and r  = 1 / ( r d  +  fe p )  refers to the triplet lifetime 
of B*. The constant K is the same as in the experimental 
eq 1 and includes the benzophenone triplet yield, biacetyl 
triplet lifetime, the rate of light absorption, and an instru­
mental factor. These equations can be easily rearranged in 
the form:

P- 1 = K
1

1 H------ r~7
fctr[Q]

kBr[B]

r 1 + kP + /ztr'[Q] + fer[H3Q+] ^ 
[ l + k P  + ktP[Q] + £ t'[H30 +] 

l  + fer' + fetr'tQ] ]|
1 + kP + ktP[Q] + feV[H30+]Jj

(30

and

Po'/P' = id  +  ferO/d +  kP +  fetr'[Q])| X 
jl + [lïtr[Q](l + k P + k BP[B] + &tr'[Q] + &t'[H30 +]) + 

V '[Q ] ] / [ ( 1  +  k r ' ) ( l  +  * Br[B]) +  £t[H30 +]]| (40

In view of the great complexity of these equations com­
pared with the experimental ones (eq 1 and 2), also consid­
ering the very good linearity of the Stern-Volmer plots and 
the unitary intercept of Po'/P7 vs. [Q] diagrams, some ap­
proximations must hold good. First of all, square terms, 
[Q]2, which would give some deviation from the linearity of 
the plots, must be negligible in the whole pH interval ex­
plored. Secondly, considering that differences of three or­
ders of magnitude were found in lifetime between alkaline 
and acidic solutions, r' is negligible relative to r and the 
terms where r' is multiplied by a kinetic constant and a 
concentration term (such as [Q] and [B], which are lower 
than 10-3 M) are negligible relative to unity. On the other 
hand, the product of P for a kinetic constant can be compa­
rable with unity and therefore it cannot be neglected a 
priori. Thus, the experimental lifetime (eq 1 and 2) can be 
expressed from eq 3 ' and 4' as

T(l + fer' + feV[H3Q+])
Texpt (1 + kP) (1 + feBr[B] + fer[H30+])

The agreement in the two types of determinations, in the 
pH region where both were possible (pH >4), was very 
good. In the pH range 9.5 to 7.1, when the contribution of 
the forward reaction (/?[H30 +[) is negligible, the expression 
for Texpt, rearranged in the reciprocal form, to evidence bet­
ter the concentration dependence, becomes

rexpt_1 = t—1 + /r b[B] (6)

This equation allowed us to obtain the triplet lifetime at 
infinite dilution (r„) and the self-quenching constant (kB). 
The results are reported in Table II. The limiting value in 
alkaline solution, averaged from those at pH 9.5, 7.4, and
7.1, can be assumed as the triplet lifetime of B* (r = [2.3 ± 
0.2] X 10-4 s) in aqueous solution. This value is in very 
good agreement with the triplet deactivation constant ob­
tained by Ledger and Porter,4 who measured directly the 
phosphorescence duration in water (kr> -  [5.0 ±  1] X 103

s_1). The self-quenching constant, kB = (1.7 ±  0.2) X 108 
M -1  s-1, obtained from the slopes of the plots 1/Texpt 
against benzophenone concentration and averaged between 
the highest pH’s, is similar to that reported by these au­
thors ([1.8 ±  0.4] X 10s M “ 1 s“ 1).

By decreasing the pH, the terms containing k [H30 +] are 
no longer negligible, while it becomes difficult to measure 
kB, since the decrease in lifetime reduces the probability of 
encounter between triplet state molecules and ground state 
molecules. On the other hand, the concentration of benzo­
phenone cannot be increased due to its low solubility. 
Therefore, at low pH (<4), t„ values, reported in Table II, 
were not extrapolated but obtained averaging the results of 
at least five runs, since the concentration dependent term 
is negligible.

From the general eq 5, setting [B] = 0, the reciprocal of 
roo values in Table II corresponds to

J_ = 1 + kP + fcr[H3Q+]
Too r(l + kP + £ t'[H30 +])

which gives, by adding and subtracting feT'[H30 +] to the 
numerator and neglecting P in the difference t — P

1 1 , fe[H3Q+]
Tœ T 1 + kP + feT'[H30  + ]

(8)

where the terms containing [H30 +] may or may not be ne­
glected, depending on the pH range of measurement. As 
stated already, 1 / t «, approaches 1 / t , the decay constant of 
B*, at low [H30 +], and 1/r ',13 the decay constant of 
BH30 +*, at high acidities. This is as exoected. This equa­
tion requires that a plot of 1 / t «, against [H30 +] should be a 
convex curve with initial slope k/(l + kP) and intercept 
1 / t , approaching a horizontal asymptote of 1 / t '  value at 
high acidities. Because of the difficulty of obtaining reli­
able measurements of the lifetime at very low pH values, 
the asymptotic value was not reached, but the convexity 
was observed below pH 2. On the hypothesis of a simple 
quenching of B* by the hydrogen ions,4 a straight line 
should be obtained plotting 1 / t „  v s . [H30 +[.

Equation 8 can be rearranged in the following form, suit­
able to extrapolate P:

TT«, f 1 + kP
= T + £[h 3o +]

(9)

The result of plotting the left-hand-side of eq 9 against 
[H30 +]_1 is shown in Figure 2. The triplet lifetime of 
BH30 +*, obtained from the intercept, was P ~  4 X 10~8 s. 
It should be noted that the small value of the intercept will 
mean that the obtained lifetime will be subject to a very 
great uncertainty. Therefore, the extrapolated value only 
gives the order of magnitude of P. Since eq 9 gives the best 
accuracy at the lowest pH values (when t«, approaches t, t 
— T«, is affected by a very high imprecision) and eq 8 gives a 
linear plot of t . " 1 v s . [H30 +] at the highest pH values, 
both equations were checked to cover toe entire pH inter­
val. The values obtained from the slopes of the diagrams

(1 + kP)/k = 2.7 X 10-9  M s (10)

from eq 9 in the pH range 1.35-4.0, and

k/(l + kP) = 3.6 X 108 M-1 s-1 (11)

from eq 8 in the pH range 2.4—7.4 matched very well. The 
equilibrium constant for the dissociation reaction in the ex­
cited state K* = k/k should be obtained solving eq 10 (or
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Figure 2. Lifetime data of benzophenone in aqueous solution, pH 
1.35 to 3.05, treated according to eq 9. ’’* •

1 1 ) for fe and k. Since these equations do not permit ob­
taining the rate constants separately, the diffusional value 
(6 X  109 M_1 s-1) can be assumed for the forward reaction 
rate, as was experimentally found or proposed in other, 
similar cases.1415 Inserting this k value and r' = 4 X  10~8 s 
in eq 10 and 1 1 , the following constants were derived: fe = 
3.86 X  108 s_1; K* = 6.4 X  10~2; pK* = 1.19. These values 
are consistent with the approximations previously stated 
on the basis of the experimental results.

Since benzophenone shows phosphorescence emission in 
fluid solution, these results can be checked by an indepen­
dent method which does not require the presence of any 
energy acceptor. Were it possible to follow phosphores­
cence of both reacting and produced species as a function 
of pH, k and k could be determined separately.1516 The 
equation

— = 1 + fe~Tex.pt [HsO+] (12)

relating the relative quantum yield of fluorescence to pH 
for the protonation of a weak base,17 can be applied in the 
present case following benzophenone phosphoréscence as a 
function of pH. I°/I is the intensity ratio (approximated to 
the quantum yield ratio) of the phosphorescence emission 
at 445 nm of a solution where 100% of B* exists and that of 
solutions where B* has partially reacted with the hydroxo­
nium ions. The experimental results, plotted in Figure 3, 
give a straight line with slope

k-—;^  = 2.4 X 104 M- 1 (13)
1 +fer'

The lifetime reXpt of R* can be easily calculated by eq 6, 
making allowance for the self-quenching at the experimen­
tal benzophenone concentration (7.6 X  10-5 M):

rexpt = (2.3 X 10-4)/(l + 2.3 X 10“ 4 X 1.7 X 108 X
7.6 X 10"5) = 5.8 X 10“ 5 s

Insertion of the rexpt value in eq 16 yields

— = 4.1 X 108 M ' 1 s_1 
1 + fer'

This value can be considered to be in very good agreement 
with that obtained by the energy transfer technique (eq
11), since the rate constant fe is only slightly lower (3.4 X 
108 s_1), but the pK* results almost the same (1 .2s), as ex­

Figure 3. Plot of the intensity ratio against [H30 +], according to eq 
1 2 , for benzophenone phosphorescence in aqueous solution.

pected. Nevertheless, we believe that the method of phos­
phorescence sensitization leads, in general, to more reliable 
results, since it can be applied in a larger pH range and, 
moreover, it is much more sensitive, permitting work with 
very low donor concentrations. In fact, the directly excited 
phosphorescence of benzophenone can scarcely be detected 
below pH 3, where the percentage of equilibrated form 
should be about 10-2, while there are about 40% of B* mol­
ecules which have reacted with hydroxonium ions at the 
lowest pH (1.35) examined by the sensitization technique. 
Thus, the reliability of the kinetic relationships could be 
verified in the presence of high complex (or acid) concen­
trations. Were it not possible to realize this, there might be 
some doubt as to whether a reaction or a simple quenching 
process were occurring in the excited state.

A comparison of our results with those of Rayner and 
Wyatt8 shows very good agreement in the lifetimes mea­
sured at low pH, as shown in Figure 4, while the discrepan­
cies found above pH 4 can easily be explained, since the 
lifetimes measured by these workers were affected by the 
self-quenching process ([B] = 2 X 10-4 M), while those of 
this work were extrapolated at infinite dilution. The agree­
ment also holds good for the p K* (1.5)8 and the triplet life­
time of the species which is produced in acidic medium (6.2 
X 18~8 s).8

However, the results obtained from phosphorescence 
measurements at low temperature suggest a possible alter­
native to the interpretation proposed by these authors as 
regards the reaction responsible for the lowering of phos­
phorescence intensity and sensitizing capability of benzo­
phenone with decreasing pH. Phosphorescence emission at 
77 K from aqueous matrices in the acidity interval pH 3 to 
Ho —4 was clearly different, as regards lifetime, near edge 
position and structure, either from that in neutral glasses 
(typical n,7r* transition of the free carbonyl), or from emis­
sion at very high acidities (70% HCIO4 or 96% H2SO4) 
where protonation of the carbonyl occurs in the ground 
state. Low temperature experiments seem to indicate the 
formation of a definite complex between benzophenone 
and solvent, most probably a hydrogen-bonded complex of 
the carbonyl with the hydroxonium ions.9 It can be thought 
that the same species which appears in rigid glasses at in­
termediate acidities may also play an important role in 
fluid solutions. It should not be surprising that the hypoth­
esized excited complex is a more short-lived species than
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Figure 4 . E ffect of pH on trip let lifetim e of benzophenone in aque­
ous solution: filled points, this work; c irc les, from  re f 8.

the free carbonyl excited molecule in fluid solution and a 
more long-lived one in rigid matrix, since, probably, the 
highly solvated polar complex undergoes a very fast deacti­
vation through the vibrational modes of the solvent.

The calculation of p /f(T i) (where K(Ti) is the dissocia­
tion constant of the protonated benzophenone triplet) 
could give some information on the reaction which occurs 
in the excited state. We estimated pK(Ti) as —1 to —2.8 
(2.5 to 4 pK units lower than the experimental pK*), de­

pending on the literature value assumed for the ground 
state p/C,6-8 by the Forster cycle from spectroscopically 
measured energy levels (ï>b = 23 450 cm-1  and ¡>bh+ = 
21 800 cm-1). The difference from the pK(Ti) value calcu­
lated by Rayner and Wyatt (pff(Ti) = 0.6)8 depends on the 
fact that these workers used ethanol matrices to get 0-0 
frequencies for the calculation, while in the present work 
these figures were obtained from phosphorescence spectra 
in ice. However, the uncertainties in the 0-0 frequency de­
terminations as well as in the acidity scale used in measur­
ing the ground state pK, do not allow us to exclude the oc­
currence of acid-base reaction, in spite of the large differ­
ence in pX(Ti) and experimental pK*.
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A sensitive, isothermal titration microcalorimeter was used in the measurement of the enthalpies of dilu­
tion, AHd, of several strong polyelectrolytes in aqueous solutions at 298.15 K. The sodium salts of atactic 
poly(styrenesulfonic acid), NaPSS, of varying molecular weight, of poly(ethylenesulfonic acid), NaPES 
and of poly(3-methacryloyloxypropane-l-sulfonic acid), NaPMOS, were employed in dilutions from 0.2 to 
ca. 3 X 10-4 monomolar concentration. The NaPSS and the NaPMOS preparations gave AHD values in 
agreement with predictions of electrostatic theory based on the cell model for dilution from initial concen- 

t tration below mx = 311 X 10-2 monomolar, using the “ structural value” for the charge density parameter, £ 
*' <= 2.828. The limiting slope for the change in AHp, with log m predicted by the infinite line-charge model 

also appeared to be approached by the NaPSS and NaPMOS solutions at high dilutions. The anomalously 
low AHd values observed with the NaPES solutions could be brought into agreement with the cell model 
only if an empirical £ greater than twice the magnitude of the “ structural value” was assumed. Alternative­
ly, the small dilution enthalpies of NaPES can be attributed to complex formation between the counterions 
(i.e., Na+) and the sulfonate groups attached to the chain backbone.

The recent development of sensitive microcalorimeters 
for the measurement of the heat changes which occur in 
small volumes of viscous aqueous solutions of macromolec- 
ular solutes promises to be of importance in the determina­
tion of the thermodynamic properties of these hitherto in­
frequently examined systems. The property changes ac­
companying the dilution of synthetic, strong polyelectro­
lyte and biopolyelectrolyte Bolutions are of particular inter­
est because of the availability of quantitative electrostatic 
theories1-4 based on molecular models of cylindrical sym­
metry which yield predictions with which experimental re­
sults may be compared. A sensitive test of the theory is af­
forded by measurements of the enthalpies of dilution, par­
ticularly at small concentrations of polyelectrolyte where a 
limiting behavior is predicted which is analogous to the 
prediction made by the Debye-Huckel theory of simple 
electrolyte solutions.

The sodium salts of three polyvinylsulfonic acids were 
employed in our enthalpy of dilution (AHd) measurements: 
(a) poly(styrenesulfonic acid) of two molecular weights; (b) 
poly(ethylenesulfonic acid); and, (c) poly(3-methacrylo- 
yloxypropane-l-sulfonic acid) to investigate a possible mo­
lecular weight dependence of A //d; to determine the effect, 
if any, of the distance of the sulfonate group from the poly- 
electrolyte chain backbone; and, whether or not the nature 
of the substitution of the sulfonate group to the chain 
backbone affects the magnitude of AHiy.

Measurements of the concentration dependence of the 
enthalpies of dilution of poly(styrenesulfonic acid), of its 
alkali metal and several of its alkaline earth salts, have 
been reported previously.5-6 In these investigations a large 
double compartment, Dewar-type solution calorimeter was 
employed which gave results which appear to agree well 
with theory. The thermal effects were quite small, however, 
and, because systematic errors may be introduced in the 
calorimetry of polyelectrolyte solutions as a result of their 
appreciable viscosity, it seemed that confirmatory determi­

nations with a radically different type of calorimeter would 
be worthwhile.

Experimental Section

Materials. Sodium poly(styrenesulfonate) (NaPSS) 
preparations NC 1557 and NC 1585 with viscosity molecu­
lar weights of 40 000 ±  2 000 and 450 000 ±  20 000, respec­
tively, were obtained through the courtesy of the Dow 
Chemical Co., Midland, Mich. These para-substituted salts 
were purified by dialysis of their aqueous solutions in a hol­
low-fiber dialysis cell, concentrated with a rotary evapora­
tor and pure, dry, colorless powdered solids were obtained 
by vacuum freeze drying. Their equivalent weights, deter­
mined by acidimetric weight titration of the poly (sulfonic 
acid) produced from them by cation exchange, were 207.4 
±  0.5 and 206.5 ±  0.3, respectively, indicating a degree of 
substitution close to 100%. Ultraviolet absorption spectra 
were measured with a Cary Model 16 recording spectropho­
tometer to establish the purity of the preparations.7 The 
changes in their optical density at 261.5 nm as a function of 
NaCl concentration showed them to be hyperchromic from 
which the atactic character of the polymer chain was in­
ferred following the recent report of Aylward.8

The sodium poly(ethylenesulfonate) (NaPES) used was 
a pure compound received from Professor U. P. Strauss of 
Rutgers University who has described its preparation and 
purification.9 The viscosity average molecular weight esti­
mated by him was ca. 100 000. Attempts by us to measure 
the ultraviolet absorption of dilute aqueous solutions of 
NaPES were unsuccessful; very little absorption could be 
detected down to 200 nm in agreement with Eisenberg and 
Mohan.10

Small quantities of pure sodium poly(3-methacryloylox- 
ypropane-1 -sulfonate), NaPMOS, were kindly given to us 
by Dr. J. S. Tan of the Eastman Kodak Co., Rochester,
N.Y., who has described its preparation and purification 
elsewhere.11 Its weight average molecular weight, Mw, has
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been reported as ca. 530 000. No absorption either in the 
ultraviolet or visible by dilute aqueous solutions of NaP- 
MOS was detected.

Calorimetry. An isothermal titration microcalorimeter of 
recent design12 capable of detecting and measuring heat ef­
fects as small as a few millicalories was employed. (1 cal = 
4.1840 J.) The major components of the system included a 
90-1. water bath controlled to ±3 X 10“ 4 °C, a stainless 
steel reaction vessel, and an isothermal control circuit util­
izing constant Peltier thermoelectric cooling and variable 
Joule heating controlled by a thermistor in an ac Wheat­
stone bridge. The calorimeter was tested periodically by 
measuring the heats of dilution of aqueous sodium chloride 
solutions (i.e., <0.1 m). Measurements with aqueous poly­
electrolyte solutions were performed by diluting 2.5-ml vol­
umes (made up by weight to known initial concentrations) 
into 25 ml of pure water, or, of polyelectrolyte solution, ini­
tially in the reaction cell. This calorimeter system is well 
suited for the measurement of the thermal effects shown by 
small samples, such as when compounds difficult to pre­
pare and purify in larger than fractional gram amounts are 
examined (viz. synthetic polyelectrolytes, biopolyelectro­
lytes, etc.).

In the operation of an isothermal calorimeter not only 
does the temperature of the reaction cell remain constant 
at all times, but the temperature differential between the 
reaction vessel and the surrounding bath does not change 
so that heat losses between the cell and its environment are 
constant. Under ideal conditions during the intervals be­
fore and after the reaction period (i.e., lead and trail peri­
ods) the only undetermined heat inputs are those caused 
by stirring and by resistive heating of the control and mon­
itor thermistors. When titrant is added to the calorimeter, 
however, the lead ar.d trail positions will no longer be iden­
tical because of changes in the stirring energy and in the 
thermistor self-heating consequent to the increase in cell 
volume (“ geometric effect” ) and to changes in the viscosity 
of the solution in the cell (“viscosity effect” ). If the viscosi­
ty change is only 1-2% the base line shift will be small and 
its increase will be linear with the titrant volume, or with 
the time for a constant volumetric addition rate.

Aqueous strong polyelectrolyte solutions in the absence 
of salts are unusual in that they show exceptionally large 
viscosities which vary rapidly with concentration especially 
at high dilution. Thus, the relative viscosity, 77/ 770, of a typi­
cal solution at c = 10~4 is 1.062, while at c = 10~2 monomo­
lar the value of increases to 2.233. These values may be 
compared with those for 1.0 M sodium chloride and 20 wt 
% aqueous sucrose solutions where 77/770 = 1.096 and 1.904, 
respectively. Clearly, the dilution of pure aqueous polyelec­
trolyte solutions will be attended by substantial viscosity, 
and hence, heat of stirring changes. Large shifts between 
the lead and trail positions in isothermal calorimetry there­
fore are observed, and the change in general will not be lin­
ear with time, nor with the volume of polyelectrolyte 
added. Numerous experiments have shown, however, that 
when the rate of addition was sufficiently small the shift of 
the baseline depended only on the final concentration, mu 
in the reaction cell. A plot of the observed shift vs. mf was 
employed to construct the baseline required to correct the 
heats of dilution for the changing geometry and viscosity of 
the solution in the reaction cell as polyelectrolyte was 
added. The baseline in some cases was strongly nonlinear, 
and the correction amounted to as much as 30% of the total 
heat evolved as, for example, when a 0.12 m NaPSS solu-

tion was added to pure water to give a final concentration, 
mt = 9.1 X 10-3. The empirical baseline shift vs. mf plots 
used to estimate the baseline corrections to be applied to 
the observed heat effects on dilution were constructed for 
each polyelectrolyte preparation of differing molecular 
weight by determining the shift associated with each pro­
gressive dilution of its aqueous solutions to various mf 
values starting with the most concentrated solution.

Results and Discussion
The measurement of what may be termed “ intermedi­

ate” enthalpies of dilution of the sodium salts of several po- 
ly(vinylsulfonic acids) are presented in Figure 1 where the 
scale of the abscissa is expressed as the logarithm of the 
initial (monomolal) concentration, m-,. The enthalpy 
change^, Af/o, in calories per monomole are relative to a 
final concentration of 3.2 X 10-4 m because of the logarith­
mic concentration dependence of A//n> at high dilutions 
which is predicted by theory. The Fuoss-Lifson-Katchal- 
sky cell model for strong polyelectrolyte solutions leads to 
an equation5 for the electrostatic contribution to the en­
thalpy change, A f/e(mi —► m2), defined as the change 
which accompanies dilution from m\ to m2 calculated per 
monomole of solute. The observed dilution enthalpy, 
AHn(mi —► mo), is related to the electrostatic contribution 
by

A//n(m i —* m2) = —► m2) +  A /i /m j  m2) (1)

where AHd (mi —* m2) is the enthalpy of dilution of the 
polyelectrolyte solution in a hypothetical reference state in 
which all the ions are discharged. It will be assumed in the 
equations which follow that AH° is always negligibly small 
relative to AHe. The electrostatic enthalpy, He, of the poly­
electrolyte solution is related to the electrostatic internal 
energy, Ee, by

He -  Ee + 2pRT
22 cf [>- d 2

2£e2- 1 T / aV\
(e2'1 -  1 )J V \dt)  p (2)

where

Ee = u (l + d ln n/d ln T) (3a)

u = ( l + d 2b  + l n [ (1 (3b)

In eq 3 zp is the charge carried by the ionic group on the 
polyion, zc, is the charge on the counterion, and d In D/d In 
T = —1.372 while R and T have their usual meanings. The 
charge density parameter, £, is defined by

£ = zpzce02/DbkT (4)

where eo is the elementary charge, D, the macroscopic di­
electric constant of the solvent, k, the Boltzmann constant, 
and b, the distance between neighboring charges on the po­
lyion in its configuration of maximum extension. The con­
centration parameter, 7 , is defined by

7  = 0.5 In (1000/xa25NA) — 0.5 In c (5)

where a is the radius of the cylindrical polyion, NA, the Av- 
ogadro number, and c, the monomolar concentration. The 
constant /3 in eq 2 and 3b is related to the charge density 
and concentration parameters by the transcendental equa­
tion
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Figure 1. Relative monomolar enthalpies of dilution of sodium poly- 
(vinylsulfonates) in water at 25°C: A, NaPSS, mol wt =  40 000; □, 
NaPSS, mol wt =  200 000 (Dolar); O, NaPSS, mol wt =  450 000; 
•  , NaPMOS, mol wt =  530 000; e , NaPES, mol wt =  100 000. 
Solid curves computed with eq 2  and b =  2.52 (upper) and 1 .0 0  A 
(lower), respectively.

£ = (1 ~ /32)/[l + (8 coth OSy )] (6a)

The value of £ for the vinylic polysulfonates employed in 
Figure 1 was the structural value, £ = 2.828, which was ob­
tained with eq 4 for zp ^  zc = 1, T = 298.15 K, D = 78.54, 
and b = 2.523 A. For values of £ > 1 the constant d is imagi­
nary and eq 6a becomes

£ = (1 + |d|2)/[l + |d| cot (|/3|y )] (6b)

In eq 2 and 3b also, ;J2 must be replaced by | /3]2 and a 
change in sign when £ > 1 .

In the limit of high dilution when the concentration be­
comes vanishingly small, eq 6 requires that the constant /3 
also approach zero; eq 2a then takes on the limiting form 
which is given also by the infinite line charge theory4

lim ^ ^ = - ^ ^ ( l  + d ln D /d ln T ) (7)
c — o d In c 2zc£

The enthalpy of dilution values in Figure 1, which in­
clude those published by Skerjanc and Dolar,5 appear to 
agree well over a wide range in concentration with the 
curve computed from eq 2 with a high-speed computer. 
The experimental precision of the AHy, values is indicated 
by vertical bars or by duplicate points at constant —log m,. 
Below —log mi =  1.8 (i.e., m\ = 1.85 X 10~2) with NaPSS 
there is no dependence on molecular weight. All of the data 
taken with sodium poly(styrenesulfonate) suggests that the 
limiting slope predicted by the infinite line charge model 
(eq 7) is approached at concentrations below ca. 3 X 10-3 m 
(Figure 2).

Interestingly, the measurements taken with the NaP­
MOS solutions (Figure 1 ) appear to agree well with eq 2 
whereas the AHd values for the NaPES solutions depart 
widely from both the cell and line charge theories. The be­
havior of this latter polyelectrolyte is quite similar to that 
of aqueous solutions of sodium poly(acrylate), NaPA, 
which recently also have been found13 to show much small­
er enthalpies of dilution than those estimated from eq 2 as­
suming the “structural value” of £ = 2.828.

- log n

Figure 2. Evaluation of experimental limiting slopes for the relative 
apparent monomolar enthalpies of dilution of NaPSS in water at 
25°C: Infinite line-charge theory limit =  89.7 cal monomole-1 .

The enthalpy of dilution values observed with sodium 
polyacrylate solutions have been accounted for by Sker­
janc13 who has followed Katchalsky and coworkers14 in 
using an empirical, or “ effective” , value of the charge den­
sity parameter, £eff, to fit the data. The ratio, £eff/£struct, be­
tween the empirical and the structural value, eq 4, of £ is al­
ways greater than or equal to unity, and appears to be pro­
portional to the extent of coiling of the macroion. The ratio 
of £eff to £strUct for highly charged vinylic polymers is close 
to 2.0 using osmotic coefficient data. If £eff = 5.66 is used in 
eq 2 the estimated concentration dependence of AHy> on 
—log m for NaPA is found to agree with experiment for 
concentrations between m = 0.1 and 0.0094 monomolar. 
There are difficulties with the foregoing proposed explana­
tion in addition to the fact that a value of £eff = 5.66 would 
require excessive polyion coiling. Other measurements, 
such as those of ionic and mean ionic activity coefficients, 
Donnan distributions, etc. are consistent with the structur­
al value of £ = 2.83. Thus, it would seem that the cause of 
the failure of eq 2 and 7 with £ = £strUct to describe the con­
centration dependence of AHd for NaPA and NaPES solu­
tions (Figure 1) should be looked for elsewhere.

Several properties of NaPSS, NaPES, and NaPA solu­
tions support the hypothesis that the counterions (i.e., 
Na+) are the most strongly bound to the PES-  polyion. 
The sequences of the osmotic coefficients7’15 and of the so­
dium ion activity coefficients16 are NaPSS > NaPA > 
NaPES. Further, the volume increase on forming NaPSS, 
NaPA, and NaPES in dilute aqueous media from their re­
spective tétraméthylammonium salts have been reported17 
as 1.2, 4.1, and 4.7 ml per equivalent of total cation present. 
If, as these results suggest, substantial solvation changes 
occur in the formation of NaPES and NaPA the calorimet­
ric measurements would be expected to show deviations 
from the electrostatic theory. The relatively smaller AV7 for 
NaPSS can be attributed to difference from NaPES in the 
spacing of the sulfonate groups making the cooperation of 
adjacent groups in the binding of Na+ ion more difficult for 
the PSS-  polyion. Thus, NaPSS is more suitable for 
studying long-range electrostatic forces with minimum in­
terference from short-range interactions, and it is not sur­
prising that the enthalpies of dilution of NaPSS follow the 
predictions of electrostatic theory.

The conclusions from recent light scattering and intrin­
sic viscosity determinations witii NaPMOS, NaPSS, NaPA,
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and NaPES solutions,18 which show the latter polyelectro­
lyte to be the most flexible of the group, are not inconsist­
ent with the occurrence of the strongest binding of Na+ ion 
by it: sodium ions shield the negative charges on the PES-  
polyion efficiently, and hence reduce the sulfonate group 
repulsions to the greatest extent.

The virtually identical concentration dependence of 
AHd (Figure 1) found with NaPSS and NaPMOS is of in­
terest in that dilute solutions of both polyelectrolytes obey 
the predictions of electrostatic theory. Both polyanions 
have bulky sidechains and their sulfonate groups are ap­
proximately equidistant from the chain backbone, although 
there are differences in their hydrophobic characters and 
molecular rigidities. Both polyelectrolytes are well extend­
ed in the absence of salt because of the mutual repulsion of 
their sulfonate groups, but, because of its flexible, hydrated 
sidechain, these groups in NaPMOS may be approached 
more readily by counterions. The extent of Na+ ion binding 
in NaPMOS, therefore, is larger than in NaPSS. However, 
in both polyelectrolytes there is little or no short-range in­
teraction with the Na+ ion.
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The enthalpy changes on mixing dilute aqueous solutions of atactic sodium poly(styrenesulfonate), 
NaPSS, and sodium chloride were measured at 298.15 K with a sensitive isothermal microcalorimeter. The 
addition of salt to a NaPSS solution in general was accompanied by the absorption of heat, while the addi­
tion of polyelectrolyte to a salt solution became less exothermic with increasing NaCl concentration. The 
observed mixing enthalpies departed widely from values predicted on the basis of the “ additivity rule” 
(i.e., no interaction between salt and polyelectrolyte), but, when they were corrected for the heat of dilution 
of the salt, they agreed well over a wide composition range with predictions from the infinite line charge 
theory.

Introduction

The fundamental assumption that the addition of simple 
salt to an aqueous polyelectrolyte solution does not signifi­
cantly alter the immediate ionic atmosphere around the 
polyions has been the starting point for a number of inves­
tigations of the properties of such mixtures. If the forego­
ing hypothesis accurately describes the structure of electro­
lyte-polyelectrolyte mixtures it may be expected that the 
separate contributions of the added salt and of the polyion 
with its counterions to a given thermodynamic property of 
a mixture will be distinguishable and independent of each 
other. Additivity of several properties related to the excess 
free energy of salt-polyelectrolyte mixtures (viz. osmotic 
and activity coefficients, Donnan distributions, etc.) have

been reported and discussed most notably by Katchalsky 
and his co-workers.1“3

The empirical nature of the “ additivity rule” derived 
from observations on colligative properties is now recog­
nized, and, in fact, strict additivity has been shown not to 
be obeyed when precise measurements are available.4-6 
Furthermore, results from the infinite line charge theory of 
polyelectrolytes7-8 which is based on a different model 
suggest that the assumption that the salt does not interact 
with the polyions cannot be correct. On the other hand, 
good approximations to the measured properties of mix­
tures can be inferred from additivity, and thus the “ rule” 
may have useful applications to systems of biological inter­
est or of industrial importance.
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Measurements of the enthalpies of mixing of a uni-uni­
valent salt with an aqueous strong polyelectrolyte solution 
with a common cation were undertaken in this research to 
determine if a simple mixture rule might hold. For exam­
ple, if additivity were obeyed the heat of mixing of poly- 
electrolyte and salt would be given by the sum of the heats 
of dilution of each to the final volume of the mixed solu­
tion. It was anticipated that the thermal effects would be 
small by analogy with the known mixing enthalpies for uni­
univalent electrolytes with one another. A sensitive isother­
mal titration microcalorimeter therefore was employed.

Experimental Section

Sodium poly(styrenesulfonate), NaPSS, with a viscosity 
molecular weight of 40 000 ±  2 000, obtained through the 
courtesy of the Dow Chemical Co., Midland, Mich., was 
employed. The preparation (NC 1557) was purified'and 
isolated as a colorless solid following an already described 
procedure.5 Solutions of accurately known concentration 
were prepared by weight dilution of a stock solution with 
ultrapure water (specific conductance <0.2 X 10~6 ohm-1 
cm-1) taken from a Milli-Q2 system (Millipore Corp., Bed­
ford, Mass.). Stock solutions were made up by weight from 
pure, solid NaPSS vacuum dried at 60 °C for 24 h. These 
solutions were contained in tightly stoppered Teflon (FEP) 
bottles and stored at 6 °C until needed for dilutions. Aque­
ous sodium chloride solutions were prepared by weight 
dilution of a saturated NaCl stock solution maintained at
25.00 °C for which m = 6.144 ±  0.001.

An isothermal titration microcalorimeter described else­
where9 was employed to measure the thermal effects which 
were generally less than 10 meal on mixing salt and poly- 
electrolyte. The mixing reactions were conducted by deliv­
ering either salt or polyelectrolyte solution of predeter­
mined concentration to 25.00 ml of polyelectrolyte or salt 
solution, respectively, initially held in a ca. 30-ml stainless 
steel calorimeter reaction vessel. The titrant was delivered 
by a 2.5-ml capacity ultraprecision digital micrometer sy­
ringe (Roger Gilmont Instruments, Inc.), and its volume 
could be estimated to ±0.0001 ml. The temperature differ­
ential between the titrant and titrate was initially adjusted 
to be less than 10~4 °C.

Base-line corrections to the total heat effect were re­
quired, as in our earlier work10 with strong polyelectrolyte 
solutions, because of changes in the viscosity of the cell so­
lution on mixing. The addition of dilute NaCl solutions to 
NaPSS usually gave a substantial decrease, while the addi­
tion of polyelectrolyte usually gave a small increase in the 
viscosity11 of the solution in the reaction cell. Empirical 
base-line correction curves were required for each mixing 
reaction. These curves were constructed following a pre­
viously described procedure.10

Corrections (0.1-0.4 meal) also were made for the differ­
ence in temperature between the titrant and the thermally 
equilibrated reaction cell solution, and for a constant, small 
heat absorption (ca. 0.4 meal) by the titrant solution as it 
passed through the stainless steel cover plate which closed 
the reaction vessel. Data were taken by recording the un­
balanced, rectified ac output from a Wheatstone bridge on 
a 10-in. strip-chart recorder (Hewlett-Packard 7101B) op­
erated at a chart speed of 1 in./min. The area between the 
curve traced during the reaction period and the empirically 
constructed base line connecting the end of the lead and 
the beginning of the trail periods was estimated with a 
compensating polar planimeter and converted to millicalo-

ries using a factor derived from electrical calibration. Back­
ground fluctuations in the calorimeter caused by stirring, 
thermistor heating, etc. limited the sensitivity of the heat 
measurements to about 0.1 meal. The precision of the 28 
measurements reported was ±0.4 meal while the uncertain­
ties in the derived enthalpies plotted in Figure 1 varied be­
tween ± 1.0 and ± 10.0 cal equiv-1  depending on the num­
ber of millimonomoles of NaPSS in the mixing process. Pe­
riodic checks on the performance of the calorimeter system 
were made by measuring the heat of dilution of pure,
0.1000 m aqueous sodium chloride solution to a final con­
centration such that ca. 10 meal of heat was evolved. The 
small quantities of titrant involved in the mixing experi­
ments seems noteworthy; when polyelectrolyte was added 
to dilute NaCl solutions amounts of only 0.2-2.5 jimol of 
NaPSS were employed.

Results and Discussion

The mixing reaction taking place in the isothermal calo­
rimeter cell may be formulated as

x ml NaPSS(mp') + y ml NaCl (ms‘) —►
(x + y) ml (NaCl + NaPSS)(mpf; m/ )  (1)

where mp' and mpf, and ms* and m,J are the initial and final 
polyelectrolyte and salt concentrations, respectively. The 
values used for x and y were 2.5 ±  0.2 ml of NaPSS or NaCl 
and 25.0 ±  0.5 ml of NaCl or NaPSS, respectively.

Estimates of the enthalpy change in eq 1 may be derived 
either from the cell1 or from the infinite line charge 
theories7 8 of polyelectrolyte solutions. Both theories are 
electrostatic in nature involving point ions and specific in­
teraction is assumed to be aosent. A treatment based on 
the line charge theory appears to be easier to develop al­
though the result is restricted to dilute mixtures because 
the electrostatic potential governing the uncondensed mo­
bile ions in the system is based on the Debye-Huckel ap­
proximation. The formula to be developed, therefore, is a 
limiting law strictly valid only at extreme dilution. The ex­
cess Helmholtz free energy of a solution of volume, V, con­
taining polyelectrolyte in equivalent concentration, ne, is 
given by7

FE/VkT = — £ne In k (2)

where £ is the polyelectrolyte charge density parameter de­
fined by

£ = zpzceo2/DbkT (3)

and k is the Debye screening factor which, when two kinds 
of mobile, singly charged ions (i.e., counterions and coions) 
are present, is given by

k = (4ire02/DkT){ne + 2ns) (£ < 1) (4)

In eq 3 and 4, zp is the charge carried by the ionic group 
on the polyion; zc the counterion charge; eo, the elementary 
charge; D, the macroscopic dielectric constant of the sol­
vent; b, the distance between the neighboring charges on 
the polyion in its configuration of maximum extension; and 
ns the concentration of uniunivalent salt added to the poly- 
electrolyte solution. The other symbols have their usual 
meaning.

The excess Helmholtz free energy of eq 2 may be re­
placed by the excess Gibbs free energy, GE, to a good ap­
proximation. Application of the Gibbs-Helmholtz equation 
to GE leads directly to an expression for the enthalpy of
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,mp + 2 £ms.

Figure 1. Enthalpy changes on mixing aqueous sodium poly(sty- 
renesulfonate) with sodium chloride solution at 25 °C. (The initial 
concentration of NaPSS for the points designated by -(¡>- was 0.20 m 
which is above the range of validity of eq 7. Accordingly, a small, 
additional correction to the enthalpy of mixing was made for the en­
thalpy of dilution of 0.20 m NaPSS which was taken from Figure 1, 
ref 10.)

mixing, AHm = Qm/ tip, when £ < 1 and np is the number of 
monomoles of NaPSS:

Qm -
/  d In D\ ^  / mpf + 2 m /\

2 V din 77 V mp‘ )
(5a)

When £ > 1 eq 5a becomes

Qm = - ^ f ^ r ‘ ( 1 +
d In D\ ^  / £ 1mpf t-2 m sf\ 
d l n T / n \ r ’ mpi /

(5b)
The theory on which eq 5 is based is valid only at limit­

ing, small concentrations so that a comparison of measured 
Qm values with it for the mixing of solutions of finite al­
though small concentration involves some approximation. 
Note that in the limit, np 0, and Qm becomes vanishing­
ly small. In actuality, Qm should tend to Qo(NaCl) where 
the latter refers to the process

x ml H2O + y ml NaCl(ms') —* (x + y) ml NaCl (msf)
(6)

Conversely, when the number of moles of salt involved in 
mixing becomes vanishingly small (ns —*■ 0) the value of Qm 
in eq 5b approaches the limiting value for the heat of dilu­
tion of np moles of polyelectrolyte from mp' to mpf:

QD(NaPSS) = -  i  npflT£-i ( l  + In (mj/mj)

(7)

The straight line shown in Figure 1 is a plot of eq 5b ex­
pressed as AHm  = Q m M p, while the points shown are the 
experimentally measured enthalpies of mixing per mono­
mole of polyelectrolyte corrected for the enthalpy of dilu­
tion of the sodium chloride solution from a concentration 
of ms‘ to ms(. This empirical approach forces an agreement 
between theory and experiment at np = 0. Values for 
Ai/ofNaCl) needed to correct the observed mixing enthal­
pies were estimated from a large plot constructed from a 
collation12 of the best available data on the enthalpies of 
dilution of aqueous sodium chloride solutions.

The data in Figure 1 appear to be in agreement with eq 
5b assuming £ = 2.828 over a surprisingly wide range, and 
they serve to bring out a number of features of this rela­
tionship. The addition of even a small amount of salt, hold­
ing the ratio, mp{/mp\ constant, significantly reduces the 
heat evolved on mixing. The addition of salt to a solution in 
which the polyelectrolyte concentration is held constant 
(i.e., mp{ = mp') is accompanied by absorption of heat. For 
relatively large additions of salt eq 5b is no longer obeyed, 
and the mixing enthalpy rapidly becomes less than predict­
ed and appears to approach a constant, positive value.

It is clear almost beyond question that the enthalpy 
change on mixing is not given by the additivity rule. If ad­
ditivity were obeyed, in all cases heat would have been 
evolved on mixing, whereas in our measurements heat was 
absorbed whenever NaCl was added to NaPSS solution, 
and also in three cases when NaPSS was added to salt. The 
quantitative agreement of the corrected mixing enthalpy 
changes with those predicted by the infinite line charge 
theory appears to give strong support to the model on 
which the latter is based, namely, the assumptions of ion 
condensation and of the interaction of added salt with the 
Debye-Huckel atmosphere of the uncondensed counterions 
of the polyelectrolyte.
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Thermodynamic functions for the hydrogen bonded complexes of phenol and guaiacol with pyridine in cy­
clohexane, CCI4, carbon disulfide, benzene, 1,2-dichloroethane, and chloroform solvents have been deter­
mined by monitoring the hydroxyl stretching frequency at about 3 p. The differences in the thermodynam­
ic data between phenol-pyridine and guaiacol-pyridine complexes are interpreted in terms of a specific in­
teraction of the free phenol hydroxyl with solvent. For 1,2-dichloroethane and chloroform, specific interac­
tions with pyridine also lead to significant solvation effects. No evidence is found for the pyridine-carbon 
tetrachloride or pyridine-benzene interaction postulated by ESP theory.

Introduction

Solvation effects on hydrogen bonded systems have long 
been recognized as being of considerable significance but 
only recently have systematic studies of these effects been 
carried out. Of the various models usedttn an attempt to 
correlate solvation effects, probably the one due to Drago 
et al.1 3 has been most thoroughly studied. Central to Dra- 
go’s approach is the elimination of solvation contributions 
of the reaction species. In several cases the elimination of 
solvation procedure (ESP) has been shown by Drago to be 
generally valid.1-3 However, certain hydrogen bonded sys­
tems do not fit the ESP model and specific solvation con­
tributions have to be inferred. For 1,2-dichloroethane sol­
vent, a lack of agreement was found between experiment 
and model and various factors were suggested as possible 
reasons for the failure of the model in this solvent.3

In order to interpret the discrepancies found between ex­
periment and the ESP model in carbon tetrachloride sol­
vent with pyridine as the proton acceptor and alcohols as 
the donors, it was necessary to ascribe a specific interaction 
to pyridine with carbon tetrachloride.3 The calorimeteric 
work of Morcom and Travers4 was first used to suggest a 
0.3 kcal mol-1 interaction between pyridine and carbon tet­
rachloride. The interaction enthalpy was later raised to 0.5 
kcal m oP1 5 and presently in order to fit ESP theory the 
interaction is considered to be 0.9 kcal mol- 1 .1 Sherry and 
Purcell6 argue that the pyridine-carbon tetrachloride in­
teraction enthalpy is 1.7 kcal mol-1 and further suggest a 
comparable energy of 2 kcal mol-1 for the disruption of as­
sociated pyridine molecules. The pyridine interaction has 
also been extended to aromatic solvents, in which the pyri­
dine-solvent interaction is considered to be 0.9 kcal 
mol- 1 .1,3

Others disagree as to the nature of the interactions in 
carbon tetrachloride solvent. Gramstad et al.7-8 consider 
that proton solvation of the alcohol by carbon tetrachloride 
is responsible for the differences in the enthalpy of hydro­
gen bonding in cyclohexane and carbon tetrachloride. Duer 
and Bertrand9 ascribe hydrogen bonding of phenol to car­
bon tetrachloride. Arnett et al.10-11 have ignored the pro­
posed pyridine-carbon tetrachloride interaction, claiming 
it to be significant because phenol-pyridine formation 
enthalpies are the same in carbon tetrachloride and pyri­
dine solvents. As noted above, Sherry and Purcell argue

f ? , £
that this similarity is due to the closeness of the dissocia- 

| tionenthalpies for pyridine-pyridine interactions and pyri- 
dine-jarbon tetrachloride interactions but this would re- 

- quire a much higher interaction energy than ESP theory al­
lows. The hydroxy-carbon; tetrachloride interaction is also 
supported by Fletcher.1213 Because the pyridine-carbon 
tetrachloride interaction is crucial to ESP theory and be- 

c cause’carbon tetrachloride-is the most commonly used sol­
vent for near-ir studies, it is of considerable importance to 
resolve the questions concerning solvation effects in carbon 
tetrachloride.

The present investigation makes use of phenol and guai­
acol, two proton donating species which should provide evi­
dence for either the pyridine-CCl4 or phenol-CCl4 interac­
tion. Because the proton of guaiacol is intramolecularly hy­
drogen bonded, differences in the trends of the thermody­
namic data observed for guaiacol complexes in different 
solvents cannot be ascribed to hydroxyl bonding to the sol­
vent. Therefore, if pyridine interacts with CC14 and aro­
matic solvents, the enthalpy change for the formation of 
the guaiacol-pyridine complex should be different when 
cyclohexane is the solvent as compared to CC14 or aromatic 
solvents. If solvation effects in phenol-CCl4 systems are 
due to phenol hydroxyl-CCLj interactions, no such effects 
should be observed when guaiacol is the proton donor. If 
the solvents 1 ,2-dichloroethane and chloroform, there is di­
rect evidence14 for a weak pyridine-solvent interaction and 
the pyridine-chloroform complex has been reported by sev­
eral investigators.15 These interactions should be reflected 
in the thermodynamic properties of these complexes and a 
further comparison with carbon tetrachloride and benzene 
solvents is possible.

Experimental Section

Experimental details, methods of calculation, and purifi­
cation of the phenols and solvents have been previously re­
ported.1617 Fisher certified ACS grade pyridine was dis­
tilled under nitrogen atmosphere from barium oxide.

Absorption data were obtained in 2-mm pathlength cells 
and are given in Table I. The data for the bonded absorp­
tion in cyclohexane, benzene, and 1 ,2-dichloroethane sol­
vents cannot be considered highly reliable due to excessive 
solvent absorption and the broadness of the bands. The 
frequencies reported in these solvents were reproducible
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TABLE I: Frequency Data® for the Hydrogen Bonded Complexes of Phenol and Guaiacol with Pyridine

Nonbonded frequency Bonded frequency Ai*

Solvent Phenol Guaiacol Phenol Guaiacol Phenol Guaiacol6

Cyclohexane 3615 3561 3207 3217 408 398
e cu 3609 3557 3143 3177 466 432
CSo 3599 3551 3138 3136 461 463
Benzene 3561 3544 3221 3225 340 336
1,2-Dichloro-

ethane
3565 3534 3200 3206 365 359

Chloroform 3596 3544 3159 3163 437 433
“ All data in cm 6 The frequency shift for guaiacol is taken relative to the nonbonded frequency of phenol in the same solvent.

TABLE II: Thermodynamic Data for the Complexes of Phenol and Guaiacol with Pyridine and Me2SO
» ■

K 20 °c —AH,  kcal mol 1 —AS, cal deg 1 mol 1 - A H ° kcal mol 1

Solvent Phenol Guaiacol Phenol Guaiacol Phenol Guaiacol Phenol Guaiacol

Cyclohex- 157.7
3 .1 3

3 r 7.27 ±  0.34 3rS£± OUT 14.8 » 8.96 ±  0.25 3.77 ±  0.37

CS* 84.1 »Æ+S-fc* 5.97 ±  0.41 3.g!If± 0.l3 11.5 10.8 » 7.08 ±  0.24 4.50 ±  0.05
CCI» 58.3 * 3 ± l -4 4  5.70 ±  0.29 3 .$ ? ±  0.33 11.4 q.T&e- 6.33 ±  0.07 3.04 ±  0.14
Benzene 24.8 •StH- 1 .T2 5.03 ±  0.32 0.08-15 10.8 ia -9 5.14 ±  0.12 3.88 ±  0.06

Ph. 1,2-Dichlo- 18.2 Zm ZA O  5.55 ±0 .15  3.123!4 ± ±  0 .88 4 1 13.2 9.2 6.07 ±  0.14 3.43 ±  0.09
iWth. roeth-

■ » ane
Chloroform 22.1 SJ&jfiO  5.10 ±0.12 2 £ 8 ± 0 .3 O 11.2

? * 3
W - 3.12 ±0.03 2.09 ±  0.18

° Data from ref 16 for the complexes of phenol and guaiacol with Me2SO. In all systems the error reported is the error in the 
least-squares slope of a plot of In k vs. T~'. The equilibrium constants are reproducible to about ±10%.

when 2-mm cells were used but were smaller than the 
values obtained in 1 -cm cells.

The solutions for analysis were about 0.002 M in the phe­
nols and 0.1 M in pyridine. The temperature range was 
from 10 to 40 °C.

Results and Discussion

Thermodynamic data for the pyridine complexes with 
phenol and guaiacol are given in Table II. Enthalpy data 
for the phenol and guaiacol complexes with MeoSO16 are 
also given in Table II for comparison and subsequent use. 
These data show that the enthalpy change and equilibrium 
constant for the formation of phenol complexes with pyri­
dine or MegSO vary from solvent to solvent. Most common­
ly, the reason advanced for the variation of AH with sol­
vent for alcohol systems is that the hydroxyl interacts in 
varying degrees with the different solvents.7“9 Comparison 
of data shows AH for the formation of the phenol com­
plexes with pyridine is consistent with that for the phenol- 
Me^SO complexes. The OH—w interaction between phenol 
and benzene is well established15 and there seems little 
doubt that at least part of the more endothermic character 
of the reaction in this solvent is accounted for by hydroxyl- 
solvent interaction. Specific interactions by MejSO and 
pyridine with 1 ,2-dichloroethane and chloroform have been 
reported1410 and are responsible for the slightly lower en­
thalpy change in these two solvents relative to the more 
“ inert” solvents, cyclohexane, carbon disulfide, and carbon 
tetrachloride.

When phenol is replaced by guaiacol as the proton 
donor, the variation in the thermodynamic properties of 
the pyridine complexes in the different solvents is slight. 
The variation in AH for the phenol complexes with pyri­

dine as contrasted with the relative insensitivity of AH to 
solvent for the guaiacol complexes provides strong support 
for a phenol-solvent interaction and in as far as AH is af­
fected these interactions are dominant. If pyridine-solvent 
interactions were strong, AH for the guaiacol complexes 
would show greater differences in the various solvents. In 
particular, if pyridine interacts strongly with CC14 and ben­
zene, AH in these solvents would be expected to be less 
than in cyclohexane provided other solvation effects are 
not large in comparison.

The enthalpy changes for the pyridine complexes with 
guaiacol in 1 ,2-dichloroethane and chloroform are some­
what lower than those in other solvents and show that for 
the solvents in which direct evidence of a pyridine-solvent 
interaction is known,14-15 the effect is apparent in the en­
thalpy data. Pyridine should interact more strongly with 
chloroform than with 1 ,2-dichloroethane and this is shown 
by the slightly lower enthalpy change for the guaiacol-pyri- 
dine complex in chloroform. It can be concluded that the 
pyridine-chloroform interaction is stronger than the pyri­
dine-1 , 2-dichloroethane interaction and that the Me2SO- 
chloroform interaction is greater than the Me2SO -l,2-di­
chloroethane interaction. It may also be seen from a com­
parison of enthalpy data that Me2SO interacts more 
strongly with chloroform than does pyridine.

Enthalpy changes for elimination reactions in various 
solvents are given in Table III. According to ESP theory,1“3 
in the absence of strong specific interactions with the sol­
vent, all the enthalpy changes given in this table for a given 
acid and base should be identical. For the first set of six re­
actions involving phenol, Me2SO, and pyridine there is no 
apparent trend and if ESP theory is followed, variations in 
AH must be attributed to specific interactions with the sol-
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TABLE III: Enthalpy Changes for Elimination Reactions in Various Solvents

Solvent Reaction AB' + B = AB + B' AH, kcal mol-1

Cyclohexane Phenol-Me2SO + Pyridine = Phenol-Pyridine + Me2SO +1.69 ± 0.59
CC14 +0.63 ± 0.36
Benzene +0.11+0.44
CS2 +1.11+0.65
1,2-Dichloroethane +0.52 + 0.29
Chloroform -1.98 + 0.15
Cyclohexane Guaiacol-Me2SO + Pyridine = Guaiacol-Pyridine + Me2SO +0.95 ± 0.48
CClj +0.20 ± 0.25
Benzene +0.96 ± 0.14
CS, +1.23 + 0.17
1,2-Dichloroethane +0.99 ± 0.32
Chloroform —0.13 + 0.39
Cyclohexane Phenol-Pyridine + Guaiacol = Guaiacol-Pyridine + Phenol +4.45 ± 0.45
CC14 +2.86 ± 0.40
Benzene , +2.11+0.40
CS2 ' +2.70 + 0.53
1,2-Dichloroethane + 3.11 ± 0.38
Chloroform +2.88 ± 0.33

Cyclohexane Phenol-Me2SO + Guaiacol = Guaiacol-Me2SO + Phenol +5.19 ± 0.62
CC14 +3.29 ± 0.21
Benzene +1.26 + 0.18
CS2 +2.58 ± 0.29
1,2-Dichloroethane +2.64 ± 0.23
Chloroform +1.03 + 0.21

vent. The interaction of Me2SO and pyridine with 1,2-di- 
chloroethane and chloroform14 is known but there is no evi­
dence for specific interactions of Me2SO with the other sol­
vents.2 According to Drago et al.’ ~3 AH for the pyridine 
complexes in the solvents CC14 and benzene should be 
“ corrected” for the pyridine interaction by subtracting 0.9 
kcal mol-1 from AH found for the elimination reactions in 
these solvents. The enthalpy change should then be close to 
that in cyclohexane and CS2. This procedure results in 
even poorer agreement between the enthalpy changes in 
these solvents. Similar results are obtained with the system 
guaiacol, Me2SO, and pyridine. Because this procedure has 
worked well for Drago, data obtained by other investigators 
were treated according to ESP theory.

Data taken from Sherry and Purcell,6 Gramstad,18 Lam­
berts,19 and Purcell et al.20 were subjected to elimination 
procedures and the results are given in Table IV. All elimi­
nation reactions involve pyridine which according to ESP 
theory should undergo a specific interaction with CC14 but 
not with cyclohexane, hexane, or carbon disulfide. The 
CCLi-pyridine interaction should be evident in the enthal­
py change for the elimination reactions between the pairs 
of solvents. However the data of Sherry and Purcell and 
that of Arnett et al. give almost identical enthalpy changes 
in the pairs of solvents listed and a correction of —0.9 kcal 
mol-1 makes the difference between the enthalpy changes 
larger for all solvent pairs. The close agreement of the en­
thalpy data for all solvent pairs for these data may be in­
terpreted in terms of ESP theory as support for the ab­
sence of a pyridine-CCL( interaction.

Also given in Table III are reactions for phenol, guaiacol, 
MeoSO, and for phenol, guaiacol, and pyridine for which 
the uncomplexed base has been eliminated. These reac­
tions remove the consideration of Me2SO and pyridine in­
teractions with the solvents and because all the species 
with the exception of phenol are hydrogen bonded any

TABLE IV: Elimination Reactions Involving Pyridine

Solvent Reaction" AH Ref

CCl4 TEA-HFIP + PY = HFIP- + 1.6 20
PY + TEA

Cr,H 14 + 1.7
CCI, TFE-y-C + PY = TFE-PY + +0.85 6

T-C
CfiH,4 +0.98
CCl4 HFIP-y-C + PY = HFIP-PY + 1.27 6

+ 7 -C
CkHi4 + 1.37
CCI, THF-P + PY = PY-P + - 1.6 19

THF
Cf,Hi2 -1.3
CCl4 TBA-P + PY = PY-P + TBA - 0.1 18
CS, +0.4
a TEA = triethylamine, HFIP = 1,1,1,3,3,3-hexafluoro-2- 

propanol, PY = pyridine, TFE = 2,2,2-trifluoroethanol, y-C = 
y-collidine, THF = tetrahydrofuran. P = phenol, TBA = tri- 
butvlamine.

variation in AH for these elimination reactions should be 
largely determined by the solvation of phenol in the various 
solvents. If phenol does not undergo specific interaction 
with the solvent, or give rise to unusual solvation effects, 
the enthalpy changes for these elimination reactions should 
be the same in all solvents. The variations actually found in 
AH are most reasonably attributed to phenol-solvent in­
teraction. Calorimetric data for the heat of solution of phe­
nol in cyclohexane, carbon tetrachloride, and benzene have 
been reported as +7.625,9 +6.27,10 and +4.7210 kcal mol-1, 
respectively. The trend in AH for the elimination reactions 
follows the trend in increasing solvation of phenol as given 
bv these heats of solution.
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The activity coefficients of methyl acetate (MeOAc), ethyl acetate (EtOAc), n-propyl acetate (rc-PrOAc), 
n-butyl acetate (n-BuOAc), and n-pentyl acetate (rc-PeOAc) have been measured at 25 °C in concentrated 
aqueous solutions of electrolytes using the distribution technique. The salts used were LiCl, NaCl, KC1, 
CsCl, KF, KBr, NaNO:i, and NaC104. In general, the results obtained are as might be expected. A mecha­
nistic explanation is given of the trends observed and unexpected features in the data are explained with 
the aid of some assumptions regarding the nature of ionic hydration. The apparent molar volumes of 
MeOAc have also been determined over the full range of molalities for each of the salts used in the activity 
coefficient determinations. These measurements are then used in conjunction with thermodynamic data 
for the salt solutions (from the literature) to calculate the MeOAc activity coefficients according to the ex­
panded McDevit and Long equations developed in an earlier publication. Similar, but less accurate calcula­
tions have also been done for the activity coefficients of the larger esters. In these cases, apparent molar 
volumes were determined only in water. The calculations are found to have mixed success.

Introduction

The dependence of rates of reaction upon substrate ac­
tivity coefficients was enshrined in transition state theory 
in the early 1930’s. Since that time, innumerable investiga­
tions have utilized this theory, the activity coefficients of a 
wide range of substrates (mostly nonelectrolytes) having 
been measured in an equally diverse range of media, aque­
ous salt solutions being a common medium in which sol­
vent effects have been examined. It is therefore not surpris­
ing that chemists have endeavored to calculate the activity 
coefficients of nonelectrolytes in aqueous salt solutions.2"8

In aqueous solutions, however, a problem arises due to 
the hydrogen-bonded networks which extend throughout 
the solution, such that the concept of localized solute-sol­
vent interaction is often probably inappropriate, as is the 
assumption of pairwise additivity of interaction of species.9 
While a quantitative description of the properties of aque­
ous solutions may eventually be derived using the statisti­
cal mechanics of hard-sphere fluids as a basis, this seems 
only likely to occur by detailed reference to the unique 
structure of the water molecule.10 To date, “ scaled particle 
theory" calculations have been based upon the Pierotti ap­

proach11 in which the specific nature of water is only im­
plicitly taken with account through the use of the experi­
mental densities and coefficients of thermal expansion 
compressibility. More detailed analyses of this approach, 
questions its direct applicability to water solutions10’12 and 
the calculations of activity coefficients of nonelectrolytes in 
salt solutions have had varied success.7’8,11"16 One of these 
attempts has concerned polar nonelectrolytes. Wilcox and 
Schrier18 calculated the limiting salting coefficients (fes) for 
small aliphatic alcohols in aqueous solutions of the sodium 
halides. Agreement between theory and experiment was 
generally good, notwithstanding the above.

An alternate approach is that of McDevit and Long.
The McDevit and Long (McDL) approach to calculating 

kj' has recently been extended to enable the calculation of 
activity coefficients of nonelectrolytes in concentrated so­
lutions of electrolytes.17 The equations developed there 
were found to give excellent agreement with experiment for 
most of the nonpolar nonelectrolyte systems considered. In 
this paper the new equations are applied to the solutions of 
polar nonelectrolytes. Altshuller and Everson18 have pre­
viously applied the McDL approach in the case of polar 
nonelectrolytes, but only to the calculation of ks and with-
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out quantitative correction for the distance of closest ap­
proach of nonelectrolyte and ion.

Theory

The molal coefficients for the partition of a nonelectro­
lyte (n) between an organic and an aqueous phase are given
by

D (mn_orgYn,org)/("̂ n,aq"7n,aq)
Hence for identical molalities of nonelectrolyte in organic 
phases in equilibrium with water (w) and with a salt solu­
tion (s), the relative molal activity coefficient of the non­
electrolyte is

Yn( 7n,s/7n,w) Ds/Dw

After conversion to the molal scale, the corrected equation 
developed in ref 17 is

lim„ n-*0 (log Yn)
v nc s(V7-4>s) r

2.303RTP [

%  (Vs -  — —------- log(l + 2 X 10 3msMs)
2 J f h + rn (1 )

Yn = the relative molal activity coefficient of the nonelec­
trolyte, n; Vn = molar volume of nonelectrolyte; Cs = molar 
concentration of salt; Vs = molar volume of liquid salt ex­
trapolated to the temperature of solution (the intrinsic vol­
ume); <t>s = apparent molar volume of salt in ms molal salt 
solution; d = isothermal compressibility of an ms molal salt 
solution; ms = molality of salt; Ms = molecular weight of 
salt; rn = distance of closest approach to the nonelectrolyte 
molecule; fh = distance of closest approach to the average 
“solvated” 19 ion present in solution.

It is evident from eq 1 that once the salt solution param­
eters have been fixed, the application of these expressions 
to a variety of nonelectrolytes requires only knowledge of 
Vn and rn. As these equations are only functions of bulk 
observable properties of solution and do not depend upon 
an assumed model of solvent structure or solute-solvent in­
teractions, eq 1 provides a relatively quick and painless 
method of calculating nonelectrolyte activity coefficients in 
salt solution.

Experimental Section

The KF, cyclohexane, and esters were laboratory reagent 
grade. All other chemicals were analytical reagent grade.

The esters were purified according to Vogel21 and stored 
over vacuum-dried Linde 3-4A molecular sieves, under 
argon, in 2-3 cm3 quantities sealed in glass ampoules. Cy­
clohexane was distilled once at the accepted boiling 
point.'22 As the NaC104 was invariably wet, its solutions 
were made up approximately by weight and then accurate­
ly determined by evaporation to dryness. The other salts 
were dried at 400 °C (NaNOs, 250 °C) for 4 h, with occa­
sional stirring. Anhydrous Na2C03 was dried at 270-290 
°C, with occasional mixing, and then cooled and stored 
under vacuum. HC1 was standardized vs. the NaaC03 ac­
cording to Kolthoff and Sandell,23 the HC1 being used to 
standardize the NaOH solutions employed.

Partition solutions were made up by weight (keeping 
77in,aq well under 0.1 m), thermostatted at 25.00 ±  0.05 °C, 
and shaken for 30-60 s every 0.5 h for about 5 h and then 
left to stand overnight. Variation in this procedure did not 
lead to different distribution coefficients. We assumed this 
to indicate the attainment of equilibrium. The less dense

organic phase was removed fcy suction with a water pump, 
an aliquot of the aqueous phase run into a not-greater- 
than-50%-excess of NaOH solution, covered with an inert 
atmosphere, stoppered in an airtight fashion, shaken, and 
left overnight. An automatic titrator (Radiometer) was 
then used to determine the excess NaOH with standard 
HC1. It was not found necessary to employ an inert atmo­
sphere during titration.

The apparent molar volumes of the esters were deter­
mined at the ambient temperature of an internal room, the 
temperature of which varied only by tenths of a degree over 
the period of 1 h. To ensure thermal equilibrium was at­
tained, all glassware and the prepared solutions were stored 
in the closed room overnight. Weighings were made on a 
five-place automatic Mettler H 20 T balance. The balance 
was carefully checked with standard weights and the densi­
ty bottles handled only with insulated tongs. With care, 
weighings were reproducible within ± 3  X 10-5  g.

Results and Discussion

The distribution coefficients for esters between water 
and cyclohexane (Dw) were sometimes found to vary a little 
from batch to batch of cyclohexane. Fortunately, the activi­
ty coefficients did not vary provided that Dw and Ds were 
determined from the same batch of cyclohexane. The varia­
tion of D„ with molality of ester in the cyclohexane phase 
was determined for each of the esters other than n- 
BuOAc.24 For the smaller esters, Dw is small enough for 
"in.org to vary quite appreciably between aqueous solutions 
when a fixed volume of the ester is partitioned, whereas for 
n-BuOAc, Dw is large enough such that mnMTg varies by 
only 0.8% from water to the most strongly salting-out solu­
tion. For n-PeOAc, the solubility is so low that it was not 
possible to add the ester to the partition mixture both rap­
idly and quantitatively. Consequently, the variation of Dw 
with mnorg had again to be determined for n-PeOAc.

The activity coefficient data (Yn) are given in Table I.
Extensive measurements of Yn for the n -alkyl acetates in 

concentrated salt solutions have previously been made only 
in the case of EtOAc and determinations of Yn using the 
distribution technique have only once been reported (Phil­
ip and Bramley23’26). Inspection of Figure 1 shows good 
agreement between the determinations of Yn for EtOAc in 
NaCl solutions according to the distribution technique: 
Philip and Bramley25 ( 20 °C), this work (25 °C). If the 
temperature dependence of ~/n as determined by Altshuller 
and Everson18 by solubility measurements can be taken to 
be qualitatively correct, agreement between the work of 
Philip and Bramley and the work presented in this paper is 
excellent. For the other salt solutions employed by Philip 
and Bramley (LiCl, NaCl, and NaN03> the agreement be­
tween studies is identical. So too are the solubility determi­
nations of Yn18,27'28 quite different to the distribution de­
terminations of Yn >n each case. Long and McDevit29 have 
pointed out the dangers of the solubility technique due to 
the possible dissolution of water to differing extents in the 
supposedly pure reference phase, with the consequential 
change in activity of the solute in its reference phase. The 
possibility of medium effects in the aqueous phase also 
arises where the nonelectrolyte solubility is too large. With 
solute concentrations greater than about 0.2 M, self-inter- 
action can be detected.28 As the solubility of EtOAc in 
water lies somewhere between 0.801 and 0.835 m18’2'.'28-30 
and the solubility of water has been reported to be approxi­
mately 0.35 m in EtOAc,27 it seems apparent that the use of
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TABLE I: Activity Coefficients of the Alkyl Acetates in Aqueous Salt Solutions at 25 °C

LiCl molality, m 0.944 1.85 2.83 3.90 5.13 5.79 6.85

MeOAc 1.205 1.39 1.58 1.81j 1.91 2.16 2.14
EtOAc 1.26 1.618 2.00 2.28 2.78, 2.98 3.33
n-PrOAc 1.36 1.77 2.54 3.10, 3.54 3.77 4.80
n-BuOAc 1.60 1.93 2.76 3.78 5.11 5.87 7.21
n-PeOAc 1.56 2.34 3.16 6.28 9.44

LiCl molality, m 0.911 1.885 2.89 3.93 5.02

n-PrOAc 1.33 1.933 2.46 3.04 3.51

NaCl molality, m 1.02 2.11 3.21 4.38 5.34 5.62 5.98 6.11 6.18

MeOAc 1.335 1.560 2.13 2.80 3.63 3.60
EtOAc 1.44 2.13 2.94 4.33 6.09 6.60 6.92 7.54
n-PrO Ac 1.639 2.49 3.88 5.81 8.96 10.90
n-BuOAc 1.78 2.77 4.42 ' 7.26 12.53 17.86

10.5 12.32
n-PeO Ac 1.78 2.88 4.85 8.92 11.1 12.41

KC1 molality, m 0.820 1.686 2.59 3.55 4.20 4.57 4.74 4.79

MeOAc' 1.115 1.26 1.41 2.07 2.20 2.46
EtOAc 1.383 1.72 2.25 2.93 3.60 4.04
n-PrOAc 1.41 1.93 2.61 3.35 4.71 4,98 5.27
n-BuOAc 1.63 2.01 2.99 4.50 6,44 7.07
n-PeOAc 1.38 2.06 3.72 5.84 7.56 t 10.63

CsCl molality, m 0.840 1.80 2.82 3.83 . .’ 5.16 6.50

MeOAc 1.266 1.364 1.59 1.86 2.16 2.77
EtOAc 1.21 1.63 2.05 2.64 3.45 4.22
rc-PrO Ac 1.34 1.91 2.30 3.19 4.32 5.72
n-BuOAc 1.44 1.67 2.33 3.27 ; 4.33 6.73
n-PeOAc 1.36 1.90 2.37 3.12 5.64 7.90

KF molality, m 0.969 1.951 2.995 4.062 5.216 6.222

MeOAc 1.48 2.73 4.30 5.46 8.35 9.76
EtOAc 1.84s 3.18 5.87 9.62
n-PrO Ac 1.98 3.64 6.73 11.0
n-BuOAc 1.98 3.52 5.00 7.23 9.42

KBr molality, m 0.625 1.279 1.964 2.681 3.439 4.132

MeOAc 0.98 1.12 1.185 1.34 1.49 1.63
EtOAc 1.11 1.29 1.48 1.79 1.99 2.32
n -PrO Ac 1.16 1.37 1.54 1.88 2.15 2.78
n-BuOAc 1.26 1.41 1.79 2.02 2.49 3.03
n-PeOAc 1.37s 1.80 2.32 3.22 4.36 5.47

NaNO, molality, m 1.03 2.13 3.31 4.58 5.98 7.00

MeOAc 1.09, 1.21 1.36 1.65 2.02 2.18
EtOAc 1.18 1.42 1.82 2.27 2.98 3.42
n-PrOAc 1.18 2.05 2.71 3.63 4.44
n-BuOAc 1.23 1.59 2.12 2.95 4.39 5.41
n-PeOAc 1.41 2.05 2.98 5.19 7.50 9.35

NaCl04 molality, m 0.78 1.81 2.84 3.96 5.20 6.56

MeOAc 0.913 0.89 0.95 0.97 1.016 0.953
EtOAc 0.99 1.02 1.08 1.14 1.23 1.45
n- PrOAc 1.00 1.05 1.16 1.34 1.61 1.83
n-BuOAc 1.06 1.20 1.28 1.53 1.80 2.36
n -PeOAc 1.24 1.65 2.29 3.32 4.01

the solubility method for the determination of EtOAc ac­
tivity coefficients is not valid.

Application of eq 1 requires selection of intrinsic volume 
data (Vs). Several sets of these data are given in Table II. 
Generally the order of Vs is the same for each set of data, 
although for each of KF and LiCl there is one inconsistent 
value. The data of line 2 have been taken as a reference,

with Vs for NaNOs and NaClÛ4 taken from line 4 to com­
plete the set. The data of line 2 do not contain any anoma­
lous values of Vs and were derived by Scott31 according to 
his concept of the critical disruptive state in which further 
expansion of a crystal leads to a breakdown of the charac­
teristic lattice structure and replacement by the more mo­
bile fluid state. A distinction is therefore drawn between Vs
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Figure 1. Log y for ethyl acetate in. NaCl solutions. The originators 
of the measurements, the technique.'used, and the temperature are 
indicated in the key (inset). The lines marked 20, 25, and 30 °C are 
due to Altshuller and Everson.

derived from the true CsCl structure (48.0 cm3 mol-1) and 
Vs derived from the hypothetical rock salt structure (47.2 
cm3 mol-1). Comparison of CsCl Vs values with the other 
Vs in each series shows the CsCl values to be consistent 
with the value of 47.2 cm3 mol-1 which was derived from 
the incorrect crystal structure of the salt. Vs = 48.0 cm3 
mol-1 has been chosen as the reference value of Vs for 
CsCl. The set of reference values have been plotted vs. 
themselves in Figure 2 and the abscissa positions labeled 
with the salt. The other sets of Vs have then been plotted 
against these reference points on the abscissa and lines of 
best fit drawn for each series. To be consistent with the Vs 
values found appropriate in ref 17, Scott’s alternate esti­
mates of Vs (line 6 of Table I) have been selected other 
than for CsCl. In this case, a value 50.0 cm3 mol-1 taken 
from the line of best fit to Scotvs data (□). Similarly, Vs 
values for KF (25.7 cm3 mol-1), NaNC>3 (37.8 cm3 mol-1), 
and NaC104 (50.8 cm3 mol-1 ) have been taken from the 
same line of best fit.

Table III shows the sources of apparent molar volumes of 
the salts and of compressibilities, densities, and heat ca­
pacities of the salt solutions. Where possible (LiCl, NaCl, 
KC1, and KBr), Gibson's isothermal compressibility data34 
have been used. As his data were found to be internally 
consistent and generally in excellent agreement with other 
sources, NaNO;t and CsCl isothermal compressibility data 
have been obtained from Gibson on the basis of additivity. 
For KF and NaC104 solutions there are only adiabatic com­
pressibility data available at 20 °C. These have been con­
verted to isothermal compressibilities at 20 °C according to 
the relationship given in ref 35. d appears to vary very lit­
tle, if at all, with temperature.33’

Limiting apparent molar volumes of the esters (</\,°°) 
have been used for Vn in calculations of log y„ according to 
eq 1. Figure 3 shows the variation of </>v°° for MeOAc in the 
solutions of each of the salts. In the case of the larger es­
ters. this dependence was not determined. However, in 
order to carry out approximate calculations for the esters

other than MeOAc, </>v“ was determined for EtOAc, n- 
PrOAc, and n-BuOAc in pure water. A value of was ob­
tained for n-PeOAc by extrapolation of the linear variation 
of 0V” (for the three previous homologues) as a function of 
the carbon number of the sice chain. Table IV gives these 
data. As a slightly better approximation to the likely true 
0V°° for the larger esters, we have used the quantity 
0v°°(MeOAc, salt solution) X 0v“ (ester, H20)/(/>v“ (MeOAc, 
H20) for the calculation of log Yn in the case of the larger 
esters. We therefore assume the same manner of variation 
in with salt concentration for the larger esters, as is ob­
served for MeOAc.

rn values, the distance of closest approach to the non­
electrolyte, have been calculated from

$v" = 1W n3 (2)

rh were calculated from the individual radii of hydrated 
ions, as determined from density measurements and tabu­
lated in ref 6. (See ref 17 and 20.) The NO3-  and CIO4-  
ions have been assumed to be unsolvated. Values of 2.03 
and 2.27 A respectively are talren from Hindman.45

The values of log yn calculated from eq 1 for’MeOAc are 
shown in Figure 4, along with the experimental data. As the 
experimental procedure had been found to achieve equilib­
rium, the scatter in the data must be due to errors in analy­
sis. The overall salting orders are generally similar, al­
though with some inversions. For the K+ salts the anion 
salting orders are identical, F-  > Cl-  > Br- , as are the 
anion salting orders for the Na+ salts, Cl-  > NO3-  > 
CIO4- . The salting in of MeOAc by NaC104 is predicted, al­
though at high molalities of NaC104 there is poor quantita­
tive agreement. In the case of the cations, the observed 
salting orders is Na+ > K+ > Cs+ > Li+, whereas the pre­
dicted order is Na+ > Li+ > K+ »  Cs+.

Quantitative agreement between eq 1 and experiment is 
excellent for MeOAc in KF, NaCl, and LiCl solutions. In 
KC1 solutions, the calculated line passes through the exper­
imental points at low salt concentrations but is quite diver­
gent from those experimental points determined in the 
presence of larger salt concentrations. It seems apparent 
that these two groups of experimental points are incompat­
ible. Reference to Figure 5 (and Figures 5M and 6M )24 in­
dicates that the correct cation salting orders for the smaller 
n -alkyl acetates is Na+ > K+ > Cs+, Li+ and that the lower 
lying experimental log yn points are in error. This is consis­
tent with the order of salt effects generally expected for 
polar nonelectrolytes which do not have pronounced acidic 
or basic tendencies.29 Furthermore, inspection of Figure 6 
also tends to lead to the same conclusion. The log 7 7 , plots 
calculated from eq 1 for the higher homologues are all ap­
preciably lower lying than the experimental data, which in 
these cases are not badly scattered as for MeOAc. This in­
dicates that the chosen value of the intrinsic volume ( Vs) of 
KC1 is too low. A more appropriate choice of Vs that would 
approximate better to the experimental data for the larger 
esters, would also approximate to the higher lying log 7n 
values determined for MeOA.c in the more concentrated so­
lutions of KC1.

Figure 7 shows the effect of increasing nonelectrolyte 
size (Vn) upon the calculated and experimental log yn 
values for a salt (NaCl) in the presence of which the varia­
tion of log Yn was correctly predicted for MeOAc. From eq 
1 it is clear that log 7 n increases with the volume occupied 
by the nonelectrolyte and in the case of nonpolar nonelec­
trolytes in a series of salt solutions, experimental determi-
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TABLE II: Intrinsic Volumes of Salts (cm3 mol ')
KF NaCl KC1 LiCl CsCl KBr NaNO, NaC104 Symbol0 Ref

28.9 36.9 26.1 46.7» 41.7* 36.9 * X 5°
24.0 26.9 36.3 25.3 48.0 41.3 • 31

47.2
26.5 27.5 37.0 22.5 47.0 42.0 36.0 49.0 32
21.7 30.4 37.1 27.5 47.9 43.8 60.1 + 33

29.1 38.4 26.5 49.0 43.0 □ 31
a See Figure 6 .* Obtained assuming additive effects of individual ions. c From dPe/dCs data of Gibson (see ref 5). Pe is the 

“ effective pressure” as defined by Gibson.

.d

Figure 2. Plots of the intrinsic volum e ( Vs) of salts according to sev­
eral sources (see text).

nation of the Setchenow salting constants (ks) has indicat­
ed an approximately correct sensitivity of the McDevit and 
Long theory to molecular size.46-47 The same may be said of 
the relative values of the experimental and calculated log 
7n in Figures 7 (NaCl), 8M24 (LiCl), and 9M24 (KF). That 
the quantitative prediction of the variation of log 7 n with 
increasing nonelectrolyte size is far from perfect, will in 
part be due to the assumed variation in </>v" for the larger 
esters. It is impossible to guess whether this factor will ac­
count for the entire discrepancy between calculated and 
determined values of log 7 „ in all cases, but in solutions of 
KF, where 0V" varies by almost 10% over the range from 0 
to 6 M KF even for MeOAc, quite large variations in 0V“ 
may well occur for the larger esters.

It is particularly gratifying that the same NaCl solution 
data (especially Vs) have been able to give rise to equally 
good estimates of the variation of the activity coefficients 
of a polar nonelectrolyte (MeOAc) and a nonpolar nonelec­
trolyte (benzene17) over a range of concentrated salt solu­
tions. As suggested in ref 17, it seems possible that eq 1 
may be capable of predicting the activity coefficients of a 
wide range of electrolytes once an appropriate value of Vs 
has been found. All that is required for a new nonelectro­
lyte is accurate Vn and rn data. In its given form, eq 1 could 
not be expected to satisfactorily predict the activity coeffi­
cients of strongly polar nonelectrolytes capable of compet­
ing with water to solvate the electrolyte ion. Crystallo­
graphic radii of the ions would then have to be used to de­
termine the factor correcting for the nonzero distance of 
closest approach of the nonelectrolyte and ions.

Given the considerable range of Vs values (Table I) and 
the sensitivity of eq 1 to Vs, it is not surprising that less ac­
curate prediction of yn is achieved for the electrolytes ex­
hibiting weaker salting effects. Vs — <t>s is typically about 6 
cm:i mol-1  in these instances, compared to Vs and <j>s about 
40 cm3 mol-1. An uncertainty of 1 cm3 in Vs is 17% of Vs — 
4>s and may be up to a difference of 0.1 in log yn. This order 
of magnitude of uncertainty in Vs is sufficient to account 
for the discrepancy between eq 1 and experiment for 
NaNOs and NaCICL but not in the cases of CsCl and KBr.

The possible general utility of eq 1 lies in its relative sim­
plicity of format. To this end we have determined a set of 
Vs values which fit the experimental data for MeOAc. They 
are listed in Table V. The intermediate quantities required 
for a rapid calculation of log y according to eq 1 using the 
Vs of Table V are given in Table 1M.24 Figures 4, 5, 5M, 
6M, and 7M show plots of 7 „ as a function of salt molality 
for the eight salts, for MeOAc, EeOAc, n-PrOAc, n-BuOAc, 
and n-PeOAc, respectively. As mentioned earlier in con­
nection with MeOAc, the salting out orders of the electro­
lytes, and of the cations and anions individually, are as ex­
pected for the lower homologues.29 Increasing size of the 
hydrocarbon segment can be seen to lead to generally high­
er activity coefficients. This aspect can be more readily as­
certained from Figure 6, which shows 7 „ for each of the 
nonelectrolytes in KC1 solutions. Consideration of the ef­
fect of increasing size upon the activity coefficients of non­
polar nonelectrolytes in solutions of small ion salts7-47 
would lead us to expect this feature also. Mechanistically, 
an explanation can be given in the framework of Bockris et 
al.4 As the ion-dipole and dipole-dipole forces involving 
the polar part of the esters will be approximately constant 
for the series of esters in solutions of a particular salt, (i) 
the electrostatic repulsion of the hydrocarbon segment, (ii) 
the attractive interactions of the induced dipole in the hy­
drocarbon segment with ions and water dipoles, and (iii) 
dispersion forces will be the factors which affect the change 
in 7 n with size of the ester. As the hydrocarbon segments of 
the esters are relatively small and saturated, the polariz­
ability of these groups, and hence (ii), will be small. Simi­
larly, (iii) will generally be small, especially in view of the 
short range of dispersion forces and the “ solvation” 20 of 
the ions in question. The effect of increasing size is thus ex­
pected to be compatible with a predominant, increasing 
electrostatic repulsion, as is observed.

The implication of this analysis is that for any single 
ester there will be a gradation from strong salting out, by 
electrolytes containing the smaller ions with the higher 
charge densities, to weak salting out (or salting in) by elec­
trolytes comprised of larger ions. Even on the basis of crys­
tallographic ionic radii, the cationic and anionic salting or­
ders are in accord with this view, Li+ being the exception. 
A more realistic evaluation of salting orders requires look-
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TABLE III: Literature Sources of Auxiliary Data

Salt LiCl NaCl KC1 KBr CsCl NaN03 KF NaCIO,
<PS --------------  38,39 -------------► 38 38,40 41,42 38,43 42
¡3 - ---------------------------------------------------34 --------------------------------------------------- ► -----------------  32,36,44 ---------------- ►
P 41,43 41,42
C  p 43 42

TABLE IV : Limiting Apparent Molar Volumes (0V°° ) and 
the Average Deviation from the Mean for the n-Alkyl 
Acetates in Water

Ester 0V°°, cm3

No. of 
measure­

ments Temp, °C

MeOAc 71.8 ± 0.2 7 19.1
EtOAc 88.0 ± 0.1 7 18.5
n-PrOAc 103.8 ± 0.3 9 18.2
n-BuOAc 119 ± 1 10 18.6
n-PeOAc (135 ± 2)a ( -1 8 .5 )
“ Obtained by extrapolation of the linear variation of 0V“  

with ester size. 0V°° = (56.0 + 15.8n) ± 0.1, where n is the 
number of carbon atoms in the side chain and 0.1 is the 
standard deviation.

Figure 3. Limiting apparent m olal volum es (0 V" )  of m ethyl aceta te  
in salt solutions.

ing at ionic hydration. As Bonner has pointed out, salting 
out is but one of many solution phenomena which peak at 
either Na+ or K + .48 A distinction has to be made between 
the strength of bonds between ions and their nearest neigh­
bor water molecules (strength of hydration) and the extent 
of hydration, whether this later quantity is measured in 
terms of a solvation number or a coordination number. Rel­
ative to the larger alkali metal cations, the decrease in cat­
ionic size is a disproportionately large percentage between 
Na+ and Li+, so that the Li+ to nearest neighbor water 
bonds must be disproportionately strong, the nearest 
neighbor water molecules must be polarized particularly 
strongly, the second layer of water molecules unexpectedly 
firmly held, and so on out into the solution further than for 
the larger cations. The net result is a greater shielding of

Figure 4. Plots of log y n vs. the m olality of added electro lyte. The  
num bered lines w ere  calculated using eq 1 and the points are the  
experim enta l data: KF (1, ▲); NaCl (2, • ) ;  LiCl (3 , O ); KCI (4, A); 
N a N 0 3 (5, © ); KBr (6, ■ ):  CsCl (7. □ );  N a C I0 4 (8, C).

Figure 5. The effec ts  of salts on the activ ity  coeffic ien t of ethyl a c e ­
tate.

the Li+ charge, leading to a lowering of the electrostatic re­
pulsion of nonpolar molecules or segments.

One of the unexpected features of the data is the change 
in the relative salting effect of Li+ on the larger esters. 
From a slightly downward turning curve for MeOAc, the yn 
plots change to linear for EtOAc and n-PrOAc to upward 
curving plots for the n-Bu and n-Pe esters (see Figure 
8M24). As the molality of LiCl increases from 2 to 4 to 6, 
the number of water molecules present in solution per mole 
of salt decreases from 28 to 14 to 9, the shielding of the 
small Li+ probably decreases and a resultant increase in 
electrostatic repulsion of the hydrocarbon segment of the
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TABLE V: Vs Values Fitting Methyl Acetate Experimental Activity Coefficient Data

Salt KF NaCl KCl LiCl CsCl KBr NaNO, NaClO.

Vs, cm 3 mol-' 25.9 29.1 39.7 26.7 55.6 46.3 39.2 53.0

-Bu

i

llf
I

and KF (Figure 9M24)49 solutions and the very small in­
crease in "Yn between n-BuOAc and n-PeOAc in CsCI solu­
tions. These may be dispersion force effects. If we assume
that F- is the larger of the isoelectronic pair of ions F- and
Na+, and that F- therefore binds waters of hydration less
strongly,51 then relative to KCl the stronger salting out by
F- than by Na+ may be equated with greater electrostatic
repulsion of the esters by F-, due to less effective shielding
of its charge. This less effective shielding of the F- ion
would allow more ready access of the esters to the ion
which, <;omhined with the larger polarizability of F-, would
give'rise to appreciably stronger attractive dispersion forc­
es with the larger esters and may explair. the more striking
salt reversal observed in KF solutions than NaCI solutions.

It is interesting to note (Figure lOM2-4) that the activity
coefficients of t-BuOAc54 are very similar to those of n­
BuOAc.

As with some other writers,55 we have avoided resorting
to the comfort of arguments based upon the structure of
water, etc.; not because we feel that the presence of extend­
ed hydrogen bond networks in aqueous solutions may be
denied, but rather that much specious material 'may have
already been written on this account,56 and further, that it
is difficult to decide how relevant a Nemethy and Scheraga
picture of water57 is in concentrated electrolyte solutions
where 15 molecules of water is an average per pair of ions
present. After solvation of the ions, and perhaps further
coordination, there are few water molecules left.

o

~~
.....n-Bu

o

o

04

01
o

-.J

C
>0

1·2-

=--....L---"""2----'-----t---'---'---'

Molality K(1/ mol kg-l

Figure 6. Calculated (lines) and experimental (points) values of log
"Yn for methyl acetate (Me), ethyl acetate (Et), n-propyl acetate (n­
Pr), n-butyl acetate (n-Bu), and n-pentyl acetate (n-Pe) in KCI solu­
tions.

Figure 7. Calculated (lines) and experimental (points) values of log
"Yn for methyl acetate (Me), ethyl acetate (Et), n-propyl acetate (n­
Pr), n-butyl acetate (n-Bu), and n-pentyl acetate (n-Pe) in NaCI solu­
tions.

ester occurs. While an increase in the ion dipole (and other
lesser attractive forces) may offset the increased electro­
static repulsion between Li+ and the smaller esters, as the
Li+ concentration increases, for the higher homologues, the
larger electrostatic repulsion at any given molality of salt
would give rise to heightened salting out.

The other surprising aspect of the results concerns the
inverted orders of salting out for some of the higher esters
over parts of the concentration ranges in NaCI (Figure 7)

I

°t
c
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R e fr a c t o m e t r ic  D e te r m in a t io n  o f  S ta b ility  C o n s t a n t s

Lajos Barcza

Institute o f Inorganic and Analytical Chemistry, L. Eotvos University, 1443 Budapest, Hungary (Received September 22, 1975)

The theoretical and practical possibilities of refractometry have been discussed in view of the determina­
tion of equilibrium constants. The method developed is very quick and simple (if some requirements are 
fulfilled) and applicable to the determination of a (rather low) stability constants range which cannot be 
investigated easily by any other methods. The method has been demonstrated on an extensively studied 
system (on the formation of HgCla”  and HgCl42_ species) and the measured and computed results are 
practically the same as the results determined by other methods.

Introduction

It is well known that the phenomenon of refraction is 
connected after all to the polarizability of electron clouds. 
As the latter is changed by the formation of complex com­
pounds,1 it can be supposed that refractometry is a very 
good tool for investigating complex equilibria.

In the literature, several papers can be found (partly 
summarized in ref 1-4) using refractometry for the investi­
gation of formation stoichiometries, but only two deal with 
the problem of the determination of stability constants. 
The method used for finding stoichiometric ratios has 
been, first of all, the method of continuous variation, which 
can often give inconsistent results.7 Its quantitative solu­
tion had been used by Japanese authors3 and by Giles and 
his co-workers, together with the solute excess method8 
known and criticized in spectrophotometry a long time.

The main point of the criticisms against the application 
of refractometry in physical-chemical research is that no 
general relation is known for the connection between the 
refractive index (or its square or molar refraction, etc.) and

the concentration.2-8 However, this fact only strengthens 
the first assumption; it means that refraction is influenced 
also by weak, secondary, and long distance interactions and 
these can be investigated by refractometry, too, only the 
experimental and computing techniques must be chosen 
and controlled very carefully.

Chemical Background

In analytical chemistry, the empirical relationship for 
some relatively diluted solutions are used and proved3’9 
very often:

n = no + kc (1)

where n is the refractive index measured; n 0 is that of the 
solvent; k is an empirical factor; c is the concentration of 
the solute expressed in volume or weight percent, or even 
in molarity. The k refractive factors or increments are fair­
ly constant up to 0.5 M and often higher (1-2 M) concen­
trations in most aqueous and nonaqueous solutions having 
either electrolytes or nonelectrolytes as solutes.
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However, there are some inconsistencies, because it can 
be pointed out3 (even theoretically) that the refractive in­
dices are additive, first of all, when the concentrations are 
expressed in molar volumes or at least in concentration 
units related to the volume. In eq 1, the concentration of 
the solute as molarity is given in such a scale, but the con­
centration of the solvent seems to be constant. In concen­
tration range mentioned, it cannot be true, that is, the con­
stant k must be an apparent constant.

When the concentration of the solvent is expressed also 
in molarity, eq 1 can be rewritten as

n = no* c0 + nj*Ci (2)

where c\ is the concentration of the solute; Co is that of the 
solvent, both expressed in molarity; and n,* can be consid­
ered (as the molar absorbance coefficient) as the molar re­
fractive coefficient.

There is no difficulty in finding the connection between 
eq 1 and 2, only some requirements must be postulated, (i) 
The kind of interactions between the molecules of the sol­
vent and solute must not be changed in the concentration 
range investigated; that is, a solvation factor / iB must be 
constant, (ii) The structure of the solvent is not influenced, 
(iii) There is no change in the degree of the dissociation or 
association of the solute, (iv) The density of the solution 
ought to be varied nearly linearly by the concentration as

d = do + f\dc\ (3)

where d and do are the densities of the solution and the 
pure solvent; / is a constant. (Equation 3 is equivalent to 
eq 1 not only formally but theoretically, too. It means that 
its validity depends also on requirements (i)—(iii).) It is es­
sential, that eq 3 must be valid within ±0.1% for the con­
centration range under investigation, which is fairly true 
for most solutions up to 0.5 M (even to 1-2 M) concentra­
tions.

These requirements can be substituted into eq 2 and it 
can be rewritten as

n()*1000do
n = ---------------- 1

M0

ci (ni* + ~ ~  (1000/id -  Mi) -  n0*/is)  (4)

where Mi is the molecular weight.
It can be easily seen that the first part of the right-hand 

side is really equal to the refractive index of the pure sol­
vent; and the multiplier of Ci defines exactly the meaning 
and the validity range of the so-called refractive increment 
k, or better, that of the apparent molar refractive coeffi­
cient (n, M, see eq 7). Its value can be measured for differ­
ent simple substances easily:

rciM = (n -  nn)/ci (5)

The refractive index of a multicomponent solution can 
be characterized by a set of such equations, in the general 
form, as

n = nQ + 2 n,Mc, (6)

where the definition of the apparent molar refractive coef­
ficients is

H a*n,M = m* -  no*fis + - 7-  (1000,f,d -  M.) (7)
M0

The equilibria can be followed and the equilibrium con­

stants can be computed using eq 6. First of all, the appar­
ent molar refractive coefficients have to be determined 
(and controlled) for every reactants separately. When they 
react, the refractive indices measured in their mixtures 
cannot be described by the type of eq 6 composed simply as 
a set of eq 5 measured separately. The differences between 
the measured and calculated values are directly caused by 
new species having new and different apparent molar re­
fractive coefficient(s). Using the principle of electroneu- 
tralitv (as is usual in coordination chemistry) and a com­
puter, the real eq 6 can be solved for the stability con­
stants) by a rather simple iteration procedure. (The com­
puting is really so simple, that no details are necessary and 
can be managed in most of cases even by desk computer. 
Some practical problems will be discussed later.)

Although there are similarities between the molar ab­
sorbance and refractive coefficients, a typical difference is 
that all of the components are refractometrically active. 
The interactions can be detected by refractometry when 
the apparent molar refractive coefficients of reactants and 
products differ on a measurable scale. Sometimes these dif­
ferences are large enough for the detecting of rather weak 
complexes (such as the formation of a complex between 
propionic aldehyde and dimethylformamide10), but there is 
the possibility that the apparent molar refractive coeffi­
cient of the product is nearly the sum of those of the reac­
tants. In these cases no interactions can be detected, al­
though rather stable complexes have been found in the sys­
tem by other methods.11 This phenomenon seems to con­
nect with substances forming strong hydrogen bridges with 
the solvent when the further interaction is of the same 
type.

It follows that the lack of measurable change in refrac­
tive indices is no proof against the formation of complex 
compounds.4

Another difference between the molar absorbance and 
refractive coefficients is that the latter is valid only for a 
rather narrow concentration range since it can be deter­
mined in relatively concentrated solutions. However, the 
possibilities can be extended (first of all for aqueous solu­
tions) using a rather high constant ionic strength. The 
structure of the solvent, the conditions of the solvation, 
and roughly the density, too, would be practically in­
fluenced and kept constant by the inert electrolyte; eq 5 
would be valid in more concentrated solutions of different 
species and thermodynamic constants could be directly cal­
culated from the measured data.

An Experimental Example
Although both of the quantitative methods mentioned5-6 

dealt with the investigation of hydrogen bridged com­
plexes, the ability of the present method is not demon­
strated on a similar system (in spite of fact that it is very 
favorable for such ones, too), but on a more complicated 
still better known system. The equilibria between mercu- 
ry(II) chloride and chloride ions

HgCl2 + Cl“  -  ■ HgCl.-r (8)
t f3 =[HgCl3-]/[HgCl2][Cl-]

and

HgCl2 + 2C1- HgCl42-  (9)
K3K4 = [HgCl42-]/[HgCl,][Cl- ] 2

had been investigated by several methods and several au-
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Figure 1. Refractive indices of solutions containing 1.000 M Na+, a 
M Cl- , and 1.000 — a M N03-  (solid line, calculated values using 
the computed apparent molar refractive coefficients).

y “52!,

Figure 2. Refractive indices of HgCI2 solutions in 1.000 M NaN03 
(solid line, calculated values using the computed apparent molar re­
fractive coefficients).

thors;12 the values o f  the equilibrium constants measured 
(in 0.5-3 M Na(C104), at 25 °C ) are very consistent to each 
other (log K a = 0.75-0.95; log K aK 4 = 1.85-2.13). These 
equilibria have been reinvestigated by the present method 
in 1 M Na(NO:i) and at 25 °C.

All o f the reagents were o f highest, purity and the fo l­
lowing stock solutions were prepared at 25.00 °C: 1.000 M 
N aN 03, 1.000 M  NaCl, 0.2000 M HgCD in 1.000 M N a N 0 3, 
0.2000 M HgCD in 1.000 M  NaCl.

During the investigations, one o f the solutions was pipet­
ted into an exactly thermostated vessel (the temperature 
variation did not exceed the limit o f ±0.05 °C) and its re­
fractive index was measured several times with a Zeiss type 
dipping refract.ometer. Then a small volume o f the second 
solution (also measured accurately and exactly thermo- 
stated at 25.00 °C) was mixed with the solution in the ves­
sel and the refractive index was measured again after some 
minutes. This procedure was repeated several times, as the 
whole procedure and its inverse.

In the first series, sodium nitrate was mixed with sodium 
chloride. It means that the sodium concentration was kept 
constant (1.000 M ), while the nitrate was decreased from
1.000 M and the chloride was increased to 1.000 M  concen­
tration. As can be seen in Figure 1 . the n vs. c relation is 
linear; both n MNaN03 and n MNaci can be directly calculated 
using eq 6.

In the second step, a series o f HgCD solutions in 1.000 M 
N a N 0 3 was produced and measured in a similar way (Fig­
ure 2). M ercury(II) chloride does not dissociate or hydro­

5-2- 0;ce Q12 016 020MHgCI;
(1000 M NaCl)

Figure 3. Refractive indices of HgCI2 solutions in 1.000 M NaCl (bro­
ken line, tangent of first points for calculating of approximate 
nMH9cu2-  value; solid line, calculated one using the computed nM 
and K values).

2 2 2 4 2 6 2,6 ' M NaCl
26 2,6 2y 0,2 0 y NaN03

22000 M HgCt2
Figure 4. Refractive indices of 0.2000 M HgCI2 solutions containing 
1.000 M Na+, a M Cl- , and 1.000 — a M N03-  (solid line, calculated 
values using the computed constants).

lyze to a degree12 measurable by refractometrv, so its ap­
parent molar refractive coefficient can be calculated, too.

In spite o f that, there are no linear relations when NaCl 
and HgCD-NaCl (chloride concentration constant, Figure
3) or FlgCD-NaNO;! and H gCD -N aCl (mercuric chloride 
concentration constant, Figure 4) solutions are mixed. 
These results can be explained if the new species formed 
have different n M values and parallel with their formation 
the concentrations o f mercury(II) and chloride ior.s (see eq
8-9 ) decreased. An approximate n MHgCi4-- value can be cal­
culated from the slope o f  the first part o f the curve on Fig­
ure 3 and a less accurate n MHgCi3-  value can be supposed as 
a mean value o f n MHgciF- and n MHgCl2- These data are the 
initial ones in the iterative computer calculation and will 
be refined in the successive steps together with the stability 
constants seeking the best fit.

For the iterations, eq 5. 6, 8. and 9 and the equations of 
mass balance

[HgClojx = [HgClo] + [HgCl,r] + [HgCl42-] (10)

[Cl- ] r = [C1-] + [HgCls- ] + 2[HgCl42—] (11)

were used. The guessed pairs o f K a and K 4 values were 
10-10, 5-20. and 20-5 (and without any results 10-0 and 
0-100). The best fit was always found in a few' cycles with 
the values K a = 7.83 ±  0.09 or log K a = 0.894 and K 3K 4 =
106.5 ±  0.6 or log K 3X 4 = 2.025.
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Discussion

The figures and the final results show that the recent re- 
fractom etric.. m ethod gives identical results with other 
methods. (Further examples for its application will be pub­
lished later.)

The conditions o f the method are also demonstrated, (i) 
The type o f species formed in system under investigation 
must be known or at least precisely guessed and then 
proved by calculations similar to other methods, e.g., to po- 
tentiometry. (ii) The linearity o f  eq 5 must be proved sepa­
rately for all o f  the reactants, (iii) T o  increase accuracy, a 
number o f different concentrations must be made and 
measured at constant temperature.

However, the method developed is very advantageous, 
because (i) it is very simple and quick; (ii) less stable com ­
plexes o f different type can be investigated for which we do. 
not have too many or simple methods; (iii) even the stabili­

ty constants of hydrogen bridged complexes can be mea­
sured in aqueous solutions, also.
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Melting Point of Crystallites in Dilute Solutions of 
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A model is derived which permits the prediction o f the melting point o f  crystallites in dilute polymer solu­
tions based on the melting point o f crystallites in the pure polymer, the molecular weight, and the interac­
tion parameter. The model prediction is in accordance with experimental data for poly(vinyl chloride) in 
tetrahydrofuran. Furthermore, an expression for the chemical potential o f repetition units in the range be­
tween the theory for extremely dilute solutions and the Flory-H uggins theory for solutions with uniform 
segment distribution has been shown to be a reasonable approximation.

Introduction

The fact that poly(vinyl chloride), PVC, molecules form 
aggregates in dilute solutions was realized by D oty1 in 1947. 
Since then extensive investigations o f the phenomenon 
have shown that aggregates can be formed in all known sol­
vents2 but in greater amounts in poor solvents.2’3 
Hengstenberg1 concluded that the aggregates were held to ­
gether by crystallites.

In accordance with Hengstenberg’s work, it is found that 
the amount o f aggregates is a function o f the degree o f  crys­
tallinity, temperature, solvent power, and solvent concen­
tration.;,‘ l0 The rate o f  recrystallization in dilute solutions 
depends on the tacticitv o f the sample,7 but is normally a 
very slow process at high dilution and low' degree o f tactic- 
ity. The aggregates found in dilute solutions o f  tetra-
hydroturan (TH F) are built o f  a number o f  single mole­
cules bound together by a crystalline nucleus.16

The characterization o f PVC molecules by light scatter­
ing etc. presupposes a solution consisting o f single mole­
cules. The purpose o f this work was therefore to develop 
and experimentally verify a model for the prediction o f the

melting point o f  crystallites in dilute solutions as a function 
o f the melting point o f the crystallites in pure PVC, the sol­
vent concentration, and the solvent power. The model was 
tested with tetrahydrofuran since it is a solvent often used 
in characterization work.

Theoretical

An expression is sought for solutions o f  PVC molecules 
in the concentration range where light-scattering, gel per­
meation chromatography, etc. is performed.

The model is derived as follows. At the melting tem pera­
ture equilibrium between repetition units in crystallites 
and repetition units in solution exists; stated otherwise this 
means that m„c = nu where guc and uu are the chemical p o ­
tential o f a repetition unit in the last crystallite and a repe­
tition unit in solution, respectively. Muc and g u are ex ­
pressed as functions o f temperature, molecular weight, the 
melting temperature o f crystallites in pure polymer, the in ­
teraction parameter, and volume fraction of polymer. From 
the condition nuc = uu one can then isolate the melting 
temperature as a function o f other variables.

The derivation o f an expression for nu is perform ed by
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adopting the theory for (a) extremely dilute solutions and 
(b) the Flory-H uggins theory for solutions with uniform 
segment distribution to the intermediate polymer concen­
tration.

The chemical potential of a repetition unit in the refer­
ence state for a and b are p.u* and iiu°, respectively.

It should be emphasized that1’  is the standard state 
for a hypothetical form  o f  polymer which obeys the expres­
sion for MuF in extreme dilute solutions and continues to 
obey it at all values o f  polym er concentration. fju° is the 
standard state for pure liquid polymer.

If the chemical potential per repetition unit at extreme 
dilution is called MuF and the chemical potential corre­
sponding to polymer volum e fraction v2 is Mu the following 
identity can be written:

MuF “  Mu* +  Mu* -  Mu° =  Mu1, -  Mu +  Mu -  Mu'’ ( D

(going to extreme dilution in a solution at 9  conditions —► 
interaction parameter x = 0.5 and degree o f polymerization 
X  •■ =*;) we have

MuF -  M u* =  0

and17
R T V

Mu* -  Mu° = (muf -  Mu0)« = ------ r r -1~ (1 — x) (2)
v 1

where V u is the molar volume o f a repeating unit, Vj is the 
molar volume o f a solvent molecule, T  is absolute tem pera­
ture, and R is the gas constant.

Mu ~ Mu° *s found from

Mu -  Mu° = MuF -  M* +  Mu* -  Mu° -  (MuF -  Mu> (3)

MuF — Mu* is found as follows.18 As a consequence o f the 
standard state definition at extreme dilution we have18

Under conditions so dilute that the solute molecules are 
far apart and essentially independent o f one another ASmix 
can be written18

n\Vi° +  n 2V 2°
AS

=  *(n 2 ln-
n2V2°

FNu n 2NuÏ) (4)
2(n , V ]° +  n 2V 2°) 2 V 2

where m  is the number o f moles o f solvent, n 2 the number 
o f moles o f solute, N  is Avogadros number, V i° is the molar 
volume o f  solvent, VV* is the partial molar volume o f solute 
at infinite dilution, and u is the excluded volume at infinite 
dilution.

MuF “  M
(M2 F _ MS*)VU / mA’AtuxX

V / T.P.r

■ -10
R T V U Nu

V }x 2 V 2°
(5)

for fiuF — nu cannot be

V^x \ nn2

Uu = R T V U [ Nu 
V\x ~ V lX 12 Vo1

in good solvents.
A simple explicit expression 

found. (A monstrous series solution is found.) However, a 
good working approximation is found as follows.

Flory1' found the free energy change, AF a, accom pa­
nying the process o f bringing two molecules originally com ­
pletely separated to a distance o f separation between their 
centers o f  gravity equal to a, could be given by

AFa = kT 2 {a 2 -  1) exp [ ~ ( ^ u )  j  (6)

where S is the radius o f gyration, the expansion factor a = 
S/S,) (So the radius o f gyration at 9  conditions), k is the 
Boltzmann constant, and T  the absolute temperature.

T o  simplify the calculations two approxiihations are 
used. First when a situation with uniform segment distri­
bution exists then the probability (p) o f finding the center 
o f  gravity o f a neighboring polymer molecule in a distance 
a from the center o f gravity o f  a reference molecule is pro­
portional to 47ra2 da (n2 /V) where n 2 is the total number 
o f polymer molecules and V  is the total volume. As one 
goes from this situation to extremely dilute solutions, the 
above expression for p  will becom e a poorer approximation. 
As a first approximation, however, p  is given as 4 « ! 2 da 
(n2'/V).

Secondly when going from a situation with uniform seg­
ment distribution to more dilute solutions a situation arises 
where the center o f gravity o f the polymer molecules in the 
solution will be located more or less on a face-centered 
cubic lattice (NaCl lattice). This will be the stable state for 
a dilute solution at given conditions o f temperature, pres­
sure, and polymer concentration, i.e., the state where the 
function AF a is at a minimum. The stable state corre­
sponds to the equidistance pattern which is characteristic 
for the face-centered cubic lattice as a consequence o f the 
exponential form o f eq 6.

The characteristic situation for an arbitrary polymer 
molecule is thus that it is surrounded by six equivalent 
neighboring polymer molecules.

The change in free energy brought about by bringing seg­
ments belonging to two different polymer molecules i and j 
located in the volume element oV  from an infinite distance 
to a distance a is given by1'

b V
b(\Fa) =  2 k T ( l / 2 - x )v,'v1' —  (7)

v l
where Vi represents the volume o f a solvent molecule and 
L’;' and vj' are the volume fractions o f  polymer in the vol­
ume element. The change in energy brought about by 
bringing one polymer molecule from an infinite distance to 
a situation with mutual interaction with six neighboring 
polymer molecules a distance a away and located in a face- 
centered cubic lattice is

e gy
b(AFo) = 2kT(l/2  -  x ) v '  £  —  =

i v l
5V

QkT2(\j2 — xU’iTj' —  (8) 
V  i

Only the nearest neighboring polymer molecules will 
contribute appreciably to the free energy change. The 
change in free energy bv bringing seven interacting nearest 
neighbor polymer molecules from infinite distance to a dis­
tance a in a face-centered cubic lattice occupied by centers 
o f  gravity o f polymer molecules will be

A(AF J  -  42kT2(l/2 -  x )r ,V ,' ~  (9)
k i

giving

AFa = A2kT2(a- -  1) exp ( - ( ^ — ) 2)  HO)

A unit cell contains two centers of gravity and only near­
est neighboring molecules contribute to the free energy 
change.

The total change in free energy by bringing n 2 molecules 
originally completely separated to an average distance
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characterized by concentration of centers of gravity equal 
to n2/V  (V = total volume) can therefore be written

/ax/3\2\
AF  42n • SÒ

kT2(a'2 — 1) exp
i - m )

4ira2—  da (11)
V

since the concentration of centers of gravity in a volume el­
ement a distance a from each center of gravity is 4 « i2 da 
(n2’/V).

/ 4 ; r \  3 /2 n ’2
AF = 42kT2(a2 — 1)( —  ) S2^ ~

\ 3 V
(12)

The chemical potential per mole of solute is obtained by 
differentiation with respect to n2: (n2 -  Nn2)

-(M2F -  M2) = ( y ? )
\ hno/ t ,p ,v\

/47t\ 3/2 jV/lo
4(42PT)(a2 — l ) ( ~ i  S2~  (13)

V 3 V
The chemical potential per repeating unit is

-(MuF-M u )= ^ 4 (4 2 /? T ) ( « 2- l ) ( y ) '  S2N ^  (14)

Insertion of (2), (5), and (12) into (3) gives

Mu ~  Mu
RTVU u _  RTV, 

VlX 2V,° V !
RTV,

- (1  -  x) +

Tix
-4(42)(a2 -  1)

4 tt\ 3 / 2

( t ) S3N —  (15) 
V

The excluded volume u may be written18 

/4ir\ 3/2,U = 2(t) (a2 -  l)S3NJ(2(a2 -  1)) (16)

where -J is a function of 2(a2 — 1) stipulated by Flory.17 
Equation 15 can be written

. „ » = Mu
FTV„ V

/4ir\3/2N ( y j  (a2 - l ) S V

Vix xV„
RTV,

V,
/ 4 7 T \  3/2

.V( — ) («2 -  1 )S3
RTV,, V 3 /

- d - x )  +

- 4(42)i/ 2 (17)V\x x V’u
where V2° ^  iV u and n2Vux/V  = u2.

The condition of equilibrium between crystalline poly­
mer units and polymer units in solution is

Muc -  Mu° =  Mu -  Mu° (18)
where muc is the chemical potential of a crystalline repeti­
tion unit.

Following Flory1' we have
T

Mu- - M u ° - - A / / U( l - — )

Substituting (17) and (19) into (18) gives 

N

(19)

1 1

T 0 AH1 m ~A11

r v  » riffuV, L
/ 47T\ 3/2
( —  ) (n2 - l )S 3 J
\ 3 /

r2V„ ■ +(1

/ 4x\ 3/2
N( — ) (a2 -  1)S3

4(42) RVu
A HUV{

V 3
x2Vu ■L'2

Figure 1. GPC curve for Corvic D 65/8. Elution volume is given in 
counts (1 count =  5 ml) as the abscissa and the ordinate is propor­
tional to polymer concentration.

or since the first term in brackets is orders of magnitude 
less than the second term

T T m° A HUV,

168 RV u 
' AH u Vi

/  4rr\ 3/2
A T fr- ) («2 -  1)S3

3 /
x2Vu

v2 (20)

1  _ 
T ~

A +

or again

^ = A l - B v 2
T

where A and R are functions of the molecular weight and 
interaction parameter. If the interaction parameter (and 
therefore «) is independent of temperature and concentra­
tion we have that A and B are functions only of molecular 
weight.

Since all of the variables in eq 20 can be measured by in­
dependent methods and can be found in the literature the 
melting behavior of crystallites (at high dilution) can be 
predicted from eq 20.

Experimental Section
Gel permeation chromatography (GPC) was chosen as 

an appropriate method for testing the validity of eq 20.
The GPC curve gives corresponding values of concentra­

tion and dimensions in dilute solution. Since aggregates 
have larger dimensions than single molecules they normally 
gives rise to a separate distribution on the GPC curve. The 
fact that the high molecular weight peak is caused by crys­
tallites has been inferred from the fact that heating a sam­
ple solution removes the crystallite peak.1219 Furthermore, 
a direct correlation between the degree of tacticity of a 
polymer sample and the area below the aggregate peak has 
been found.8 The weight fraction of crystallite aggregates 
can therefore be estimated as the ratio of the area of the 
aggregate top on the GPC curve to the total area under the 
curve and the base line as shown in Figure 1.

The GPC apparatus was a Waters Associates Model 200: 
column combination 106, 2 X  104, 104, 10:i A polystyrene
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Figure 2. Data (unfilled symbols) measured on a solution prepared at 
room temperature and placed in a thermostat at subsequently higher 
temperatures in the time lapse given as abscissa; (filled symbols) 
solutions prepared at the given temperature: (G) 30 °C, (0) 40 °C, 
(A) 50 °C, and (+) 60 °C.

Figure 3. Delineation of percent crystallite aggregates (w) against 
the logarithm of the polymer volume fraction: (A) 20 °C; ( • )  25 °C;
(□) 30 °C; (©) 40 °C; ( o ) 50 °C; and (+) 60 °C.

gel; flow rate 1 ml/min, injection volume 2 ml; solvent tet- 
rahydrofuran (THF). Details of calibration etc. are given in 
ref 16.

Sample Materials. Corvic D 65/8 from ICI was used. Mw 
= 110 000, M n = 5000. Furthermore, Vinnol H 60d (Mw = 
70 000, Mn = 32 000), Vinnol _H 70d (Mw = 110 000, M n = 
52 000), and Vinnol H 80f (Mw = 166 000, M n = 80 000) 
from Wacker have been investigated. Vinnol H 70d and 
Corvic D 65/8 are assumed to have the same melting point.

Results
The melting point is defined as the temperature where 

the last trace of crystallinity disappears. The melting point 
is found by extrapolation of corresponding values of tem­
perature and/or of polymer concentration and content of 
crystallite aggregates to zero crystallite contents.20

The equilibrium crystallite content (w) was determined 
from a delineation of crystallite content vs. time (for exam­
ple, see Figure 2). The time to reach equilibrium crystallite 
content depends on the method of preparation. It does take 
a longer time to reach an equilibrium if a concentrated so­
lution is diluted than if pure polymer and solvent is mixed 
to the same final polymer concentration, but approximate­
ly the same equilibrium content is nevertheless found.

For sufficiently small concentrations a delineation of the

Figure 4. A plot of w against temperature (7) with polymer volume 
fraction as discrete variable for Corvic D 65/8: (G) 5.36 X 10~ 3 g/ 
cm3; (□) 17.86 X 10- 3  g/cm3.

Figure 5. A plot of w against 7 for ( • )  Vinnol H60d, ( o ) Vinnol 
H70d, and (G) Vinnol H80f (10 X 1CT3 g/cm3).

amount of crystallite aggregates (w) against log c gave a 
straight line at isothermal conditions.

The melting points for a given polymer concentration 
were found by extrapolation of the weight fraction of aggre­
gates (w) against log c to in = 0, as seen in Figure 3.

The melting points can also be found by extrapolation in 
a plot of w against solution temperature as shown in Fig­
ures 4 and 5.

Discussion
Equation 20 does not contain any dependency on crystal­

lite size. Equation 20 is a theoretical equation and from a 
theoretical point of view the melting point of a copolymer 
is sharply defined.20 However, the experimentally ob­
served, or apparent, melting point may be appreciably 
below Tm, because of insensity of the method employed for 
detecting traces of crystallinity. The GPC technique used 
in this work can detect fractions of weight percentages of 
crystalline material present in very dilute solutions. This 
extreme sensitivity is a consequence of the fact that the ag­
gregates are built of several single molecules bound togeth­
er by a crystalline nucleus.10 Since the GPC method is very 
sensitive and since the melting temperature is found by ex­
trapolation to zero crystallite content, the melting points 
referred to in this paper should correspond to the ideal 
melting temperature.
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Figure 6. A delineation ot rec iprocal tem perature  (K 1) against poly­
m er volum e fraction. The solid line is the theoretica l curve.

To test the validity of eq 20 the following values mea­
sured by independent methods were used: AHu = 785 cal/ 
mol;21 Vu = 44.65 cm3; R = 1.9869 cal/(°C mol); V!THF =
81.2 cm3; N =  6.0228 X 1023 mol“ 1; S = 1.831 X 10“ 9A/°-59 
(ref 22); a = S/SQ = (1.831 X K r9M0-59)/(2.885 X 
10~9M°-5) = 0.6347A/009; jSo from Kurata and Stock- 
meyer23|; x = -0.424 + 2.16 X l ( r 3T ;24 M0 = 62.5 g/mol; tt 
= 3.14159; M n = 54 000; Tm = 238 °C measured by the 
method given in ref 25.

According to Flory1' the expansion factor a can approxi­
mately be expressed as a function of the interaction param­
eter by

T y t -  0.5 T t/5
« T  = ----------- —r  a r rer (for a >  1) (21)

LxTref -  0.5 J
were XTre[ and arr,,f are the interaction parameter and the 
expansion factor at 20 °C, respectively.

This expression has been used to find a at temperatures 
other than 20 °C.

With these values corresponding values of 1/T and V2 
can be found from eq 20. A delineation of 1/T against Vo is

shown in Figure 6 together with a delineation of the Flory 
expression17

i i RV i
T Tm AHUVU (Vl X^l2) (22)

for uniform segment distribution.
As seen from Figure 6 eq 20 predicts the experimental 

results remarkable well.
Since the theoretical curve in Figure 6 is almost indepen­

dent of the molecular weight used (A?w or M n) and is rather 
insensitive to the variation in the magnitude of the expan­
sion factor it must be concluded that eq 20 is an applicable 
model and thus that the underlying simplifying assump­
tions are reasonable approximations.
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A simplified calculation method for computation of molecular and group surface area of organic molecules 
is proposed. For surface area calculations the molecule is treated as a collection of intersecting spheres 
comprised of individual atoms or molecular groups. The importance and use of a solvent radius for molecu­
lar surface area calculations is critically examined, and it is shown that the solvent radius is not an essential 
determinant in describing the aqueous solubility-surface area relationship. The application of the pro­
posed method for correlating the surface areas with aqueous solubilities of several linear, branched, and cy­
clic aliphatic alcohols and hydrocarbons is presented. A quantitative comparison of the new calculation 
method with a previously published method is presented and several advantages of the proposed method 
are discussed.

Introduction
One of the main objectives in the field of solution ther­

modynamics is the prediction of the effects of structural 
modification on solution properties. The importance of 
aqueous solubility, activity coefficients, free energy, and 
partition coefficients in various physical and biological 
studies cannot be overemphasized. The application of these 
thermodynamic properties in understanding solution be­
havior, the degree of hydrophobic interaction, chromatog­
raphy, azeotrope formation, structure-activity relation­
ships, and other areas has been demonstrated. Consider­
able research has been directed to the correlation of these 
properties with a number of empirical and semiempirical 
parameters. Several of these reports have been concerned 
with the consideration of either molecular surface area or 
molecular volume as a predictor of solubility of nonpolar 
solutes in aqueous solvents.

Because of a lack of a suitable method' for calculation of 
surface area of organic molecules and because of ample 
availability of molar volume data, most of the early at­
tempts have been related to correlating the aqueous solu­
bilities with molar volumes. For example, recently McAu- 
liffe1 has shown a linear relationship between the logarithm 
of the solubility of straight chain hydrocarbons and their 
molar volumes. Klevens2 correlated the aqueous solubility 
of aromatic hydrocarbons with molar volumes and the size 
of the solute molecules along their long axis. These esti­
mates of molecular size were based on the consideration of 
a molecule as a single sphere of known molecular volume 
and also from standard bond lengths and bond angles. Par- 
achors have been used as a measure of molecular volume in 
describing the solubility relationship.3“5

Historically, Langmuir5 first introduced the concept that 
the surface area of the solute is a determinant of its activi­
ty. This concept considers that the major factor in solubili­
ty relationships is the energy required to create a cavity in 
the solvent into which the solute is placed. The energy

needed for the hole formation was considered to be propor­
tional to the surface area of the solute and has been utilized 
by several workers. Harris and coworkers' determined the 
relative surface area mechanically by packing spherical 
balls representing water molecule protons around molecu­
lar models and counting the number of spheres in contact 
with the molecule. Realizing the difficulty, and importance, 
of surface area measurements, Hermann8 has developed a 
computer program for estimation of surface area of non- 
spherical molecules with fixed conformation. The useful­
ness of this method has been demonstrated by correlating 
the solubilities of hydrocarbons in water with the calculat­
ed surface areas.8 Recently, Amidon et al.9 have successful­
ly applied the method to the effective surface areas and 
aqueous solubility of several aliphatic alcohols and hydro­
carbons.

There are certain difficulties associated with the use of 
Hermann’s computer program for surface area calculations. 
Preparation of input required for calculations is rather 
time consuming for relatively large molecules especially 
when the conformation is not readily visualized. Further­
more, the cost of computer run for each molecule repre­
sents a significant portion of total expenses involved in 
complete analysis of the surface area-solubility relation­
ship. The computer cost is an approximate function of the 
square of the total number of atoms in the molecule. Last­
ly. the addition of a solvent radius to each atom in the mol­
ecule is another complication whose importance is not com­
pletely clear.

The main objective of this report was to explore means of 
overcoming the above difficulties. This has led us to pro­
pose a simplified version of the calculation method. A criti­
cal evaluation of the assumptions involved in the proposed 
method, including the use of a solvent radius in effective 
surface area calculations, will be discussed. A quantitative 
comparison of the original and proposed methods, along 
with their advantages and limitations, will be presented.
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Experimental Section

Computer Program. The surface area calculations were
carried out by a modified version of a computer program,
MOLAREA, developed by Hermann.s The original pro­
gram (QCPE 225) was obtained through the Quantum
Chemistry Program Exchange, Chemistry Dept., Indiana
University, Bloomington, Ind. For the program, the mole­
cule is considered as a collection of intersecting spheres
with each radius located at the nuclear center. Standard in­
teratomic bond lengths, bond angles, van der Waals radii,
and torsional angles between various atoms in a molecule
are the required input for the program. A radius for the sol­
vent (water) may be added to each radius on the solute

molecule. Planes of intersection between spheres are used
to estimate the contribution to surface area from individual
atoms or groups. The program computes the surface area of
individual atoms or groups by numerical integration, and
the overlap due to intersecting spheres is excluded from the
calculation. Total surface area is calculated by the summa­
tion of individual group contJiibutions.

The surface area values for all the aliphatic alcohols and
hydrocarbons in Table I were calculated by the following
three methods.

Method A. This method is essentially that of Hermann.8

The molecule is composed of intersecting spheres of car­
bon, hydrogen, and oxygen with their radii being equiva-
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lent to van der Waals radii. To each radius in the molecule 
a radius for solvent (1.5 Á) was added. Standard geometry, 
standard interatomic bond lengths,10 and bond angles were 
used in constructing the molecules. The following values 
for interatomic bond lengths were used: aliphatic C-C, 1.54 
Á; C-H, 1.09 Á; C -0  (in alcohols), 1.43 Á; and O-H (in al­
cohols) 0.97 Á.10 The van der Waals radii used were: ali­
phatic carbon, 1.6 Á; hydrogen, 1.2 A; and oxygen, 1.4 A.11

Method B. In this method the molecule is considered as 
a collection of spherical groups rather than individual 
atoms. The methyl and methylene groups are approximat­
ed as a single sphere of radius 2.0 A, instead of being com­
posed of a carbon and two or three hydrogen atoms with 
their individual van der Waals radii and bond lengths as in 
method A. The hydroxyl group in alcohols was also treated 
as being a single sphere with a radius of 1.7 A. To each of 
these spherical groups a radius for solvent (1.5.A) was 
added as in method A. The same standard geometry was 
used for locating the groups in a molecule, e.g., the CH:i-  
CH2 groups were located at C-C bond distance of 1.54 A, 
and the OH group in the alcohols was located at C -0  bond 
length at 1.43 A.

Method C. For this method, the molecule was treated as 
a collection of spherical groups as described in method B, 
the only difference being the omission of a solvent radius.

Solubility Data. Aqueous solubilities for all these com­
pounds have been reported in a previous publication,9 and 
the reader is referred to the original references cited there­
in. All the multiple aqueous solubi.ity values were utilized 
for statistical analysis. The logarithms of molal solubilities 
were correlated with the total surface area, number of func­
tional groups term, and functional group surface area ac­
cording to the models described previously.9

Results
The total surface area (TSA) va.ues for all the alcohols 

and hydrocarbons as calculated by all three methods are 
presented in Table I (see paragraph at end of text regard­
ing miniprint material). For the sake of brevity, the aque­
ous solubility values are not presented in the table.

Statistical results for a number of models using surface 
area values calculated by all three methods are included in 
Tables III-VI.

Discussion
The results of correlation of the logarithm of aqueous 

solubility and total surface area values, calculated by meth­
od A, are essentially those that have appeared in a previous 
report.9 They have been discussed in great detail and the 
physical interpretation of most of the parameters consid­
ered has also been dealt with in the original paper.9 In this 
report, we will restrict ourselves to a discussion of the re­
sults based on surface areas calculated by methods B and C 
and their comparison with those by method A.

Table I shows that the total surface area values calculat­
ed by method B for all the molecules are, in general, very 
comparable to those by method A. For larger molecules the 
difference in TSA values by both the methods appears to 
increase slightly. This is largely due to a smaller contribu­
tion to total surface area for each normal methylene group 
by method B (29.9 A2) as compared with that by method A 
(31.8 A2). Both methods seem to weigh the contribution for 
branched methyl groups and hydroxyl groups slightly dif­
ferently, but the difference is rather insignificant. A com­
parison of the contribution to surface area of methyl groups

T A B L E  I I :  G ro u p  S u rfa c e  A re a s  f r o m  N o n c y c l ic  A l ip h a t ic
A lc o h o ls  a n d  H y d ro c a rb o n s  (C o m p o u n d s  1 - 7 3 )  b y
V a r io u s  M e th o d s

Surface area1’ (A2 ) as computed by

Group Method A Method B Method C

Primary OH 44 .6 -59 .2 44 .0 -58 .5 19 .4 -21 .0
Secondary OH 29.8 -42 .8 35.3-46.1 17 .9 -19 .6
Tertiary OH 26.7 -38 .6 29 .7 -41 .2 1 5 .6 -18 .9
Primary CH3 56 .0 -84 .9 55 .8 -84 .4 29 .4 -33 .2
Secondary CH3 45 .6 -75 .3 43.7—75.3 27 .6 -31 .0
Tertiary CH. 4 4 .6 -66 .2 4 5 .9 -66 .6 26 .1 -29 .3
CH, 14 .9 -45 .4 14 .6 -48 .2 13 .4 -22 .8
CH 5.0 -17 .4 4 .8 -1 7 .6 6 .2 -1 0 .6
C 0 0 0 -0 .7
Incremental CH,11 31.8 29.9 18.1
Terminal CH,a 84.9 84.4 33.2
a In straight chain extended conformation. h Group 

surface area will depend on the degree of substitution sur­
rounding the molecular group. In general, the greater the 
substitution, the smaller the group surface area and vice 
versa.

TABLE III: Solubility (sol) of Aliphatic Alcohols 
(Compounds 1—55) as a Function of Total Surface 
Area (TSA)

Log (sol) = (3 TSA + Ca n = 75

Eq

TSA
Com­
puta­
tion

method 0 a

Corre­
lation
coef

r
Std 

Dev s

1 A —0.0176 4.74 0.989 C.208
2 B —0.0189 5.04 0.989 0.212
3 C -0 .0 3 1 7 3.80 0.986 0.233

and hydroxyl groups in various positions on the molecule is 
shown in Table II. The agreement between these terms by 
methods A and B is obvious. The data from Table II may 
be used to estimate with reasonable accuracy the total sur­
face area values for the hydrocarbons and alcohols not in­
cluded in this report. It should be borne in mind that the 
group surface area values are highly dependent on the de­
gree of substitution surrounding the molecular group. A 
group with greater substitution has a smaller surface area 
contribution and an isolated group has the largest surface 
area.

The important criterion for comparison purposes is the 
overall statistics of activity coefficients and surface area 
data based on all the methods. The solubility of a slightly 
soluble liquid solute in mole fraction concentration units is 
equivalent to the reciprocal of the activity coefficient. We 
have used the molal solubility in water for all the liquid al­
cohols and hydrocarbons. For the solid alcohols (com­
pounds 11, 53—55) solubility of the pure supercooled liquid 
at 25 °C has been used.9 When the data for all the alcohols 
(compounds 1-55) are used for correlation of TSA with log­
arithm of aqueous solubility, the results of analysis by both 
methods are represented by eq 1 and 2 in Table III. The 
slope and the intercept values of these equations are not 
significantly different from each other; the correlation coef­
ficients and the standard deviation values are comparable 
for both methods.

One of the physical models considers the solute molecule 
as being composed of a nonpolar hydrocarbon portion and 
a polar hydroxyl group. When the contributions from these
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TABLE IV: Solubility (sol) of Aliphatic Alcohols 
(Compounds 1 -5 5 )  as a Function of Hydrocarbon Surface 
Area (HYSA) and Hydroxyl Group Surface Area (OHSA)

Log (sol) = (3-HYSA + 7-OHSA + a n = 75

TSA Multi-
Corn- P'e
puta- ' corre-
tion ‘ lation

meth- • ' coef Std
Eq od P 7 Oi r dev s

4 A -0 .0 1 7 4 " -0 .0 2 2 4 4.90 0.989 0.202
5 B —0.0186 —0.0300 5.47 0.991 0.187
6 C —0.0309 -0 .1 7 2 6.49 0.994 0.158

TABLE V : Solubility (sol) of Hydrocarbons (Compounds 
56—73) as a Function of Total Surface Area (TSA)

v' Log (sol) = /3-TSA + a n = 18 '

TSA
Com- Corre-
puta- . lation
tion coef Std

Eq method 0 a r Dev s

7 A -0 .3 1 9 9 2.29 0.980 0.154
8 B -0 .3 2 0 5 2.32 0.980 0.154
9 C —0.0323 0.73 0.980 0.157

groups, the hydroxyl group surface area, OHSA, and hydro­
carbon group surface area, HYSA = TSA — OHSA, are in­
cluded in the regression analysis, the results of data from 
three methods are shown as eq 4-6 in Table IV. Again, the 
multiple correlation coefficients by both methods are es­
sentially unchanged, and the standard deviation term for 
eq 5 (method B) is slightly smaller than that by eq 4 (meth­
od A). This suggests that the contribution of hydroxyl 
group surface area :o the total surface area calculated by 
method B is able to account for the change in solubility 
marginally better than the treatment by method A.

An analysis of hydrocarbon solubility data by both meth­
ods (Table V, eq 7 and 8) shows that the respective slope, 
intercept, correlaticn coefficient, and standard deviation 
values are not significantly different from each other, lend­
ing support for the less complex calculations by method B.

The justification for the selection of a 2.0-A radius 
sphere for the methyl or methylene group is derived from 
Pauling’s11 account of experimental measurements on sev­
eral molecules. A schematic diagram (Figure 1) shows a 
planar view of a terminal methyl group as treated by both 
methods (without tne solvent radius). Solid curves show a 
carbon atom in the center (van der Waals radius 1.6 A) and 
three tetrahedral hydrogens (van der Waals radius 1.2 A) 
located at 1.09 A from the center of the carbon atom. The 
dotted curve shows the methyl group as a single sphere 
with a radius of 2.0 A. As can be seen, the parts of hydrogen 
atoms are compensated for by filling the void spaces 
around the carbon atom. The agreement between the 
methylene group and methyl group surface areas calculated 
by both methods (see Table II) is evidence of good approxi­
mation. The selection of a single sphere of radius 1.7 A for 
the hydroxyl group is rather arbitrary, and was chosen 
since it gives a close agreement between hydroxyl group 
surface area in normal alcohols by both methods. This 
choice for the single sphere radius of 1.7 A for the hydroxyl 
group in a molecule is also consistent with the value ob­
tained from the closest packed spherical molecules of water 
with a density of 1.

Figure 1. A planar view of a terminal methyl group. The solid curves 
show a carbon atom in the center with van der Waals radius of 1.6  
A and, three hydrogen atoms with van der Waals radius 1.2 A. The 
broken curve shows the whole methyl group treated as a single 
sphere with radius of 2.0 A.

One of the limitations of surface area calculation by all 
the above methods is that the results are largely dependent 
on the conformation of a molecule. In order that the calcu­
lation method be attractive, simple, and have practical util­
ity as a tool for predicting the effects of molecular modifi­
cation, it should not be restricted only to molecules whose 
conformations are known. Often, several conformations for 
atoms or groups in a molecule are possible, and the selec­
tion of a specific conformation for an atom or group in a 
molecule is somewhat arbitrarily based on intuition to min­
imize the overall interactions between atoms and groups.

Calculations by method B afford several advantages over 
method A. In calculating surface area by method B, choos­
ing a single sphere for a methyl, methylene, or hydroxyl 
group allows one to eliminate the arbitrary selection of a 
specific arrangement of hydrogen atoms in these groups in 
a molecule. This is particularly helpful in calculations in­
volving rather large molecules whose preferred conforma­
tion is not known. The surface area calculations are still de­
pendent on the overall conformation of a molecule. The 
spherical approximation utilized for method B only elimi­
nates the conformational effects due to hydrogen atoms in 
a molecule.

We have chosen the simplest standard geometry to rep­
resent the group or atoms in a molecule. Hermann8 has 
used exact conformation or weighted average when several 
conformations were possible for his hydrocarbon surface 
area calculations. His data for hydrocarbons (compounds 
56-73) are included in parentheses (in Table I) for compar­
ison purposes. An examination of the data reveals that the 
maximum difference between the surface area values calcu­
lated by using standard geometry is less than 2%, a small 
difference when considering the uncertainty and the extent 
of experimental error involved in the solubility values re­
ported.

In addition, method B offers considerable economic ad­
vantages in terms of time and the computer cost. For exam­
ple, the surface area calculations of 1-octanol by method A 
involve preparing an input for a total of 26 atoms, while an 
input of eight methyl-methylene groups and one hydroxyl 
group suffices for calculations by method B. This is ex­
tremely helpful and time saving, especially when the stan­
dard geometry of hydrogen atoms in a molecule cannot be 
visualized and one has to resort to the use of atomic mod­
els. The computer cost for the same molecule translates to
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Figure 2. A schematic diagram of a planar section of an ethanol 
molecule. The outer curve represents the molecular surface as 
treated for calculations by method A (including the solvent layer). 
The molecular surface of the solute (éthanol)'is shown as the inner 
surface.

a savings of about ten-fold for method B as compared to 
method A. This is a very important savings, since the com­
putations involve rather large iterative loops and the com­
puter cost represents the most significant portion of the 
total cost involved in solubility-surface area relationships.

The preceding analysis has shown that method B can 
give at least as good a correlation, or slightly better a corre­
lation, as method A. It lends support to the argument that 
basic features of method B (the approximation of the 
methyl-methylene group as a single sphere with a radius of
2.0 À and other groups as a single sphere) can be consis­
tently utilized to explain the solubility-surface area rela­
tionship.

Both methods A and B have utilized a solvent radius of
1.5 Â for total effective surface area calculations. The in­
clusion of a solvent radius for total surface area calcula­
tions was based on the assumption that the water layer 
around the solute or the number of water molecules that 
can be packed around the solute molecule is an important 
and necessary parameter in describing the solubility-sur­
face area relationship. Another argument for using the sol­
vent radius is that it eliminates from the total surface area 
of a solute molecule those areas not exposed or accessible to 
the solvent. The following discussion is devoted to a critical 
examination of the above arguments and determining 
whether the inclusion of a solvent radius is an essential de­
terminant for adequately describing the solubility-surface 
area relationship.

The surface area calculations by method C are essential­
ly similar to method B with the exception of a solvent radi­
us term used for the individual atoms or groups in the mol­
ecule. As expected, the total surface area and hydroxyl 
group surface area values for all the molecules calculated 
by this method are smallest of the three methods.

A schematic representation of a planar view of an etha­
nol molecule as treated by all three methods is shown in 
Figures 2-4. The outer curves in Figures 2 and 3 depict the 
centers of solvent molecules surrounding the solute mole­
cule. As evident from the total surface area values in Table 
I, the overall exposed surface of the molecule (including the 
solvent) by both methods A and B is essentially the same.

It is instructive to note that the solute molecule as treat­
ed by method A has several portions of intersecting atoms 
(small crevices labeled X, Y, and Z in Figure 2) which are 
inaccessible to solvent. Inclusion of a solvent radius for 
each atom in the molecule eliminates these inaccessible

Figure 3. A schematic diagram of a planar view of an ethanol mole­
cule. The outer curve represents the molecular surface as treated 
for calculations by method B (including the solvent layer). The mo­
lecular surface of the solute (ethanol) is shown as the inner surface.

Figure 4. A planar view of ethanol molecular surface as treated for 
calculations by method C.

portions (see molecule enclosed by outer surface in Figure 
2). However, the treatment of the solute molecule as a col­
lection of spherical groups (without the use of a solvent ra­
dius) instead of individual atoms accomplishes the same 
desirable feature of eliminating from the surface the inac­
cessible portions of the molecule (Figure 4). In other words, 
the use of 2-Â radius has a similar smoothing effect on the 
molecular surface as does the use of a solvent radius. Fur­
thermore, the treatment of cyclic molecules, e.g., cyclohex­
ane as a collection of individual carbon and hydrogen 
atoms leaves a hole in the center, and the molecular surface 
has several small crevices. However, method C treats the 
cyclohexane molecule as a collection of six methylene 
groups, leaving no hole in the center, and the resulting mo­
lecular surface is fairly smooth.

A comparison of all the alcohol data, when total surface 
area computed by method C and log aqueous solubility are 
considered, reveals that the slope and intercept values for 
the regression equation, as expected, are different from 
those by other methods. However, what is more important 
is that the correlation coefficient and overall standard de­
viation values of eq 3 (method C) are not significantly dif­
ferent from those of eq 1 and 2. This is quite significant in 
view of the fact that the computations by method C do not 
include the added complexity of a solvent radius term.

Superiority of the correlation with the calculations by 
method C over that of methods A and B can be seen from 
the results in Table IV. Here the regression is performed 
between the logarithm of the solubility of all the alcohols 
(compounds 1-55) and their hydrocarbon portion and hy­
droxyl group contributions to the surface area. A signifi­
cant reduction in the overall standard deviation and a 
slight improvement in the multiple correlation coefficient
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TABLE VI: Solubility (sol) o f Aliphatic Alcohols and Hydrocarbons (Compounds 1-73) as a Function of Hydrocarbon 
Surface Area (HYSA), Hydroxyl Group Surface Area (OHSA), and Number of Functional Groups (NFG)

Log (sol) = /3-HYSA + 7 -OHSA + 5-NFG + a n = 93

TSA
compu- Multiple
tation correlation Std

Eq method (3 7 5 a coef r dev s

10 A -0.0175 - 0.0222 3.37 1.57 0.992 0.197
11 B —0.0187 -0.0299 3.72 1.78 0.994 0.183
12 C —0.0310 -0 .172 5.95 0.55 0.995 0.158

Figure 5 . Observed solubility of a lcohols (com pounds 1 -5 5 )  vs. pre­
dicted solubility from  eq 6 (Table IV): slope = 0 .9 9 9 , r = 0 .9 9 5 , s =  
0 .1 5 8 .

of eq 6 vs. those values of eq 4 is observed. This suggests 
that calculations by method C for both the hydrocarbon 
group and hydroxyl group are making a constant contribu­
tion (per unit area) to the solubility of alcohols. A logarith­
mic plot of the observed solubility vs. predicted solubility 
based on eq 6 for all the alcohols appears as Figure 5. As 
expected, the slope of such a plot is very close to unity 
(0.999) and the correlation coefficient is 0.995.

For hydrocarbon data also it can be seen that the agree­
ment between overall statistics on surface areas computed 
by method C and method A is rather good (eq 9 and eq 7).

Combination of alcohol and hydrocarbon data and analy­
sis according to the model which relates the log solubility 
with hydrocarbon group surface area, hydroxyl group sur­
face area, and number of hydroxyl groups (NFG) term 
yields a multiple correlation coefficient and standard de­
viation (eq 12) which show a slight improvement over those 
obtained with method A (eq 10) or method B (eq 11).

Method C has all the advantages as outlined for method 
B and in addition the following important arguments can 
be made in favor of using method C for surface area calcu­
lations.

The molecular surface area calculated by method C is in­
dependent of the nature of the solvent and thus eliminates 
the need to arbitrarily select an appropriate solvent radius 
(which may vary from solvent to solvent). The results cal­
culated by this method represent an estimate of true sur­
face area of the molecule in the gas phase or any solvent. 
This is particularly useful in studying the partitioning be­
havior of nonpolar solutes and the effect of molecular mod­
ification.

Since no packing of the solvent molecules around the so­

lute molecule is involved, the usual difficulties that may 
arise in calculating the surface area of the molecule in a 
folded conformation are quite readily overcome. Further­
more, the types of cavity shapes presenting special prob­
lems as described by Hermann8 would not be encountered 
in the proposed method. Whether there are any real physi­
cal effects due to omission of solvent packing remains to be 
seen.

The dimensions used in this calculation method would 
be expected to be most consistent with molecular volume. 
The relative surface area results by method C seem to be 
more in agreement with the relative size of the molecule, a 
result not seen in calculations by methods A and B. Work 
related to a computer program for calculation of molecular 
volume of organic molecules is in progress.

Extrapolation of the log solubility and total surface area 
values by methods A and B to zero surface area (the inter­
cept value) poses problem, such that, even for an infinitesi­
mally small atom or molecule approaching zero van der 
Waals radius, a finite total surface area value w’ould be esti­
mated because of inclusion of a solvent radius around the 
molecule. The zero total surface area value would actually 
correspond to a hypothetical atom with a negative van der 
Waals radius equal to the solvent radius, a physical unreal­
ity. However, the extrapolation to zero surface area value 
by method C gives a very meaningful estimate of total area 
of an infinitesimally small molecule or group. Thermody­
namically, the intercept of log molal solubility and total 
surface area corresponding to zero surface area would be 
expected to have a theoretical value of approximately 1.74 
(on log scale). There appears to be some deviation in this 
value from the analysis of alcohols and hydrocarbons solu­
bility data. The reasons for this inconsistency and possible 
explanations have already been dealt with in a separate 
publication.12

The coefficients of the surface area terms represent the 
interfacial free energy per unit solute surface area. In the 
case of the hydrocarbon surface area, the coefficient is 
analogous to the bulk hydrocarbon-water interfacial ten­
sion as described previously in greater detail.912 This anal­
ogy has been successfully extended to several nonaqueous 
polar solvents and to mixed aqueous solvent systems with 
excellent results.13

This approach has recently been used to show that octa- 
nol-water partition coefficients of several alkyl benzenes 
can be successfully explained on the basis of molecular sur­
face area.14

While the data in support of the proposed method of sur­
face area calculation have been presented only for aliphatic 
alcohols and hydrocarbons, the analysis is being carried out 
with a series of other solutes with various functional 
groups, viz., esters, aldehydes, ketones, ethers, and acids. 
Preliminary findings indicate that calculations by method
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C describe the aqueous solubility-surface area relationship 
extremely well and that the correlation of these relation­
ships is at least as good as has been reported previously.12 
A forthcoming report will include a complete analysis and 
interpretation of all the data contained therein.

Miniprint Material Available: full-size photocopies of 
Table I (6 pages). Ordering information is available on any 
current masthead page.
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A Kinetic Study of the Interaction between Atomic Oxygen and Aerosols1
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This study was concerned with the effects of NH4C1 and (NH4)2S0 4 aerosols on the kinetics of disappear­
ance of atomic oxygen. Atomic oxygen was generated by a 2.45-GHz microwave discharge and the kinetics 
of disappearance measured in a fast flow system using NCB titration. Values of the recombination coeffi­
cient, 7 , for heterogenous wall recombination were determined for clean, H2S04-coated, and (NH4)2S04- 
coated Pyrex to be 5.0 X  10-5, 2.0 X  10“ °, and 1.9 X  10_ >, respectively. A rapid exothermic chemical reac­
tion was found to occur between atomic oxygen and an NH4C1 wall coating; the products were NH:t, NO, 
HoO, and HC1. The NH4C1 aerosol was generated by gas phase reaction of NH3 with HC1. The aerosol par­
ticles were approximately spherical and nearly monodisperse with a mean diameter of 1.6 ± 0.2 ^m. The 
rate constant (k.aero) for the disappearance of atomic oxygen in the presence of the NH4C1 aerosol was mea­
sured. For an aerosol concentration of 4.75 X  103 pg/m3, a value of kaaT„ = 2.8 ±  0.5 s" 1 was found. An 
(NH4)S04 aerosol was generated by the gas phase reaction of NH:! with H2S 04. The aerosol particles were 
irregularly shaped with a mean diameter of 2 pm. No significant decrease was observed in the rate of disap­
pearance of atomic oxygen in the presence of an (NH4)2S04 aerosol at a concentration of 285 X  10" /ug/m:i.

Introduction
The stratosphere is quite important to life because of its 

ability to shield the earth’s surface from biologically dam­
aging radiation. This is due in large part to the absorption 
of ultraviolet radiation by ozone.2 It is of interest therefore 
to study chemical reactions which may occur in the strato­
sphere and possibly lead to significant reductions of ozone. 
Increasing amounts of aerosols such as H2S04 and 
(NH4)2S0 4 have been detected in the stratosphere.3 ■’  The 
present work is concerned with the effects of some aerosols 
on the recombination kinetics of atomic oxygen, a reactant 
necessary for the formation of ozone.fi,‘

In the experiments reported here, atomic oxygen disap­
pearance was measured in a flow system having clean and 
coated walls, and in the presence of NH4C1 and (NH4)2S04 
aerosols. In conjunction with these studies, coated reactor 
wall samples were characterized by ESCA (electron spec­
troscopy for chemical analysis), products of the reaction 
between NH4C1(s) and atomic oxygen were analyzed by
* Address correspondence to this author at the School of Chemis­
try, University of Bristol. Cantock's Close, Bristol BS8 ITS, En­
gland.

mass spectroscopy, and the aerosols produced were charac­
terized using scanning electron microscopy.

Experimental Section
Atom Recombination Rate Experiments. Wall Recombi­

nation. Description of Apparatus. Kinetic measurements 
for wall recombination were made using the fast-flow sys­
tem shown schematically in Figure I. Airco USP oxygen 
was admitted to the flow tube through a stainless steel nee­
dle valve (NVl). The flow tube was pumped directly by a 
500 l./min mechanical pump. Pressures were measured 
with an MKS Baratron pressure meter Type 144 (MKS). 
The entire ''reactor" portion of the flow tube was remov­
able for cleaning or coating. The upper portion of the reac­
tor was the discharge region made of 1,'1-mm o.d. Pyrex 
glass.

Microwave power was generated with a Raytheon Mi­
crotherm unit, KV104 A, capable of 125 W output. The 
generator was coupled to a Raytheon Model FC-7C97 NBS 
waveguide cavity. The percent dissociation of the oxygen 
stream varied between 2 and 7%.

The titration region had four gas inlet jets, J1-J4, each
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centered in the flow tube. Each Pyrex jet could be opened 
or closed with a Teflon stopcock (SC1-SC4). A photoresis­
tor (PR) with a peak response at 5150 A was located about 
20 cm downstream from J4. This wavelength was suitable 
since the chemiluminescence from the oxygen atom-nitro­
gen dioxide titration reaction was a continuum from 3700 
to 9000 A, with a maximum near 6500 A.8 Oxygen atom 
concentrations were measured by the N 02 chemilumines­
cent titration method of Kaufman.9 A capillary rotameter 
was used to monitor N 02 flow. The N 02 pressure was 
maintained at 50 ± 1 Torr to keep the N20 4 concentration 
low.10

Flow Rate Determination. Operating pressures were 
0.50, 0.80, 1.0, 1.3, and 1.5 Torr. Linear flow velocity at 
each operating pressure was calculated from the measured 
volume flow rate. The linear flow velocities gave elapsed 
time values which were used in the kinetic calculations. 0 2 
linear flow velocities and elapsed times ranged from 303 to 
769 cm/s and from 1.32 to 10.04 X 10~2 s, respectively.

The determination of NOa flow rates and calibration of 
the N 02 flowmeters were carried out in a manner similar to 
the 0 2 flow rates.

Kinetics of Wall Recombination. Kinetic determinations 
were carried out by adjusting the oxygen flow by NV1 so 
that a constant pressure corresponding to one of those se­
lected and characterized earlier was maintained. The mi­
crowave discharge was initiated. Stopcock SCI was opened 
and NV2 was adjusted so that a maximum was noted on 
the photodetector meter. The N 02 rotameter reading was 
then recorded. The N 02 flow at maximum intensity was re­
corded for each of the other jets in turn.

Wall Treatments. The term "clean wall treatment” 
means that the reactor tube had a nitric acid wash and a 
distilled water rinse. Concentrated H9SO4 was applied to 
all the area inside the reactor except the discharge region. 
A saturated aqueous solution of (NPLLSCL was applied to 
the inside of the reactor. The discharge was operated for 10 
min to condition the reactor before the kinetic determina­
tions were begun. A dilute aqueous solution of NH4C1 was 
applied to the reactor in the same fashion as the 
(NH4LSO4.

A reaction was observed between NH4CI and atomic oxy­
gen. An AEI MS-10 mass spectrometer (MS) was posi­
tioned as shown in Figure 1 and used for product analysis.

Atom Recombination Rate Experiments. Aerosol Inter­
action. Description of Apparatus. The system used for 
aerosol studies was basically the same as that used for wall 
recombination measurements. A removable particle sam­

pler was installed at ORJ1 (see Figure 1 ). The sampler had 
four indentations which supported a plastic collector. The 
collector had 15 holes of 2 mm diameter bored through it. 
The collector fit snugly into the sampler and could be re­
moved for weighing. Aerosols were collected by impaction 
on the collector for size, shape, and particle concentration 
determinations.

An NH4C1 aerosol generator was constructed, using the 
gas phase reaction of NH3 and HC1 as the formation tech­
nique. The apparatus consisted of a 5-1. Pyrex bulb with an 
oxygen carrier gas inlet, an aerosol stream outlet, and two 
removable Pyrex jets which reached to the center of the 
bulb. Matheson Anhydrous NH3 and Matheson Technical, 
99.0% purity, HC1 were used without further purification.

For (NH4)2S04 aerosol generation, a custom-built H2S 0 4 
boiler replaced the HC1 jet. A standard taper joint and jet 
were made to fit the aerosol bulb, and FLSO4 vapor was 
produced by heating the concentrated acid with a 900-W 
heater controlled by a Variac. Acid flow was controlled by a 
teflon stopcock.

The discharge region of the flow tube was altered to ac­
commodate the aerosol generator. The aerosol flow tube 
(AFT) was centered through the side of the reactor (Figure 
1). The generator exit was 10 cm above J1 to allow mixing 
before reaching the titration region. An O-ring joint, ORJ2, 
facilitated removal of the reactor.

Aerosol Characterization. The particle concentration in 
the aerosols was estimated by measuring the mass of the 
aerosol collected after varying collection cimes. For NH4C1, 
a particle concentration of 4.75 X  103 pg/m3 was calculated 
from the ratio of mass collected per unit time to volume 
flow rate. The collected particles were examined using an 
Advanced Metals Research Model 900 scanning electron 
microscope. The NH4C1 particles were approximately 
spherical and were all about the same size. The mean parti­
cle diameter was estimated to be 1.6 ±  0.2 ^m on a 4800 X 
photomicrograph.

The (NH4)2S04 aerosol was generated and characterized 
in a like manner. The H2S04 boiler was operated between 
200 and 205 °C. Mass vs. collection time data indicated a 
particle concentration of 285 X  103 ¿ig/'m3. A 4800 X photo­
micrograph showed irregularly shaped particles with a 
mean diameter of 2 pm. The irregular shape of the 
(NH4)2S04 particles contrasted with the nearly spherical 
NH4CI particles.

Kinetic Determinations with Aerosol Present. All aero­
sol runs were performed at a system pressure of 1.5 Torr. 
The constant pressure was attained by first adjusting NV1 
(Figure 1 ) so that the oxygen flowing through the discharge 
portion gave a system pressure of 1.0 Torr; then oxygen 
carrier flow through the aerosol generator was adjusted to 
give a total system pressure of 1.5 Torr Atom concentra­
tions were measured in the same way as described above.

Aerosol runs were preceded by “ presol” runs and fol­
lowed by “ postsol” runs to monitor changes in wall recom­
bination. The effect of possible excess NH:), HC1, or H2S 0 4 
on the oxygen disappearance kinetics was ascertained by 
allowing these substances to flow individually in the sys­
tem.
Results and Discussion

Determination of kAPp. Any kinetic run yielded four 
data points. Each point consisted of the flow rate of N 02 at 
maximum emission intensity measured as a function of dis­
tance in the flow tube. The flow tube distance was related 
to elapsed time of reaction through known flow rates.
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Since, under the experimental conditions selected, the dis­
appearance of oxygen atoms has been shown to follow first- 
order kinetics,8 the data were treated as follows.

The NO2 titrant flow at J1 , measured in moles per sec­
ond, was taken as equal to one-half the molar flow rate of 
atomic oxygen at f = 0, [O]o- The flows at jets two through 
four, [0 ](, were then compared to [O]o in a ratio [0 ]f /[O]o, 
hereafter referred to as R. Slopes of plots of the natural 
logarithm of R (In R) vs. elapsed time (t) were found by 
least-squares analysis. The negative of the slope of the 
straight line obtained was taken to be the rate constant for 
the first-order disappearance of atomic oxygen, and will be 
referred to hereafter as the apparent rate constant, £app.

Heterogeneous Wall Recombination. Values of kapp 
(s_1) were determined at several pressures for clean Pyrex 
walls and walls coated with either H2SO4, (NH4)2S0 4, or 
NH4CI. An average value of kapp at a given pressure was 
calculated using least-squares analysis, by including all the 
data taken at the. pressure. The results for each system are 
shown in Table I. For a given pressure and wall treatment, 
the calculated value of kapp is listed with an error band of 
one standard deviation. The numbers in parentheses indi­
cate the number of separate determinations which were 
made to obtain the tabulated value of kapp. Kaufman8 has 
stated that values of kapp range between 1 and 5 s_1 for a 
clean Pyrex wall system. Present data are seen to fall in 
this range. The value of kapp could not be measured with an 
NH4CI wall coating. When measurements were attempted 
in the usual way, no glow whatsoever could be detected at 
Jl. As atomic oxygen was generated, the NH4CI coating 
was progressively removed from the tube, beginning at the 
end nearest the discharge. The flow tube felt hotter in the 
area where NH4C1 was disappearing. The coating did not 
disappear when O2 was flowing-,with the discharge turned 
off. This indicated negligible reaction of NH4C1S with 0 2 
and negligible sublimation of NH4C1S. It was assumed that 
a very fast exothermic reaction was taking place between 
NH4CI and atomic oxygen. This is entirely different from 
wall-catalyzed recombination. No report of this reaction 
was found in the literature. The reaction products between 
atomic oxygen and NH4C1S were identified from mass spec- 
trometric analysis as NH3, H20, NO, and HC1.

Values of kapp were resolved into component rate con­
stants by assuming that wall recombination was the only 
unimolecular mode of atom recombination, and that any 
competing gas phase reactions were termolecular and de­
pendent on the square of the oxygen molecule concentra­
tion. Thus, a plot of kapp vs. oxygen pressure squared was 
assumed8-11 to yield a y intercept equal to the wall recom­
bination rate constant, A wau, as derived from

^app =  ^ wall +  2 fcgas[ 0 2] 2 (1 )

The linearity of this plot should give an indication of 
whether the assumption was valid. The data from Table I 
were plotted with error bars of one standard deviation as 
shown in Figure 2. The resulting plots showed linear rela­
tionships over the pressure ranges used. Least-squares 
analysis provided the value of AW!Jn (v intercept) and its 
error indicated to one standard deviation as listed in Table
II.

Variations in £waii for a clean reactor, as reflected in the 
kwa]i error band, can be seen in Table II. An extensive se­
ries of ESCA studies was made to account for such varia­
tion. There was no significant systematic change in surface 
composition of the Pyrex surface from ESCA spectra to ac­
count for these variations in kKa\\.

TABLE I: Calculated Values of ¿ app

Pressure For wall treatment_______
Torr feapp, s~‘ clean H2S04-coated (NH4)2S04-coated

0.5 0.96
0.8 2.87 ±  0.23(3) 1.08
1.0 2.93 ±  0.11(3) 1.09
1.3 3.72 ±  0.40(3) 1.18
1.5 4.14 ± 0.53(3)

±0.16(5) 1.15 ±0.14(6) 
±0.17(4) 1.18 ±0.15(6) 
±0.31(6) 1.24 ±0.18(4) 
±0.22(3) 1.93 ±0.56(3)

TABLE II: Calculated Values of ¿ wan and 7 for Each Wall 
Treatment

Wall treatment fcWall, s_1 10r,7 10r>7

Clean Pyrex 2.3 ±  0.7 5.0 ±  1.5 2“
3.1-4.5a
5.4-6.8'

H2S04-coated 0.95 ±  0.03 2.0 ±  0.1 2.3C
(NH4)2S 04-coated 0.88 ±  0.18 1.9 ±  0.4

” Reference 12. h Reference 13.c Reference 14.

TABLE III: Summary of Aerosol and Postsol fcapp Values with 
Calculated Values of kacro

Run no. ^app(aerosol). s 1 ^appi POStSol), S 1 k ç-1«aero» »

7-2-11A, 12 2.42 0.56 1.86
7-3-10A, 11 4.18 0.15 3.61
7-6-7A, 8 1.43 0 1.43
7-6-9A, 10 3.21 0 3.21
7-6-11 A. 12 1.43 0 1.43
7-6-17A, 18 4.77 0 4.77

KEY

Figure 2. Plot for resolution of /capp.

Values of &wai] were then converted to recombination ef­
ficiency. 7 , by

7 = A wall d/v (2 )

where d = 1.36 cm. and 0 = 6.3 X 104 cm/s for atomic oxy­
gen at 300 K. Calculated values for 7 are listed in Table II 
for each wall treatment shown in column 1. The clean wall 
value represents an average of the results of five separate 
sets of runs. Values calculated for 7 are compared to some 
literature values in column 4 of Table II. The value of 7 on 
clean Pyrex and for the H2S04-coated wall is seen to be in 
good agreement with reported values. The value of 7 on the 
(NH4)2S04-coated wall is the first reported value for this
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coating. This is surprising since (NH4)2S04 aerosol is prev­
alent in the stratosphere. It can be seen that H2S04 signifi­
cantly lowers 7 and has been used as a wall coating to 
prolong atomic oxygen and ozone lifetimes.14 The present 
work indicates that (NH4)2S04 may lower 7  as much as 
H2S04, and thus suggests the use of (NH4)2S 0 4 as an effec­
tive and easily handled wall treatment.

Kinetic Determinations with NH^Cl Aerosol Present. 
When initiating the plasma first, and then beginning the 
aerosol flow, no buildup of particles was observed. Values 
of k app were measurable in this case and on the same order 
of magnitude as those measured earlier for clean wall re­
combination. It was therefore assumed that kapf> values cal­
culated on the basis of this method gave the most accurate 
results for estimation of the effect of the aerosol on disap­
pearance. This method was assumed to minimize the effect 
of loss of oxygen atoms to reaction with excess NH4C1 on 
the walls.

Values of kapp for no aerosol present were determined 
before and after aerosol runs. It was found that kapp for 
postsol runs was usually significantly lower than kaf>p for 
presol runs. It was assumed that some species generated 
during the atom-aerosol run was poisoning (deactivating) 
the wall toward atom recombination. It was also assumed 
that this poisoned wall condition was effective during the 
aerosol run. The rate constant for the disappearance of 
oxygen as influenced by the aerosol, kaeTI„ was thus as­
sumed to be equal to the difference in kapp values for two 
consecutive runs, one run with aerosol flowing and
the other run with no aerosol (fcapp1“ 1) as given by

y _  y a e r o s o l   y p ostso l / o \
' ' a e r o  ” -a p p  ' ' a p p  W /

Values of kapp are summarized in Table III. Column 1 gives 
the numbers of the aerosol and postsol run. The values of 
k app for the aerosol and postsol runs are given in columns 2 
and 3, and the difference, kaeTO, is listed in column 4. The 
mean value calculated for kaero is 2.7 ± 0.5 s-1 to one stan­
dard deviation. This value could not be compared as it was 
the first such reported value. The value of kat,rt, reflects pri­
marily the rate of reaction between atomic oxygen and 
NH4C1. Although catalytic oxygen recombination may be 
taking place on the surface of the particles, it would seem 
to contribute only slightly to atom disappearance because 
of the rapid exothermic reaction shown above to occur be­
tween these species.

It was of interest to compare the value of kaero to a calcu­
lated value of the rate constant upper limit for an aerosol- 
gas reaction. The model of Judeikis and Siegel15 estimates 
the reaction rate based on the number of collisions with the 
surface of an aerosol particle. Equation 4 was used to calcu­
late the value of fccaicd, the upper limit (<t> = 1 ) to the rate of 
reaction

^ c a l c d  =  (/?T/27rM)1/2(3rWVpr)4> (4)

where W is the mass of particles per unit volume (4.75 X 
10_h kg/m:!), p is the particle density (1500 kg/m3), r  is the 
mean particle radius (8 X 10~5 cm), M is the atomic weight 
of oxygen (16 g/mol), T is a dimensionless factor related to 
the particle size distribution (2), and 4> is the fraction of 
collisions leading to reaction. For T = 300 °C, the average 
value of k caicd >s 3.7 s-1. This value is close to the value of

2.7 ±  0.5 s_1 obtained for kaeTO (Table III). Although this 
agreement may be fortuitous, it indicates that this model 
may have merit and should be studied further. If indeed 
the model were adequate for describing the NH4C l-0  sys­
tem, the close agreement between the measured and the 
calculated rates would indicate a very high probability of 
reaction upon collision of an oxygen atom with an NH4C1 
particle.

Kinetic Determinations with dVW4)2i>04 Aerosol 
Present. The very significant result was that there was no 
detectable decrease in the concentration of atomic oxygen 
in the presence of the (NH4)2S04 aerosol. Thus, kaeu, corre­
sponds to a just measurable decrease in atomic oxygen with 
the present apparatus using N 02 titration. This result is in 
marked contrast to the results for the NH4C1 aerosol where 
a pronounced effect of the aerosol on the rate constant was 
observed. The model of Judeikis and Siegel15 was used to 
check again agreement with the experimental observation 
of a negligible value of kaero. A value of fecaWd was calculated 
using eq 4, setting W = 285 X 10-6 kg/rn3, p = 1769 kg/m3, 
r = 1 X 10-4 cm, M = 16 g/mol, T = 2, 4> = 1.9 X 10~5, and 
T = 300 K. The value of 4> was taken as the measured wall 
recombination rate on a (NH4)2S 0 4 coating (see Table II). 
The calculated value of feraicd was 3 X 10-3 s_l which repre­
sents a rate constant too small to produce a detectable de­
crease in the atomic oxygen concentration as determined 
by the N 02 titration technique. Again, as was true in the 
case of NH4C1 aerosol, the model of Judeikis and Siegel is 
in qualitative agreement with the experimental results and 
the model certainly merits further experimental verifica­
tion. If values of 7 from flow tube studies (Table II) can be 
substituted for <I> in eq 4, a useful technique for modeling 
atmospheric aerosol-gas reactions would be available.
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The orientation of a cyanine dye, l,T-diethyl-2,2'-carbocyanine bromide, on silver chloride and glass sub­
strates was determined by internal reflection spectroscopy using parallel and perpendicularly polarized in­
cident light. On a silver chloride substrate the cyanine dye was found to be adsorbed as a multimolecular 
aggregate or micelle, with the plane of the molecule perpendicular to the surface. With the glass substrate, 

fthe cyanine dye was adsorbed predominently in molecular form or small sandwich aggregates, although 
some also was adsorbed as large multimolecular aggregates. The adsorbed dye seemed to have no preferred 
orientation on glass, although the possibility of parallel orientation of the planes of the dye molecules to 
the surface cannot be conclusively ruled out.

Introduction

A necessary condition for optical sensitization in photog­
raphy is the presence of the sensitizing dye in the adsorbed 
state ac the surface of the silver halide grains in the photo­
graphic emulsion. Knowledge of the orientation of these 
adsorbed dyes could help in interpreting the mechanism of 
optical sensitization, which, in turn, could lead to a better 
underspending of the photographic process in general. We 
have applied an internal reflection spectroscopic technique 
to the direct determination of the orientation of a cyanine 
dye.1-2

Previous studies of cyanine dye adsorption on silver ha­
lides by adsorption isotherms indicated that the dye mole­
cules form micelles or multimolecular aggregates which 
then adsorb with the plane of the molecule perpendicular 
to the silver halide surface.3-4 This edge on adsorption was 
observed to occur irreversibly from aqueous solutions, and 
to account for this it was postulated that the polar edge of 
the cyanine dye molecule was adsorbed onto the silver ha­
lide surface and the nonpolar edge faced out into the aque­
ous solution.3 However, similar studies on other such dyes 
implied that adsorption on nonionic surfaces, such as 
graphite, occurred with the micelles being adsorbed with 
the plane of the molecule parallel to the surface.5

The use of an adsorption isotherm is an indirect method 
of determining molecular orientation, in the sense that a 
macroscopic property of a large number of molecules is 
being measured. Thus, orientation cannot be unambigu­
ously determined. Spectroscopy, on the other hand, is a di­
rect method, as it measures a microscopic molecular prop­
erty, the absorption of light, and this property can be used 
directly to determine molecular orientation.

Internal reflection spectroscopy is ideally suited for the 
study of such adsorbed layers provided the substrate of in­
terest is optically transparent.1-2 Sampling occurs only a 
couple hundred angstroms past the substrate surface, 
therefcre, essentially only the spectrum of the first few mo­
lecular layers in contact with the substrate is obtained. In 
this manner, adsorbed film spectra can even be obtained in 
contacc with the bulk solution if desired. The relative dif­

ference between the optical absorption of perpendicular 
and parallel polarized light by the adsorbed molecular layer 
is used to determine the orientation of that layer.6 The ori­
entation of the adsorbed cyanine dye was determined on 
both silver chloride and glass for comparison.

Experim ental Section

A Cary Model 14 recording spectrophotometer was used 
to make all the measurements. An expanded scale (0-0.1, 
0.1- 0.2 absorbance unit) slidewire was used when deter­
mining the internal reflection spectra (IRS), and a normal 
scale (0- 1 .0, 1 .0- 2.0 absorbance units) slidewire was used to 
determine the absorption spectra. Both perpendicular and 
parallel polarized light were used in the IRS studies, while 
unpolarized light was used to obtain the absorption spec­
tra.

A cyanine dye, l,l'-diethyl-2,2'-carbocyanine bromide
(I), film was prepared by placing one face of an optically

Et+ Et
I

polished silver chloride plate (25 X 25 X 1 mm) in contact 
with an unstirred 10 mM aqueous solution of the dye for 24 
h at ambient temperature. The cyanine dye was a pure 
sample obtained from the research laboratory of Kodak 
Ltd., Harrow, London, England. The silver chloride plate 
was then removed from the solution, dried in air, and 
placed in a variable angle single reflection IRS unit, and 
the spectra were taken employing an apparent incident 
angle of 45° using both perpendicular and parallel polar­
ized light.6 The variable angle single reflection IRS unit, 
shown in Figure 1, and the silver chloride plates were man­
ufactured by Harrick Scientific Corp.7 The silver chloride 
plates were used in conjunction with a truncated fused sili­
ca hemicylinder which was used as the internal reflection 
element in the unit.
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Figure 1. A variable angle single reflection IRS unit: (A) detector, (B) 
adsorbed dye and IRS element, (C) polarizer.

Using Snell's law,1 the true incident angle at the AgCl- 
air interface is calculated to be 30.1°. This is caused by the 
refractive index difference between the fused silica IRS ele­
ment and the silver chloride substrate. This incident angle 
is near the critical angle, 28.9°, of the AgCl-air interface. A 
cyanine dye film was also prepared on an optically polished 
glass plate in a similar manner. When a glass plate is used 
with a truncated fused silica hemicylinder internal reflec­
tion element instead of a silver chloride plate, no correction 
of the incident angle due to refraction is required, as the re­
fractive indices of glass and fused silica are virtually the 
same. Therefore, the incident angle was 45°, which is near 
the critical angle, 42.9°, of the glass-air interface.

The final spectra were obtained by manually subtracting 
a reference or baseline spectrum from a sample spectrum. 
The reference spectrum was an IRS spectrum of the silver 
chloride or glass plate without any cyanine dye adsorbed 
and the sample spectrum was taken with the dye adsorbed 
on the substrate pla:e. The spectra were then subtracted to 
obtain only the spectrum of the adsorbed dye.

Results
All spectra were taken in the visible region of the spec­

trum. from 430 to 700 nm. The silver chloride plate is 
transparent in the visible region, but the absorbance in­
creases sharply below 430 nm. This, of course, is expected, 
as uv absorption causes the photodecomposition of silver 
chloride.

In Figure 2, the dashed line shows the absorption spec­
trum of a dilute aqueous solution of the cyanine dye for ref­
erence, with its absorption maxima at 550 and 600 nm. At 
higher solution concentrations and from specular reflec­
tance spectra of solids it has been reported that cyanine 
dyes exhibit new peaks which are probably due to the for­
mation of multimolecular aggregates or micelles.:i'4'8

The internal reflection spectra of the cyanine dye ad­
sorbed on the silver chloride plate are the solid lines shown 
in Figure 2. The internal reflection spectrum of the ad­
sorbed dye is quite different from the absorption spectrum, 
with an absorption maximum for both the perpendicular 
and parallel polarized spectra at 650 nm. This peak is 
thought to be characteristic of a multimolecular aggregate 
of the dye.'*-4-8 The reflection absorbance (AA or AAX) dif­
fers greatly at the absorption maximum for the two modes 
of polarization: A.4 = 0.194 and A.4 x = 0.029 absorbance 
units.

■ The experiment was repeated using a glass plate as the 
substrate. As shown in Figure 3, the spectra have a broad 
peak at 520 nm in both modes of polarization which is simi­
lar to the solution phase spectra. There is also a small peak 
in each IRS spectrum at 650 nm, which is at the same 
wavelength as the absorption maximum for the dye ad­
sorbed on the silver chloride. This appears to indicate that 
a majority of the dye is adsorbed on the glass in molecular 
form or small molecular aggregates and only a small

Figure 2. Absorption spectrum and Internal reflection spectra of the 
cyanine dye adsorbed on silver chloride. The dash line shows the 
absorption spectrum of a 1 , 1 '-diethyl-2 ,2 '-carbocyanine bromide so­
lution. A 1-cm cell was used with approximately a 1 mM aqueous 
solution of the dye. The solid lines are the internal reflection spectra 
of the same cyanine dye adsorbed on silver chloride, using parallel, 
||, and perpendicularly, _L, polarized light.

Figure 3. Internal reflection spectra of 1,1'-dlethyl-2,2'-carbocyan- 
ine bromide adsorbed on glass, using parallel, ||, and perpendicular­
ly, _L, polarized light.

amount of the dye appears to be adsorbed as large multi­
molecular aggregates. The peak at 650 nm is not present in 
the absorption spectrum. The reflection absorbance at 520 
nm is AA;| = 0.054 and AAX = 0.171 absorbance units.

Discussion
It is known that the direction of the electronic transition 

moment vector for a molecule dictates the plane of polar­
ization of the absorbed radiation and, that for transitions 
involving the ft orbitals of planar molecules, this vector is 
always in the plane of the molecule.9 There are two possible 
orientations for the transition moment in the cyanine dye: 
along either the short or long in-plane axis of the molecule. 
The transition moment vector is difficult to determine ex­
perimentally, but in planar molecules such as naphthalene 
and anthracene it is calculated to be along the short in­
plane axis of the molecule.9

Figure 4 illustrates schematically the interface in an in­
ternal reflection experiment. The mode of polarization re-
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Bulk Adsorbed AgCI
Solution Cyanine Dye Substrate

Figure 4. Schematic of the dye-AgCI interface on internal reflec­
tance, illustrating the direction of polarization and the coordinate 
system used to describe the electric field vector components.

fers to the plane formed by the incident and reflected light. 
Parallel polarization is in the plane of the incident and re­
flected light beam (the plane of the page referring to Figure
4), while perpendicular polarization is, thus, perpendicular 
to the plane of the page. Perpendicularly polarized light 
has only one electric field vector component, Ey, along the 
y axis (following the coordinate system shown in Figure 4 
where the y axis points outward), while parallel polariza­
tion has two electric field vector components, Ex and Ez, 
oriented along the x axis and z axis, respectively.1’2 The 
relative magnitudes of these electric field vector compo­
nents at the interface and adsorbed layer are in the order
Ez > E y > E xM

By determining the absorbance of parallel and perpen­
dicularly polarized light by the adsorbed cyanine dye layer 
its orientation can be directly determined. Hansen has de­
rived equations which are applicable to the determination 
of orientation of adsorbed thin films by IRS.10 At the criti­
cal angle:

4 / Mi2n32 \ n2d2h2
In 10 \ n \  cos 8 \ )  ( n 22 + k 22) 2

AA A

(0i = 0c) (1 )

(0i = 0C) (2)

where AA j and AA ± are the reflectance absorbance for 
parallel and perpendicular polarized incident light, respec­
tively. The subscripts in each case refer to the phase or me­
dium; phase 1 , the incident phase, silver chloride or glass in 
this work, phase 2 being the absorbing cyanine dye film, 
and phase 3 being air. The refractive index is n, 8 is the re­
fractive angle in a particular phase (in the case of the inci­
dent phase, it is the incident angle), n is the absorption 
coefficient, k is the extinction coefficient, and h2 is the film 
thickness.610 The assumptions made in the derivation 
were: (i) that the adsorbing film is thin, less than a quarter 
wavelength, (ii) that the system consisted of an ideal strati­
fied medium, i.e., parallel plane-bounded phases, and (iii) 
that the film is isotropic and homogeneous, i.e., a nono- 
riented adsorbed film. The ratio of AA || to AA x is given by

AA /AA . = ni2rc32/(rc22 + k22)2 (3)

Table I shows the values of the optical constants of vari­
ous phases of the system. The optical constants for the ad­

TABLE I: Optical Constants of Various Phases1

AgCI Glass Cyanine dye Air

n i — 2.07 ni — 1.46 n2 = 1.60 = 1.00
k2 = 0.60

° “ Handbook of Chemistry and Physics”, 54th ed, Chemical 
Rubber Company, Cleveland, Ohio.

TABLE II: Values for the Ratio (AAjj/AAx )

(AAj/ (AA|j/ % change from
Substrate AAx)caic(j A.4 x )expt (AA|i/AA j_)caicd

Silver 0.51 6.7 +1214
chloride (at
650 nm )

Glass 0.25 0.32 +28
(at 520 nm)

sorbed film phase (n2, k2) were assumed to be approxi­
mately the same as the optical constants of dyes with struc­
tures similar to the cyanine dye. These values were esti­
mated to be n2 = 1.60 and k2 = 0.60.6

A calculated reflectance absorbance ratio, (AA\\/ 
AAjJcaicd, for a nonoriented thin film can be obtained by 
using the optical constants in Table I and eq 3, and for 
comparison, an experimental ratio, (AA|i/AAx )expt, is ob­
tained from the internal reflection spectra. Table II shows 
the values of both (AA!;/AAx )caicd and (AAVAAx )expt for 
the silver chloride and glass substrates.

According to Hansen, the best agreement of eq 1 and 2 
with experimental data occurs in the central region of the 
absorption band.10 Thus, the values for the reflection ab­
sorbance, which were used to determine (AAj|/AAx )expt, 
were taken at an absorption maximum; in the case of silver 
chloride as the substrate, at 650 nm, and with glass as the 
substrate, at 520 nm. If the angle of incidence at which the 
experiment is performed differs greatly from the critical 
angle, then the more complex forms of eq 1 and 2, given in 
ref 10, must be used for the calculations. However, Han­
sen10 has shown that for a 1 tc 2° difference from the criti­
cal angle, eq 1 and 2 are applicable.

If a system obeys all assumptions, then (A A n/A A ) caicd 
should correspond to (AAj|/AAx )expt- If the two values dif­
fer, however, this difference can only be due to a variation 
in the assumption of the film being isotropic and homoge­
neous. If the adsorbed film is not isotropic or homogeneous, 
then the possibilities are that the film is preferentially ad­
sorbed with the planes of the molecules either perpendicu­
lar or parallel to the substrate surface. The transition mo­
ment vector can be along either the short or long axis for 
each orientation. Of these four possibilities, only a perpen­
dicular orientation with the transition moment along 
the short in-plane axis of the molecule would yield 
(AAn/AAj_)expI significantly greater than (AA:!/A A x )ra|rd, 
as any absorption of energy would be primarily from the Ez 
electric field vector component which is the major compo­
nent of parallel polarization. In this case, the energy of the 
electric field vector components Ex and Ey would not be 
significantly absorbed. Perpendicularly polarized light was 
found to be absorbed to a small extent, as all of the ad­
sorbed molecules may not be perpendicularly oriented and/ 
or forbidden transitions have small but finite absorbances. 
Of the three other adsorption orientation possibilities, 
none would absorb any significant amount of energy from 
the Ez electric field vector component and, thus, the energy
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absorption would be primarily from the Éx and Ey electric 
field vector components. The long axis of the adsorbed 
molecule would not be expected to be preferentially orient­
ed along either the x or y direction on the substrate sur­
face, only the plane of the molecule would have a preferred 
orientation with respect to the substrate surface. There­
fore, with the random orientation of the long axis of the 
molecule in the xy plane (substrate surface), the absorp­
tion of the Ex and Ey electric field vector components 
would be expected to be qualitatively proportional to their 
relative magnitudes at the interface. As Ey > Ex, then 
AA± would be greater than AA , which could not account 
for (AA||/AA± )expt being significantly greater than (AA|/ 
AAjJcaicd (the case of the cyanine dye adsorbed on the 
silver chloride substrate). Therefore, it can be concluded 
that on the silver chloride substrate the cyanine dye is ad­
sorbed with the plane of the molecule perpendicular to the 
substrate surface and with the electronic transition mo­
ment vector being along the short in-plane molecular axis. 
The large 650-nm peak indicates that the dye is also ad­
sorbed as multimolecular aggregates. These aggregates are 
probably formed by stacking the dye molecules face-to-face 
with each other, with the longest axis of the whole aggre­
gate lying lengthwise on the surface, held down by electro­
static forces from the dye cationic groups.

However, with glass as the substrate, (AAj|/AAx )expt is 
slightly but not significantly larger than the calculated 
value. Therefore, on glass, it seems that most aggregates 
are small (dimers, trimers, or tetramers of the sandwich

type) and are probably randomly oriented. However, paral­
lel orientation on the glass cannot be completely ruled out 
without quantitatively knowing the value of AA /A A ± for 
an adsorbed layer with parallel orientation. This can only 
be done by deriving equations for oriented adsorbed layers 
which are analogous to Hansen’s equations for isotropic ad­
sorbed layers. Although this IRS procedure cannot be con­
sidered to be strictly quantitative, the direct microscopic 
information does give an answer as to the preferred orien­
tation and chemical nature of adsorbed films in such cases.
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In order to extend electron spin resonance (ESR) studies of the tumbling of adsorbed nitroxide free radi­
cals into the regime of slower motions we have employed rapid adiabatic passage (RAP) dispersion meth­
ods. We report combined observations of the temperature variations of ESR absorption and RAP disper­
sion signals for di-terf-butyl nitroxide (DTBN) dissolved in sec-butylbenzene and for DTBN adsorbed on 
silica. Motion of the adsorbate is observed over a large temperature range, and the combination of ESR 
techniques shows that surface nitroxides exhibit a broad distribution correlation times and a range of acti­
vation energies for motion.

Introduction

An adsorbed aliphatic nitroxide provides a useful probe 
of the nature and strength of interactions between a cata­
lyst surface and an adsorbate. Low-temperature electron 
spin resonance (ESR) spectra give information about the 
surface interactions of the free radical in a fixed orientation 
or ensemble of orientations with respect to the surface 
binding sites(s). Hydrogen bonding to surface hydroxyl 
groups has been studied, and on catalyst surfaces contain­
ing surface Al3+ sites, these sites were observed to complex

with the nitroxide acting as a Lewis base.1,2 At higher tem­
peratures, further information about surface interactions 
was obtained by examining the motion of di-ferf-butyl ni­
troxide (DTBN) adsorbed on silica and silica-alumina and 
interpreting the results in terms of a single correlation time 
for surface rotation ( tc).

The technique employed, measurement of the separation 
between extremal features in the absorption-derivative 
ESR spectrum, is limited to correlation times rc < 10“ 7 s, 
as for longer times (slower rotation) the rigid lattice limit of 
the spectrum is reached. In an attempt to extend the study
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of adsorbate-surface interactions into the regime of slower 
motions we have now employed rapid adiabatic passage 
(RAP) methods.3-5 In this technique the dispersion (x') 
component of the ESR signal is detected under moderate 
microwave saturation and with rapid magnetic field modu­
lation at frequency wm. The dispersion signal is phase de­
tected at the modulation frequency but with the reference 
phase adjusted 90° out-of-phase with the modulating mag­
netic field.

The RAP spectrum of immobilized radicals typically re­
sembles the undifferentiated absorption envelope. Hyde 
and Dalton4’5 have shown that if the nitroxides rotate fast 
enough to significantly change orientation during the peri­
od of one field-modulation cycle then the RAP spectrum is 
altered. As rc shortens (0.001 < a>mrc < 1) the passage spec­
trum loses intensity between the turning points and is thus 
sensitive to motion. For the 100-kHz field modulation typi­
cally employed this means that RAP is useful for systems 
with 10-5  2  rc 2  10-7 s, a region throughout which the 
ESR absorption signal remains “ frozen” and thus insensi­
tive to motion. For rc < IQ- *7 s, the effects of motion also 
become visible in the normal'.ESR absorption spectra.

We here report parallel observations of the temperature 
variations of absorption and RAP dispersion signals for the 
model system DTBN dissolved in sec-butylbenzene (SBB) 
and for DTBN adsorbed on silica. Over the large tempera­
ture range where motion is observed, the surface nitroxides 
do not form a homogeneous population. Contrary to our 
original interpretation,2 DTBN tumbling on a silica surface 
appears to exhibit a broad range of correlation times and a 
range of activation energies for motion. However, the ab­
sorption spectra indicate a range in rc of only ca. tenfold 
over a broad temperature interval whereas RAP signals 
show that the range can be as much as 104 or more.

Experimental Section
Spectrometer. The ESR spectrometer was a Varian E-4, 

modified as follows, (i) A microwave bias arm6 was added, 
allowing both dispersion and absorption mode measure­
ments; (ii) the 100-kHz ESR signal was detected with a 
two-channel Princeton Applied Research (PAR) phase de­
tector, allowing observation of signals either in-phase with 
the 100-kHz magnetic field modulation, or in quadrature; 
(iii) the automatic frequency control (AFC) signal was ob­
tained from a 10-dB coupler in the cavity arm.

Samples. DTBN (Eastman) was dissolved in SBB (Al­
drich Chem. Co. Milwaukee, 99+%) to 3 X 10-3 M and de­
gassed by the freeze-thaw technique. DTBN vapor was ad­
sorbed onto previously degassed (125 °C) silica gel (grades 
950 and 59, Davison Grace Chem. Co.) as described.2

Procedure. With the bridge set to observe absorption a 
microwave power study was first performed. Dispersion 
was then observed by changing the bias arm phase by 90°,6 
and the RAP spectrum 90° out-of-phase with the 100-kHz 
modulation was detected in the quadrature channel of the 
PAR detector using the microwave power which gave maxi­
mum absorption-derivative signal height.

Results
DTBN-SBB. As the temperature was lowered the spec­

trum of DTBN in SBB changed smoothly from the three 
sharp lines of a rapidly tumbling nitroxide to the “ frozen” 
or powder spectrum whose overall breadth is equal to twice 
the parallel component of the 14N hyperfine splitting 
(2A n), Figure 1A. The corresponding RAP spectrum (Fig-

DTBfJ/SBB

A B

Figure 1. First derivative ESR spectra of 3 X  10- 3  M DTBN in SBB, 
taken by cooling to the indicated temperature: microwave power «  
10 MW; modulation amplitude, 0.5 G at 100 kHz; relative gains as 
indicated: (a) absorption, (b) RAP dispersion, detected 90° out-of­
phase with 100-kHz modulation (see Experimental Section).

ure IB) also changes with decreasing temperature. The 
three absorption-shaped lines of differing width (room 
temperature) broaden and decrease in height upon cooling. 
By ~165 K, absorptive features, split by 2An, have ap­
peared at the turning points of the powder spectrum, with 
motion destroying the passage signal between turning 
points. As the temperature is further lowered the RAP 
spectrum shape attains the frozen, slow motion shape. 
These results are completely analogous to those of Hyde 
for a related nitroxide in supercooled SBB glass.4'5

Upon gradually rewarming a cooled sample at a tempera­
ture still below the melting point of SBB (197.8 K) the 
shape of the RAP spectrum underwent a sudden change 
and the amplitudes increased (Figures 2 and 3) in contrast 
to the gradual changes on cooling. We assign this abrupt 
transition (at 165 K in Figures 2 and 3) to a phase change 
from supercooled SBB glass to a polycrystalline state. The 
exact temperatures at which the phase change occurs is a 
function of the temperature history of the sample, and 
could easily vary by 10°.

Concomitant with this transition, all motional effects 
disappeared. The RAP spectrum remained strong and “ fro­
zen” up to the SBB melting point (Figure 2B). The absorp­
tion spectrum also remained frozen in shape, except near 
the SBB melting point, where a three-line component ap­
pears, indicating that some radicals are undergoing rapid 
motion.

The microwave power saturation behavior of DTBN- 
SBB is also of interest (Figure 4). At room temperature 
(295 K) the three sharp lines of the isotropic spectrum sat­
urate identically. At 183 K, the three lines no longer satu­
rate equally, the ease of saturation being center > low > 
high field. The value of Tie is thus mi and therefore field 
dependent (see discussion and ref 7). At 141 K all lines 
again saturate similarly, but at a lower power, indicating 
that Tie further increases with decreasing temperature. At 
temperatures where the field-dependent saturation is ob­
served, the effect causes the absorption ESR spectrum to 
change shape as a function of microwave power (Figure 
6A). In particular, the apparent splitting 2A n' decreases 
with increasing microwave power because the wings of the
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Figure 2. First derivative ESR spectra of 3 X 10- 3  M DTBN in SBB, 
taken by warming from 161 K to indicated temperature; conditions 
as Figure 1: (a) absorption, (b) RAP dispersion.

Figure 3. Maximum RAP signal height for 3 X 10 3 M DTBN in SBB 
vs. T, as sample was cooled (O), then rewarmed (•).

spectrum saturate more readily than the center. However, 
note that the wings retain well-defined local maxima.

DTBN-Silica. ESR absorption spectra of DTBN ad­
sorbed on silica are shown in Figure 5A. The increasing 
spread of the spectrum from 350 to 114 K is qualitatively 
similar to that observed upon cooling DTBN-SBB from 
180 to 150 K. However, spectra of comparable width differ 
in details of shape. For example, the spectrum of DTBN- 
SBB at 181 K (Figure 1A) is significantly affected by mo­
tion, yet shows well-defined outer peaks. In contrast, 
DTBN-silica at 300 K (Figure 5A) shows a comparable 
total breadth, but outer “ peaks” are broad and flat-topped, 
plateaus rather than sharp maxima.

The breadth of the DTBN-silica absorption signal also 
decreases with increasing power, but in contrast to 
DTBN-SBB, the inner edges of the low-power “ plateau” 
remain, with the outer edges eroding as the power is raised 
(Figure 6B). Table I gives the apparent values of the extre-

MICROWAVE POWER (dB)

Figure 4. Microwave power study of absorption spectra 3 X 10“ 3 M 
DTBN in SBB at (a) 295 K, (b) 183 K, and (c) 141 K. L, M, and H are 
the heights of the low-field maximum center peak and high-field 
minimum, respectively: 0 db =  2 0 0  mWJncident power.
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Figure 5. First derivative ESR spectra of DTBN--silica; conditions as
in Figure 1. Dotted lines indicate outer turning points split by 2AN:
(a) absorption, (b) RAP dispersion.

mal splitting, 2An', for low (40 dB; 0.2 mW) and high (0 
dB; 200 mW) incident power for the range of temperatures 
studied. At 114 K a powder spectrum is observed and mea­
sured 2An' is independent of power. By ~400 K the limit of 
isotropic motion is being approached and the effect of 
power is also minimal. In the broad intermediate tempera­
ture range, 150 K < T < 400 K, the apparent 2An' de­
creases at high incident power, the effect being quite 
marked between ~200 and 300 K.
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Figure 6 . Power dependence of first derivative ESR absorption 
spectra of (A) DTBN-SBB, T =  165 K, and (B) DTBN-silica, T =  300 
K. Dotted lines as in Figure 5.

TABLE I: Apparent ,4NHyperfine Splitting (2An') of 
DTBN-Silica at High and Low Microwave Powers

2An'G
ttt

T ,  K 200 mW° 0.2 mW”

400 39.8 39 (39)b
350 44 42.3 (50)
300 45 70.8 (51.5)
260 57.5 73.5
225 66.4 75.5
200 69.5 76.5
175 72.4 77.0
145 74.5 78.0
114 76.0 77.5
77 77.0 78.8

0 Incident microwave power. 6 Splitting in parentheses is 
minimum 2An' from plateau in spectra; see text.

Thus, a correlation time for DTBN-silica calculated 
from a measured splitting will be valid only for sufficiently 
low powers. Furthermore, a study carried out at fixed 
power may give correct values of rc at both low and high 
temperatures, yet err between. Since our previous determi­
nation21’ of rc for DTBN-silica employed a fixed, relatively 
high power (10 dB) the results are thus quantitatively in­
correct.

The RAP spectra of DTBN-silica (Figure 5B) resemble 
those obtained from rewarmed DTBN-SBB between the 
glass-crystalline transition and the SBB melting point 
(Figure 2B); they (i) show small intensity change with tem­
perature, and (ii) do not show typical effects of motion. At 
no temperature is there a loss of signal between turning 
points (Figure 5B), in contrast with such an effect ob­
served, for example, in DTBN-SBB cooled to 165 K (Fig­
ure IB). This difference occurs despite the fact that the ab­
sorption signal of the surface radical is strongly indicative 
of motion (Figure 5A). Instead, the DTBN-silica RAP 
spectra at elevated temperature show a noticeable relative 
decrease in intensity at the outer turning points.

Discussion

The motional properties of a solution free radical can 
typically be discussed in terms of a single rotational corre­
lation time, rc. The effective relaxation rate is dependent 
on the relative values of rc and the electron spin-lattice re­
laxation time (Tie). When rc < T le, the outer limits of the 
spectrum saturate less readily than the center, while when 
rc > the reverse occurs and the wings saturate more 
readily.10 When tc < T Je the RAP spectrum is affected by

Figure 7. Longest (O) and shortest ( • )  correlation times (rc) for 
DTBN-silica vs. temperature, as obtained from first derivative ESR 
absorption spectra by method described in text.

the motion (if o>mrc is less than unity) with loss of signal in­
tensity between turning points; when rc > T ]e the system 
maintains a broad “ frozen” absorption envelope.4 5 The re­
sults obtained here for DTBN-SBB confirm those of Hyde 
and Dalton,4 and in so doing show that DTBN does not ex­
hibit any special or unusual motional properties.

The results for DTBN-silica are quite different from 
those for a nitroxide in SBB. The saturation behavior and 
shape changes with microwave power and temperature all 
suggest that rc < T ie while the frozen RAP dispersion spec­
tra suggest rc > T ]e. This apparent paradox can be resolved 
by assuming that nitroxides on a silica surface can exhibit a 
range of values for rc. At low temperature (e.g., 77 K), rc —► 
00 and all surface nitroxides are immobile. DTBN hydrogen 
bonds to the silanol groups of a silica surface, as is evi­
denced by an increased value of 2An for DTBN-silica over 
that for DTBN in an inert solvent.2

As the temperature is raised, if nitroxides at different 
surface sites exhibit different activation energies for rota­
tional motion, a distribution of rc will develop. Nitroxides 
with relatively short values of rc will exhibit a motionally 
decreased value of 2An' and w ill tend to dominate the ESR 
absorption spectra. On the other hand, as seen in the crys­
talline phase of DTBN-SBB, the slowly moving, long rc 
sites will dominate the RAP spectrum, causing the general 
features of the “ frozen” spectrum to persist. Further, the 
relatively rapidly moving spins will contribute to the RAP 
spectrum in the regions of magnetic field between the turn­
ing points of the frozen spectrum. Thus, the observed de­
crease in relative intensity of the outer turning points as T 
increases is interpretable as the result of a shift in the des- 
tribution of rc values, a decrease in the number of spins 
with long rc (frozen spectrum', and concomitant increase in 
more rapidly tumbling radicals with shorter rc. Finally, a 
further, real decrease in 2A>j may contribute to the de­
crease of extremal features of the spectrum. As motional ef­
fects become pronounced, H bonding to the surface may be 
less able to perturb the radical and so increase An-

What is the nature of the distribution of rc? First, the
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presence of a frozen RAP shape at all temperatures shows 
that at least some of the nitroxides are essentially immo­
bile, having rc >  ajm-1 ~  10-5 s. Second, the outer features 
of the DTBN-silica ESR absorption spectra are plateaus, 
not the well-defined maxima of the solution system charac­
terized by a single value of 2An' and thus a single rc, and 
probably represent the summation of spectra from radicals 
with a range of 2A n' and thus of rc. The longest rc which 
significantly contributes to the ESR absorption (not the 
longest which occurs, for that is shown by the RAP signal 
to be tc > 10-5  s) is obtained from the separation between 
the outer edges of the plateau; the shortest rc of a surface 
nitroxide as seen in absorption can be estimated from the 
separation of the inner plateau edges. However, in the ordi­
nary low power spectra, it is difficult to accurately obtain 
the inner separation over the whole range of temperatures, 
and it is easier to estimate the minimum tc from the split­
ting measured at high microwave power: the radicals with 
the shortest rc have the shortest spin-lattice relaxation 
time,9 saturate least readily, and will thus tend to dominate 
the high-power spectra. Anomalous saturation further sup­
presses the wings of the spectra of radicals with longer rc7 
again tending to enhance the relative intensity from the 
radicals with the shortest rc. Results from the low- and 
high-power spectra are nevertheless in satisfactory agree­
ment.

Table I presents the largest and smallest values of 2An' 
observed in the ESR absorption of DTBN-silica at various 
temperatures. Figure 7 shows the corresponding correlation 
times calculated by the method of Freed and co-workers8 
as described previously.2 Between ~140 and ~280 K the 
spread in rc as seen in ordinary ESR can be estimated and 
remains roughly a factor of 10. The shortest rc decreases 
with temperature in an approximately exponential fashion, 
with an activation energy of A ~  1.5 kcal/mol. Interesting­
ly, this value is not significantly different from that pre­
viously obtained from relatively high power spectra.2 How­
ever, at a given temperature, the combination of RAP and 
ordinary ESR shows that the distribution of surface nitrox­
ide correlation times extend from rc > 10-5 s to the short­
est time as presented in Figure 7, a spread of almost four 
orders of magnitude at the higher temperatures.

Conclusion

ESR spectra of DTBN-silica at low temperature show

that the nitroxide is perturbed by hydrogen bonding to sur­
face hydroxyls.1’2 Although the surface silanols fall into two 
main classes,10 neither the ir of a typical adsorbate (e.g., 
NH3 or pyridine),10 nor the ESR of DTBN on silica1’2 give 
resolved structure indicative of surface heterogeneity. 
However, by combining absorption and RAP dispersion ob­
servations, the present study does show that adsorbed ni­
troxides can exhibit a broad distribution of rotational mo­
bility. For example, near room temperature, RAP shows 
that there is a population of nitroxides which are virtually 
immobilized on the surface with tc > 10~5 s, while in ab­
sorption, the fastest tumbling radicals are seen to exhibit rc 
~  3 X 10-9 s. Although the nature of the distribution func­
tion within these extremes of rc cannot yet be described, 
the relative number of radicals with long rc (slowly rotat­
ing) clearly grows relative to the rapidly moving, short rc 
population as the temperature decreases.

This work represents an initial attempt to extend the 
study of surface interactions into hitherto inaccessible re­
gimes of molecular motion, and demonstrates that a study 
which combines observation of ESR absorption and RAP 
dispersion spectra offers significant advantages for probing 
the properties of adsorbed molecules. Further experiments 
on catalytic surfaces, such as silica/alumina, and the utili­
zation of newly developed computer similation techniques
applicable to the slow-motion regime11 are now in prospect.* 1
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We report the results of a new technique for the determination of the equilibrium constant for the reac­
tions N20 4 ¡=t 2N02. Fourier transform spectroscopy was used to record infrared spectra of the i>-> band of 
N 0 2 near 13.3 p . Spectra were recorded alternately through two absorption cells of different lengths. 
Working within the validity of the Beer-Lambert law of absorption of radiation, an equation is derived 
which relates the equilibrium constant to pairs of gas pressures which give the same spectral absorbance of 
NO2 in the two unequal cells. No knowledge of the absorption coefficient is needed using this technique. 
All samples were pressurized to 740 Torr with high-purity nitrogen and measurements were taken at room 
temperature (296 ±  1 K). Using this two cell technique, we have found K eq = 0.14 ±  0.02 atm at room tem­
perature.

I. Introduction
During the past few years, nitrogen dioxide has become 

the subject of an increasing number of research studies. 
This interest stems largely from attempts to monitor N 02 
effluents in the troposphere and from attempts to follow 
photochemical processes^involving N 02 both in the tropo­
sphere and in the stratosphere.1

Laboratory studies involving N 02, however, are often 
compromised by the presence of dinitrogen tetroxide in the 
sample. This N2Q4 interference can be eliminated either by 
heating the sample chamber2’3 to dissociate the N20 4, or by 
using extremely l$w partial pressures of N 02 to reduce the 
quantity of N20 4 to a negligible amount. Both of these 
techniques suffer, from possible shortcomings. They force 
the experimenter to investigate properties of N 02 in a tem­
perature or pressure region which might not be feasible or 
relevant. For studies of N 02 at temperatures and pressures 
at which N20 4 is present, then, it is necessary to know the 
equilibrium constant for the dissociation-association reac­
tions N2Q4 <=* 2N02.

This paper reports our results on the determination of 
this equilibrium constant. This work constitutes the pre­
liminary steps of an investigation of gas kinetics involving 
N 02 and other gases at room temperature, using Fourier 
transform spectroscopy. Our value for the equilibrium con­
stant K  is in good agreement with values previously re­
ported. The emphasis of this paper is on the technique 
used to investigate the equilibrium of the system. We have 
developed a method using infrared spectroscopy and two 
absorption cells of different lengths to study the equilibri­
um. This method is significantly different from the method 
of Vosper4 who reported the use of two absorption cells to 
study the equilibrium constant. Furthermore, our method 
differs from the infrared study of Dunn, Wark, and Agnew3 
which relied on data taken at higher temperatures for the 
evaluation of the equilibrium constant at room tempera­
ture. Harris and Churney5 evaluated the equilibrium con­
stant by observing the transmittances of the 5461-Â mercu­
ry line through a cell containing' N 02 + N20 4 at several

* Address correspondence to this author at the Department of 
Physics, Ohio State University.

pressures. The equations which they developed are similar 
to those developed in this paper.

II .  Experimental Section
The apparatus used to measure the equilibrium constant 

of the N 0 2-N 20 4 system is shown in Figure 1. Radiation 
from the Nernst glower is collimated and passes through 
the interferometer. The beam exists the interferometer and 
passes through one of the two absorption cells. The radia­
tion is then focused on the Cu-Ge detector.

The output from the detector is called the interferogram 
and is the autocorrelation function of the electric field. 
This interferogram signal is digitized by the analog-to-digi- 
tal converter and is stored by the computer. Our computer 
is a Nova 1200 minicomputer with 4K (4096) of core and 
128K additional data storage on a fixed head disk. The en­
tire apparatus including the interferometer was purchased 
from Digilab Inc.

Once the interferogram has been stored in the computer, 
it is transformed to produce the spectrum. The usable 
spectral region is defined by the response of the Cu-Ge de­
tector which is from about 500 to 3500 cm "1.

Both absorption cells which were used were constructed 
of stainless steel and were fitted with sodium chloride win­
dows. The lengths of the cells were L\ = 39.5 cm and L2 =
7.5 cm, which gives a ratio Li/L2 = 5.27.

The N 0 2 (+ N20 4) was obtained from Matheson Gas Co. 
Nominal purity was 99.5%. The gas was expanded into a 
gas handling system which was connected to the absorption 
cells and pressure gauges. The gas handling system was 
built entirely of glass and stainless steel and is fitted with 
Teflon stopcocks. A line sketch of this apparatus is shown 
in Figure 2. The gas was first collected in a liquid nitrogen 
cooled trap and degassed to remove any volatile impurities 
(NO, N20, etc.). When the cold trap was warmed to room 
temperature, the sample gas was expanded into an evacu­
ated storage bulb. From this storage bulb, the gas was in­
jected into the two sample cells simultaneously. The pres­
sure of N 02 + N20 4 was measured on a calibrated Wallace- 
Tiernan gauge and a mercury manometer both of which 
were isolated from the reactive gas by a glass spiral gauge, 
which was used as a null instrument. Pressures could be
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Figure 1. The experimental apparatus. Either the 7.5-cm sample 
cell or the 39.5-cm sample cell can be positioned in the infrared 
beam.

J AIR

Figure 2. T h e  gas ha nd ling  s y s te m . The  s a m p le  gas is in je c te d  in to  
th e  s to ra g e  b u lb  and th e  p re s s u re  is  re ad  on th e  W a lla c e -T ie rn a n  
gauge and m e rc u ry  m a n o m e te r w h ic h  a re  iso la te d  fro m  th e  N 0 2 +  
N 20 4 by a  g la ss  sp ira l gauge.

measured with reasonable accuracy in a range from a few 
Torr to 760 Torr.

After the absorption cells were filled to the desired pres­
sure of sample gas, the valves on the cells were closed. The 
NO 2 + N20 4 in the glass tubing of the gas handling system 
was pumped out, and the system was flushed with high- 
purity nitrogen gas. The valves on the absorption cells were 
again opened and nitrogen was injected into the cells until 
the total pressure in both cells was 740 Torr. The valves on 
the cells were finally closed and the two absorption cells 
were removed from the gas handling system, and each cell 
in turn was positioned in the optical path.

Single beam spectra were recorded through each cell. All 
spectra taken through the 39.5-cm cell were ratioed against 
a background spectrum through the same cell. Similarly, all 
spectra taken through the 7.5-cm cell were ratioed against a 
background spectrum recorded through that cell. These 
two background spectra were prepared by filling each ab­
sorption cell to 740 Torr with high-purity nitrogen and re­
cording a spectrum through each cell. These background 
spectra were stored in the computer and could be recalled

when needed. This ratioing procedure gave transmission 
spectra of N 0 2 + N20 4 from which absorbance data could 
be obtained.

III. Theory

When radiation passes through a cell of length L  which 
contains an absorbing gas at partial pressure p, the spectral 
absorbance can be written

A(u) =  —In |T(.')S = a(v)pL  (1)

This equation is a form of the Beer-Lambert law of absorp­
tion of radiation which includes the added assumption of 
the validity of the ideal gas law. Here T{v) is the spectral 
transmittance at frequency v and a(v) is the absorption 
coefficient. When the product of pressure times length be­
comes too large the approximations of the Beer-Lambert 
law no longer apply and the absorbance deviates from this 
simple linear behavior. For cells of fixed length, then, there 
is an upper limit to the pressure which can be used with eq
1 .

The equilibrium constant for the reactions N20 4 <=> 
2N02 can be calculated from

^eq = P no22/p n 2o4 (2)
where P no2 and P n2o4 are the partial pressures of the two 
gasses. Expressing the equilibrium constant in terms of the 
total sample gas pressure

P = P no2 +  P n 2o4 (3)

the equilibrium constant can be written

E ’e q  = P no22/ ( p  — P no2) (4)

The only directly measurable quantity in this expression is 
the total gas pressure p. The partial pressure of N 02 can be 
monitored indirectly by infrared absorption measurements 
if the absorption coefficient for N 02 is known. If the ah-
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0 25 50 75 100 125

TOTAL PRESSURE N0j *N204 

(TORR)

Figure 4. Plots of absorbance of the 791-cm 1 N02 Q branch as a 
function of total sample gas pressure.

sorption coefficient is not known, the following method can 
be used.

Using two cells of different lengths, the N 02 absorbances 
at a given frequency vq are equal through the two cells 
when

( A n o 2( " o) ) i  =  o n o 2( 1' o) ( P n 0 2 ) i ^ i  =

O N 0 2 ( p o )  ( p  2  =  ( A n 0 2 ( p o ) ) 2  ( 5 )

where the subscript 1 refers to the first cell and subscript 2 
refers to the second cell. From eq 5

( P n o 2) i £ i  =  ( P n o 2)2 U ‘2 (6 )

When this condition applies, the absorbances in the two 
cells are equal. If the slight correction due to pressure is ig­
nored,6 the equilibrium constant for the two cells can be 
written

Ke q = (Pno2)i (Pno2)2
P i — (pn o2)i P i ~  (p no2)2 

where p i and p 2 are the total pressures of sample gas in cell 
1 and cell 2, respectively. Now, combining eq 6 and 7

(Pno2)i -
Pl<T2 -  P2 (8)
<t(<t -  1 )

where o = L i/L 2. By substituting this equation into the ex 
pression for Keq in eq 7

(pi(o-)2 -  p 2)2
Keq = <t(<t — l)(p 2 — ap i) ( 9 )

Thus, the value of the equilibrium constant Keq for the 
N0 2-N 204 system can be determined at a single tempera­
ture by measuring the total sample gas pressures pi and po 
in cells of length Li and L2 which give equal absorbances.

IV. Results
The infrared absorption band of N 02 which was chosen 

to study the equilibrium constant expressed in eq 9 was the 
p2 band near 13.3 p. Only the abundant isotope 14N160 2 was 
investigated.2 This band is partially overlapped by the vi2 
band of N20 4. Figure 3 shows a spectrum of this region re­
corded through the 7.5-cm cell at a nominal resolution of 
0.5 cm-1. The pressure of N 02 -I- N20 4 was 12 Torr and the

TABLE I: Data for the Determination of the Equilibrium 
Constant of the NO2-N 2O4 System

Approximate Q 
branch location 

(in cm“1)
Spectral

absorbance
P u

Torr
P%

Torr
K e*
Torr

791 0.05 1.00 5.47 112
791 0.10 2.10 12.00 102
791 0.15 3.15 18.65 103
807 0.05 1.22 6.75 102
807 0.10 2.50 14.40 110
807 0.15 3.72 22.40 105
823 0.05 1.44 8.00 111
823 0.10 2.70 15.70 106
823 0.15 3.94 23.90 104

Av• 105.7
(0.140 ±0.020 atm)

TABLE II: Comparison of Results with Previously Reported
Data

Ref Temp, K Equilibrium constant, atm

3 296 0.13°
4 273.2 0.016
5 299.7 0.1624
6 298 0.1426'1

This 296 0.14
work

° This number was read from graph. b Ignoring their correction
factor for pressure variation.

0 5 10 15 20 25 30 35

F^-L (TORR METER)

Figure 5. Plot of absorbance of the 791-cm-1 N02 Q branch as a 
function of partial pressure of N02 times the path length. Data from 
the 39.5-cm cell (circles) and the 7.5-cm cell (squares) are plotted.

cell was filled with nitrogen to 740 Torr. The regularly 
spaced absorption spikes are due to NOv Q-branch transi­
tions, while the broad central feature is mostly due to N20 4 
and partially due to N 02.

All spectra were recorded at 0.5-cm_l resolution. The ab­
sorbance at several N 02 Q-branch center frequencies were 
chosen as monitors of the N 02 concentration. Although 
peak absorbance in a spectrum is dependent on the resolu­
tion used to record the spectrum, nevertheless the peak ab­
sorbance provides an unambiguous measure of concentra­
tion of all spectra which are recorded at the same resolu­
tion.
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From the recorded spectra, the absorbances of the NO2 
Q-branches near 791, 807, and 823 cm-1  were measured. 
Plots of the absorbances as a function of sample gas pres­
sure in both cells were made. Figure 4 shows absorbance 
plots for the 791-cm-1 Q-branch through the 7.5-cm cell 
and the 39.5-cm cell. Using these plots and similar plots for 
the other Q-branch absorbances, a pair of pressures p 1 and 
P2 can be determined for any chosen absorbance of a par­
ticular Q branch. From these pressures, values of the equi­
librium constant were calculated using eq 9. A region of lin­
ear dependence of absorbance on pressure is not apparent 
in these plots because the independent variable is the total 
sample gas pressure, not the NO2 partial pressure. The ab­
sorbance values used to calculate the equilibrium constant 
were chosen to be sufficiently small to assure that we were 
well within the pressure limits defined by the validity of 
the Beer-Lambert law of both cells.

Table I shows the results of these calculations for the 
three NO2 Q branches which were studied. The average of 
the calculated equilibrium constants is 0.140 atm at 296 ±  
1 K and is in good agreement with values reported pre­
viously.

V. Conclusions
The results in Table I show that the two cell technique 

provides a reasonable method for the determination of the 
equilibrium constant for the NO2-N2O4 system. Using the 
average value of the equilibrium constant determined by 
this technique, the partial pressure of NO2 can be evalu­
ated. Plotting the absorbance of each Q branch vs. the 
product Pno L̂ for both cells shows a linear dependence. 
The linear region extends well beyond the largest values of

absorbance used in Table II to evaluate Keq. This indicates 
that the data were recorded within the limits of the validity 
of the Beer-Lambert law. Figure 5 shows the dependence 
of the 791 Q-branch absorbance on the product p\joL>L- 

Error treatment suggests that a theoretical error of about 
15% is expected with this technique. This error is based on 
an estimate of a 1% error in measuring the pressure. Thus, 
by this technique, we estimate the value of the equilibrium 
constant for the reactions N2O4 s=s 2NO2 at room tempera­
ture to be 0.14 ±  0.02 atm. Table II shows a comparison of 
this result with previously reported values. The value of 
Harris and Churney5 is their data taken closest to 296 K.

This two cell technique provides a reasonably accurate 
method for determining the equilibrium constant of a two 
component system. A variation of this method would be to 
use a single multiple-traversal cell and record spectra of 
various concentrations of sample at several different path 
lengths. These data could be used with eq 9 to make the 
equilibrium determination.
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Far-infrared and 19F NMR spectroscopic techniques have been used to study lithium, sodium, potassium, 
and rubidium trifluoroacetates in propylene carbonate solutions. NMR results indicate that simple ion 
pairing predominates for the potassium and rubidium salts but that ion aggregation occurs for the lithium 
and sodium salts. The far-infrared cation solvation bands for the alkali metal trifluoroacetates are shifted 
from the corresponding nitrate and perchlorate salt band positions, the lithium ion band to lower frequen­
cy, and the other bands to higher frequencies. Plots of integrated absorbance vs. concentration for the lithi­
um and sodium salts are linear. Results of the two techniques are compared, and the utility of the far-in­
frared method as a tool for studying ion association is discussed.

Introduction

A number of investigators have used far-infrared spec­
troscopy to study alkali metal ion solvation in a variety of 
solvents.!_n The main features of this approach have been 
discussed by Edgell.6 Alkali metal ions in solution exhibit

broad absorption bands in the far-infrared region corre­
sponding to their vibration with adjacent solution species. 
Band positions depend upon the alkali metal ion and sol­
vent used, but generally do not depend on the anion of the 
salt. However, for solvents which have poor donor proper­
ties or low dielectric constants, the band positions may also
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show anion dependence. This behavior is explained by as­
suming that the anion penetrates into the inner solvation 
shell of the cation. In these cases, a general trend of de­
creasing band frequency with decreasing anion size (and 
presumably increasing association) for a given alkali metal 
ion is found. The variation of absorbance with concentra­
tion of these bands has also been measured in several sol­
vents. Linear dependence is found in all cases, even those 
in which ion pairing is suggested, as for NaCo(CO)4 in te- 
trahydrofuran.Ib Edgell concludes from the results of in­
frared and Raman studies6’7 of this system that the salt ex­
ists as both contact and solvent-separated ion pairs in 
THF. Both of these species would exhibit far-infrared cat­
ion vibration bands, presumably of similar frequency. 
Since the relative amounts of the two types of ion pairs do 
not vary with concentration, the linear absorbance-concen­
tration dependence is expected.

The reason for band shifts to lower frequencies with in­
creasing ion association is not well understood, however. 
Also, relative band positions for the same salts in different 
solvents are not always identical. For example, absorption 
frequencies for lithium salts in THFlb decrease in the order 
BPfi4_ > N 03-  > Cl-  > Br-  > I-  while in acetone20 the 
order is BPI14-  > NO3-  > I-  > Br-  > Cl- . We sought to 
explore these problems by studying a series of salts with 
widely differing extents of ion association, the alkali metal 
trifluoroacetates in the solvent propylene carbonate.

Propylene carbonate (PC) has a high dielectric constant 
(64.92 at 25 °C )8 but only moderate donor ability. Electro­
lytic conductance studies have shown that alkali metal per­
chlorates in dilute solution are unassociated while the cor­
responding trifluoroacetates all show ion pairing.9’10 Asso­
ciation constants for the trifluoroacetate salts in PC are: 
Li+, 1900; Na+, 190; K+, 42; Rb+, 26; and Cs+, 18 M- 1 .10 
Evidence of extensive ion aggregation for the lithium salt, 
even in dilute solution, was found. The possibility of slight 
ion aggregation for the sodium salt was also suspected. 
Thus, association constants vary by two orders of magni­
tude for this series of salts, providing a good opportunity 
for studying the influence of ion pairing and ion aggrega­
tion on the far-infrared cation solvation bands. Therefore 
the spectra of these salts in PC were measured and are 
compared to the results of similar measurements by Popov 
and coworkers on the alkali metal perchlorates and nitrates 
in PC.2g In addition, the 19F NMR spectra of PC solutions 
of the trifluoroacetates were measured as a function of con­
centration in order to provide a complimentary spectro­
scopic probe of these solutions.

Experimental Section
The preparation, purification, and analysis of the alkali 

metal trifluoroacetates have been described previously.10 
The purification and analysis of propylene carbonate have 
also been described.9 All solution preparation and transfer 
operations were performed in a glovebox under N2 atmo­
sphere.

Far-infrared spectra were recorded using a Digilab FTS- 
16 Fourier transform spectrometer. Spectral measurements 
in the 600-200 and 450-80-cm-1 ranges were made with 3 
and 6-41 mylar beam splitters, respectively. Standard de­
mountable cells (Barnes Engineering) of 0.1-mm path- 
length and polyethylene windows were used. With the in­
strument being operated in the single beam mode, a spec­
trum of the pure solvent was first recorded and stored in 
the computer and then subtracted from the spectrum of

TABLE I: Frequencies of Cation Solvation Bands in 
Propylene Carbonate (cm-1)“

Cations

Anions Li+ Na+ K+ Rb+ Cs+

CIO4-

NO3-

CF3CO2-

398 ±  4 183 ±  4 6  6 6

(397 ± 4 )  (186 ± 4 )
(401 ± 6 ) (188 ± 4 )  (144 ±  (115 ±  (112 ±

6) 6) 6)
367 ± 3  196 ± 4  159 ±  118 ±  b

6 8
a The numbers in parentheses are those of ref 2g. b Insufficient 

solubility.

Figure 1. Cation solvation bands in propylene carbonate: (A) LiCICXr 
(B) UCF3CO2.

Figure 2. Integrated absorbance vs. concentration of cation solva­
tion bonds in propylene carbonate: (O) LiCF3C02; (A) NaCF3C02.

the solution. 19F NMR spectra were recorded using a modi­
fied Varian HA-100 spectrometer, with trifluoroacetic acid 
(Eastman Kodak) as external reference.
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Figure 3. 19F chemical shift vs. concentration for alkali metal trifluo- 
roacetates in propylene carbonate: (□) LiCF3C02; (A) NaCF3C02; 
(O) KCF3CO2; (V) RbCF3C02.

Results
The frequencies of solvation bands in PC for the alkali 

metal trifluoroacetates and lithium and sodium perchlorate 
are shown in Table I. Cesium trifluoroacetate had insuffi­
cient solubility for an accurate determination of its band 
position. Values in parentheses are those of Popov and 
coworkers.2® The nitrate and perchlorate salts are listed to 
show the alkali metal ion band positions for salts where 
contact ion pairing is expected to be minimal. The lithium 
trifluoroacetate peak shifts to lower frequency, the sodium 
and potassium bands shift to higher frequencies, and the 
rubidium band remains essentially unchanged in position 
from the corresponding nitrate and perchlorate bands. The 
trifluoroacetate band contours are broad and similar to 
those observed in other solvents, with the exception of the 
lithium salt. This band is noticeably narrower, as shown in 
Figure 1, in comparison to the lithium perchlorate band. 
Plots of integrated absorbance vs. concentration for lithi­
um and sodium trifluoroacetate in PC are shown in Figure
2. The dependence is linear within experimental error in 
each case.

A sharp band which can be assigned to a -CCF3 out-of­
plane rock11 was observed in all spectra. The band position 
for lithium, sodium, potassium, and rubidium trifluoroace­
tate solutions was 279 ±  2, 272 ± 2, 267 ±  2, and 266 ±  2 
cm-1, respectively.

The results of 19F NMR concentration studies for these 
salts in PC are shown in Figure 3. Pronounced deshielding 
of fluorine in the trifluoroacetate ion with increasing con­
centration is observed for all salts. The relative magnitudes 
of shift are in the same order as the respective ion associa­
tion constants, with the exception of lithium trifluoroace­
tate at high concentrations. In order to test the ability of 
the ion association constants to quantitatively describe the

Figure 4. 19F NMR plots of eq 2 for lithium and rubidium trifluo­
roacetate in propylene carbonate.

TABLE II: Limiting l9F NMR Chemical Shifts of 
Trifluoroacetate Ion in Propylene Carbonate (Hz)a

Salt

LiCF3C 02 397
NaCF3C 02 388
KCF3CO2 368 ±  3
RbCF3C 02 367 t 3

246
242
242 ±  10
253 ±  8

a Values are referenced to external trifluoroacetic acid.

concentration dependences of the shifts, the data were ana­
lyzed using the equation

ôbsd Xf¿f T Xp̂ p (1 )

where the observed chemical shift, 5„bsd, is related to the 
chemical shifts of free and ion-paired trifluoroacetate ions, 
5f and <5p, and the respective fractions of total trifluoroace­
tate present as each species, xf and Xp- This equation as­
sumes rapid exchange between the two ion environments 
compared to the NMR time scale and neglects the presence 
of ionic aggregates. Eq 1 may be rearranged to

¿obsd
Xp

Xf
= — if + Sp

Xp
(2)

so that a plot of <50bsd/xp vs. Xf/Xp yields ¿f and 5P as the 
slope and intercept, respectively. The fractions were calcu­
lated using the ion association constants determined in ref 
10; activity corrections were applied. The resulting plots 
for the lithium and rubidium salts are shown in Figure 4.

Both the potassium and rubidium plots were linear 
throughout the concentration range studied, but the lithi­
um and to a lesser extent the sodium plots showed curva­
ture at higher concentrations. These deviations are proba­
bly due to ion aggregation and cast doubt on using eq 2 for 
the lithium and sodium salt data. Least-squares results for 
potassium and rubidium trifluoroacetate along with stan­
dard deviations for each parameter are listed in Table II. 
The straight line portions of the lithium and sodium triflu­
oroacetate plots were used to graphically obtain values of Sf 
and dp. These values are also listed in Table II for compari­
son.

Discussion
In order to interpret the results of the far-infrared study, 

the prominent solution species for each salt must be identi­
fied. Dilute solution conductance measurements10 support
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the 19F NMR results for potassium and rubidium trifluo- 
roacetates, indicating that free ions and ion pairs are the 
only species present at concentrations up to 0.5 M. Exten­
sive ion aggregation is indicated by both techniques for 
lithium trifluoroacetate. The sodium trifluoroacetate re­
sults suggest that although ion pairs predominate at low 
concentration, ion aggregation becomes important in the 
concentration region in which far-infrared measurements 
have been made. The deshielding of fluorine in trifluo­
roacetate at high concentration is greater for sodium than 
for the lithium salt, perhaps indicating the relative extents 
of ion aggregation. The trifluoroacetate ion probably exists 
in large ion clusters with lithium ion but only in smaller 
clusters with sodium ion. The net deshielding of fluorine 
may be less pronounced in larger ionic aggregates, yielding 
the observed concentration dependence shown in Figure 3. 
Nevertheless, both lithium and sodium trifluoroacetate 
show evidence of ion aggregation at concentrations above 
0.1 M.

The 5f values obtained for each salt would be expected to 
be equal if eq 1 properly described each system. Also, op 
values should shift to lower field with increasing charge 
density of alkali metal ion. Although these expectations are 
consistent with the potassium and rubidium results, there 
is no such consistency with the lithium and sodium values, 
again suggesting additional solution species for these sys­
tems.

The far-infrared results also indicate association for each 
of the salts in PC. Edgell has concluded that when alkali 
metal ion solvation bands shift with the anion used, contact 
ion pairs are present in solution. (Solvent-separated ion 
pairs are expected to show the same absorption band as a 
free solvated cation.)6 Lithium, sodium, and potassium tri­
fluoroacetate all show such shifts, reflecting anion-cation 
contact. However, neither the magnitudes nor the direc­
tions of the shifts can be simply related to the extent of as­
sociation. The highly aggregated lithium trifluoroacetate 
shifts to lower frequency while the aggregated sodium salt, 
along with potassium trifluoroacetate, shift to higher fre­
quency. The uncertainties in these band positions are due 
to their broadness, but we believe the shifts are real and re­
flect the cation environment in the associated species.

When anion-induced shifts have been found for these al­
kali metal solvation bands in other solvents, they are to 
lower frequency and become larger with increasing anion 
charge density. Therefore the contact ion pair species is 
identified with a low-frequency component of the band. 
This may be due to an effective increase in the mass of the 
vibrating species, as would occur if the anion partially vi­
brates (or oscillates)12 in phase with the cation. Since a 
contact pair has no net charge, the force constant in this in­
teraction would be predominately due to dipole-dipole 
rather than ion-dipole forces. Both of these factors would 
generate a low-frequency component to the cation solva­
tion band. The shift to higher frequency for sodium and 
potassium trifluoroacetate in PC may be due to a different 
behavior of the anion in the associated species. The metal
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ion would be expected to be in close contact with the car- 
boxylate function of the trifluoroacetate ion. This carbox- 
ylate grouping may be able to induce a localized ion-ion vi­
bration component to the band which is not present with 
anions of more spherically symmetrical charge density. 
This would give rise to an overall band shift to higher fre­
quency. Lithium trifluoroacetate’s shift to lower frequency 
contradicts this interpretation. However, lithium ion exists 
in large ion aggregates which may be quite different in 
their influence on the cation vibration than are ion pairs or 
even small aggregates. The narrower band contour of the 
lithium trifluoroacetate absorbance suggests that there is 
not as wide a range of cation environments in these ion ag­
gregates as with the other salts studied.

The absorbance-concentration plots of Figure 2 were 
performed in order to test the ability of this approach to re­
veal different solution species, using the most associated 
salts. The linearity suggests that all cation environments 
have about the same molar absorptivity, and that such 
plots are not an effective method for determining the num­
ber or character of cation environments in solution.

It appears that shifts in far-infrared cation solvation 
bands are a function not only of anion penetration into the 
cation solvation shell but also of the structure and charge 
distribution in the ion pair or ion aggregate. Studies with 
additional anions should help to identify the specific fac­
tors which determine these shifts.
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Radical Yields in Irradiated Methanol and Ethanol.
An Electron Spin Resonance and Spin Trapping Method1

Frederick Peter Sargent* and Edward Michael Gardy
Research Chemistry Branch, Atomic Energy o f Canada Limited, Whiteshell Nuclear Research Establishment, Pinawa, Manitoba, ROE 1LO, 
Canada (Received January 7, 1976)

Publication costs assisted by Atomic Energy o f Canada Limited

The use of spin trapping to measure the yields of radicals in radiation chemistry is reviewed and its appli­
cation to electron irradiated methanol and ethanol described. Solutions of nitroso-ierf- butane in alcohols 
were cooled and passed continuously through the ESR spectrometer where they were irradiated with
3-MeV electrons. The relative yields of the alkoxy and hydroxyalkyl radicals were determined by double 
integration of the ESR spectra of the nitroxides resulting from spin trapping R- + i-BuNO —► t-Bu- 
N(0-)-R. The ratio of hydroxyalkyl to alkoxy radicals was found to be 0.4 for both liquid methanol and 
ethanol.

Introduction

The yields of radicals formed in the radiolysis of alcohols 
have been studied extensively.1 However, these have been 
based on final product yields and the effects of various ad­
ditives. The measurement of yields of primary radicals has 
not been possible due to complicating secondary reactions. 
For example, in y-irradiated methanol, the G value for 
CH2OH is 2.7 as derived from scavenger experiments.2 
However, as pointed out by Baxendale and Wardman,10 
this yield may be almost completely formed from reactions 
of the methoxy radical, CH30-, with methanol. The yield of 
this radical has been determined as 2.5, 2.0 of which escape 
from the spur.3

In principle, electron spin resonance (ESR) could be 
used to measure the relative yields of CH30- and CH2OH 
in irradiated methanol. However, in a recent study of the 
ESR spectra directly observed during radiolysis of liquid 
alcohols, we were able to detect only the hydroxyalkyl radi­
cals.4 The failure to detect alkoxy radicals is not too sur­
prising since their lifetime is short3 and it is probable that 
their ESR spectra are very broad and consequently very 
weak. The latter is because, like OH, these radicals will 
have an orbitally degenerate ground state which leads, by 
spin-orbit coupling, to very short relaxation times and 
therefore broad ESR lines. This makes their detection by 
ESR very difficult and probably impossible. However, alk­
oxy radicals can be made visible to ESR by means of the 
spin trapping technique.5’6 This involves the addition of a 
radical R- to a nitroso or nitrone compound to produce a 
stable nitroxide with an ESR spectrum characteristic of R-. 
Wargon and Williams^ used this technique to detect the 
radicals formed in y-irradiated liquid methanol with ni- 
troso-f ert-butane as the trapping agent.

f-BuNO +  R- — ► i-Bu— N— R (1)
I
O

They found, at low concentrations of f-BuNO, nitroxides 
resulting from trapping of both CH30  and -CH2OH but at 
higher concentrations only CH30- was trapped.

CH30  +  CH3OH — ► CH2OH +  CHjOH (2)

CH2OH +  t-BuNO — ► i-Bu— N— CH,0H (3)

»
1

CH3<> +  t-BuNO — *- i-Bu— N— 0 — CH3 (4)

O
2

This suggested that CH2OH arises solely from secondary 
reactions of CH30- and that the primary cation CH3OH+ 
formed in the radiolysis fragments to give only CH30-. This 
is quite different from the methanol vapor radiolysis in the 
mass spectrometer where it has been shown that both 
CH30- and CH2OH are formed.8 However, Sargent et al.9 
showed that when methanolic solutions of f-BuNO were ir­
radiated in the ESR spectrometer and the spectra recorded 
during radiolysis, both CH2OH and CH30  were trapped. 
The discrepancy between the direct and indirect observa­
tions was shown to be due to the relative stabilities of the 
nitroxides formed. It was shown that nitroxide 1, which re­
sults from trapping of CH20H, decays to a low level in 
about 20 s at —80 °C. The direct observations showed that 
the yields of CH30- and CH2OH were approximately of the 
same order of magnitude and Mao and Kevan came to a 
similar conclusion using a different trapping agent.10 How­
ever, the conclusions of Sargent et al. were based on peak 
heights at one concentration rather than the total areas of 
the ESR spectra. We have repeated these experiments 
using a wide range of concentrations of f-BuNO and have 
monitored the relative yields of trapped CH30- and 
CH2OH by performing double integration of the ESR spec­
tra. It will be shown that the relative yield of CH2OH is 
lower than previously reported and the ratio of hydroxy­
alkyl to alkoxy is lower than in the gas phase. Results for 
ethanol are also presented.

Experimental Section
The ESR spectrometer was coupled to a nominally

4-MeV electron accelerator by extending the flight tube ax­
ially into the magnet. The pole caps were fitted with a field
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Figure 1. The ESR spectrum directly observed in 0.01 M i-BuNO 
methanol solution during radiolysis with 3-MeV electrons at 228 K. 
The ESR coupling constants in milNTesla for the nitroxides are 1, aN 
= 1.45, ach2 = 0.40; 2, a  ̂ = 2.96, aocHs = 0.14; 3, an = 1.35 an 
= 1.35 mT.

Figure 2. The ratio of yields of CH2OH and CH30- trapped by f- 
BuNO for in situ irradiated methanol solutions at 227 K.

compensating device to give a field homogeneity of 5 /¿T 
(50 mG) over the sample volume. The conventional T102 
rectangular microwave cavity was modified to permit irra­
diation of the samples in situ.

Solutions of i-BuNO were deaerated at room tempera­
ture by bubbling with 99.999% argon. They were passed 
through a cooling coil and the ESR cavity where they were 
irradiated with a 3-MeV electrons at incident beam cur­
rents of 0.5-7 g A . Solutions were stored in the dark at room 
temperature for at least 30 min prior to use to allow the 
complete dissociation of the f-BuNO dimer. 11 NMR stud­
ies showed that rapid cooling of these solutions does not 
change the extent of f -BuNO dissociation in the time re­
quired for the solution to travel through the cooling coil 
and into the ESR cavity.

The ESR sample tubes were either high-purity synthetic 
quartz “flat cells” or special cells made of cerium-doped

4*5
3 3 3 3

5 4 I 4 5

1 mTesla

Figure 3. The ESR spectrum directly observed in 0.1 M f-BuNO 
ethanol solutions during radiolysis with 3-MeV electrons. The ESR 
coupling constants for the nitroxides are 4, aN = 1.45, aH = 0.21; 5, 
aN = 2.91, a0cH2 = 0.11; and f-BuNHO, aN = AH =  1.32 mT.

glass. The latter have the advantage of not giving a radia­
tion induced glass signal. Nitroso-terf- butane was pre­
pared by oxidation of t e r t -bctylamine using the method of 
Stowell11 and then recrystallized from n -pentane and 
stored in a refrigerator. Solutions of f-BuNO were always 
prepared in the dark to prevent the formation of di-terf- 
butyl nitroxide. 12-13 Fisher certified grade methanol and 
anhydrous ethanol from Commercial Alcohols Ltd., Que­
bec, were used as received.

The ESR spectrometer was a modified Varian V-4500 
using 100-kHz modulation. The magnetic field was swept 
electronically using a modification to the Fieldial unit simi­
lar to that described by Glarum. 14 The spectra were stored 
in a Nicolet 1070 signal averaging system. Double integra­
tions were usually performed by using the Nicolet to per­
form the first integration followed by readout onto chart 
paper and final integration with a planimeter.

Results and Discussion
The ESR spectrum observed while irradiating a solution 

of t-BuNO in methanol at —50 °C is shown in Figure 1 . 
This is a composite of spectra from three nitroxides 1, 2, 
and 3 which are derived from the trapping of CFQOH, 
CH:iO-, and electrons and/or hydrogen atoms. The latter 
are not distinguishable because they ultimately lead to the 
same nitroxide

e~ +  i-BuNO — *- [t-BuNO] (5)

[f-BuNO] + CH3OH —*- t -BuN— H (6 )

O
H- + 1-BuNO — - i-BuN— H 

I
(7)

0 -
3

The ratio of the areas of nitroxide 1 to nitroxide 2 are 
plotted as a function of [f-BuNO] _ 1 in Figure 2 together 
with the “least-squares” line. This linear behavior indicates 
a straightforward competition between reactions 2 and 4 
for CH:,0-. It also demonstrates that the only fate for 
CH2OH is reaction with f-BuNO. This simple reaction 
scheme, i.e., reactions 2-4, leads to eq 8-10 where G(I) and
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G(I) = G o(C H 2OH) +
G0(CH3O-)fe2[CH3OH]

G (II)

fe2 [CH3OH) -P*u[i-BuNO] 
Go(CH30 -)fe4[t-BuNO]

“  fc2 [CH3OH] + &4[(-BuNO]
G(I) _  fe2[CH3OH] | G0[CH2OH] | Gq[CH2OH] 
G (II) &4[f-BuNO] Gq(CH30-) Gq(CH30-)

(8 )

(9)

(1 0 )
G (II) are the radiation chemical yields of nitroxides .I and 2 

which are directly proportional to the area under the inte­
grated E SR  absorption curves. Go(CH30-) and Go(CH2OH) 
are the yields of C H 30- and C H 2OH before reactions 2  and 
3 occur. The intercept of the line in Figure 2  is 0.4 and 
therefore Go(CH2OH) = 0.4Go(CH30-). The yield of me- 
thoxy radicals in irradiated methanol at room temperature 
has been determined to be 2.5 where 2.0 escape from the 
spur.3 If these values also apply at 228 K, then the yield of 
C H 2OH radicals is 1.0. This result was shown to be inde­
pendent of dose rate by varying the electron beam intensity 
from 1 to 7 p A. Increasing the temperature and the dose by 
changing the flow rate of the solutions through the irradia­
tion zone also produced no effect.

Similar results were obtained for ethanol solutions of t -  
BuNO. The ESR spectrum of Figure 3 is a composite of ni- 
troxides resulting from trapping of CH3CHOH, CH3CH20-, 
and electrons and/or hydrogen atoms. The plot of the ratio 
of CH3CHOH trapped to CH3CH20- vs. [f-BuNO] - 1  gave a 
good straight line with intercept of 0.4 as shown in Figure
4. This shows that a simple competition for the ethoxy rad­
ical is occurring and that all CH3CHOH radicals with t -  
BuNO

CH3CH20- + CH3CH,OH — c h 3Ch o h  + CH3CH2OH
(1 1 )

C H jC H O H  +  ;-B u N O

CH)

f-Bu— N— C— H (12)

O OH

Figure 4. The ratio of yields of CH3CHOH and CH3CH20- trapped 
by f-BuNO for in situ irradiated ethanol solutions at 227 K.

are formed. Another possibility is the occurrence of reac­
tions of radicals with f-BuNO other than spin trapping, for 
example

CH2OH + ¿-BuNO -► t-BuNHO- + CH20  (16)

Reactions analogous to (16) are known for other electron 
acceptors. 15 If this reaction occurs to an appreciable extent, 
the yields of hydroxyalkyl radicals measured by spin trap­
ping represent a lower limit.

The spin trapping experiments described here have 
shown that both hydroxyalkyls and alkoxy radicals are im­
portant intermediates in the radiolysis of liquid alcohols. 
The yield of CH2OH in liquid methanol was determined to 
be at least 1.0 and that for CH3CHOH in liquid ethanol at 
least 0 .6 .

CH,CH,0 +  i-BuNO — -  f-Bu— N— OCH CH, (13)

O
This can be analyzed in the same way as for methanol and 
the intercept of Figure 4 shows that G(CH3CHOH) = 
0.4G(CH3CH2O-). The yield of ethoxy radicals in ethanol 
has been estimated to be 1.5 by pulse radiolysis.3 Therefore 
the yield of CH3CHOH radicals is 0.6. This result was 
shown to be independent of dose and dose rate.

The ratio of hydroxyalkyl to alkoxy measured here for 
the liquid (0.4) is smaller than in the gas phase (1.2). The 
latter is based on the mass-spectrometric determination of 
the cross sections for reactions

CH3OH+ + CH3OH — CH3OH2+ + CH2OH (14)

and

CH3OH+ + CH3OH — CH3OH2+ + CH30- (15)

Several explanations are possible for this difference. For 
example, (14) and (15) might be phase dependent, (15) 
being more favored in the liquid. Alternatively, radicals are 
almost certainly produced in radiolysis by other reactions, 
from excited states for example, which are not included in 
the mass-spectrometric gas-phase yields because no ions
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In search of a free radical possessing a cyclobutadiene-like framework, the anion radical of phenylcyclobu­
tadienequinone (PCQ) has been generated in dimethyl sulfoxide, hexamethylphosphoramide, and ethereal 
solvents. The ESR proton and 13C hyperfine splittings, line width, and lack of resolved phenyl proton split­
tings are analyzed with the aid of Hiickel MO and some INDO calculations. In contrast with the parent 
compound PCQ, which is completely planar in the solid state, the phenyl group in the anion radical is 
twisted more than 70° out of plane and conjugation effects are essentially absent from the ESR spectrum. 
The PCQ anion is more closely related structurally to the cyclobutadiene moiety than is the parent com­
pound PCQ or the previously investigated benzocyclobutadienequinone anion radical. Computer experi­
ments indicate that the ESR parameters may have potential as a useful probe of the geometry of the four- 
membered ring. Two additional ESR signals are detected, a doublet of doublets (aH = 2.00, 0.88 G) and a 
structureless line of width 5 G. Both have g  values very similar to that of the PCQ anion and both grow in 
intensity at the expense of the PCQ anion signal. These results are interpreted in terms of an anionic poly­
merization of PCQ, with the doublet of doublets ascribed to a dimer radical and the broad line to a polymer 
radical.

Introduction
The characterization and study of cyclobutadiene and its 

derivatives has been of considerable interest to chemists. 1 

The synthesis of analog compounds has been the object of 
many efforts in order to approach the parent species. 13 Cy­
clobutadiene has been recently generated at very low tem­
peratures in a rigid matrix,lb_d but many important ques­
tions concerning its geometry and electronic structure have 
not yet been resolved.le f

Among the analogs are the cyclobutadienequinones.2 Of 
these, the only paramagnetic compound which has been 
studied is the anion radical of benzocyclobutadienequinone 
(I).3 The analysis of the ESR spectrum of I reveals, how-

I II

ever, that this compound is best characterized as an ortho- 
disubstituted benzene anion, with about 70% of the Tr-elec- 
tron spin density located in the benzene ring. This com­
pound is thus not a good example of an anion radical of a 
substituted cyclobutadiene.

In this work we have sought such a molecule. We have 
prepared the anion radical of phenylcyclobutadienequi­
none (PCQ), II, and have studied its ESR proton and 13C 
hyperfine spectra. In addition, we have made some obser­
vations concerning the reactivity of this radical in the pres­
ence of excess PCQ.

Experimental Section
PCQ was kindly supplied by Dr. M. C. Caserio, The 

NMR singlet at 9.6 5, multiplets at 8.6 and 7.6 5 from TMS, 
and mp 151.5-152.5 °C (lit. 152-153 °C) are consistent 
with those of the pure compound.23 The anion radical of 
PCQ was generated by various techniques: (1) with 0.04 M

potassium t e r t -butoxide (KTBO) in dimethyl sulfoxide 
(DMSO);4 (2) by alkali metal reduction in ethereal sol­
vents,5 in hexamethylphosphoramide (HMPA),6 or in a 
mixture of HMPA-ethereal solvent; and (3) electrolytically 
in acetonitrile (ACN) with tetra-n-butylammonium per­
chlorate as supporting electrolyte.7 All solvents and re­
agents were purified prior to use. Whenever vacuum tech­
niques were required, a 10-6 Torr vacuum was obtained by 
the use of a mercury diffusion pump. Solutions of KTBO- 
DMSO were prepared in a drybox, using an argon atmo­
sphere.

X-Band ESR spectra were recorded with a Varian Asso­
ciates E-9 spectrometer. The temperature in the cavity was 
measured by means of a copper-constantan thermocouple. 
Relative errors in the temperature were ±0.5 °C, and the 
absolute errors were ±2 °C. The dual-cavity method used 
for the determination of the g  values and the measurement 
of the hyperfine splittings has been previously described.8

Results and Discussion
The reaction of a yellowish 0.02 M solution of PCQ in 

DMSO with a 0.04 M solution of KTBO in DMSO at 20 °C 
yielded an amber solution. Upon analysis of this amber so­
lution by ESR at room temperature (20 °C), a spectrum of 
two lines of equal intensity was observed. The two compo­
nents were separated by 11.35 G and had a line width of 
0.35 G and a g  value of 2.00510. No further resolution of 
this doublet could be observed by optimizing spectrometer 
conditions. This ESR spectrum is shown in Figure 1. The 
end portion of the figure depicts lines arising from radicals 
possessing 13C nuclei, which are present in natural abun­
dance. The relative intensity of each such line when com­
pared with that of a doublet proton line is 0.012 to ±0.001, 
and the two coupling constants are of magnitude 4.63 and 
8.26 G.

The reduction of PCQ in HMPA with potassium at 20 °C 
gave a similar amber solution. The measured coupling con­
stant of the doublet spectrum was 12.2 G with a line width

The Journal of Physical Chemistry, Voi. 80, No. 8, 1976



858 J. G. Concepcion and G. Vincow

Figure 1. Experimental ESR spectrum of the phenylcyclobutadiene- 
quinone (PCQ) anion radical in DMSO-KTBO at 20 °C. The end por­
tions depict part of the 13C spectrum recorded with the gain in­
creased by a factor of 10.

of 1.0 G and a g  value of 2.00500. In mixtures of HMPA 
and ethereal solvents at low temperatures (—100 to —40 
°C), the value of the hyperfine splitting ranged between
10.7 and 11.8 G and the line width varied from 1.8 to 2.5 G 
(see Table I).9

We ascribe this spectrum to the PCQ anion radical (II) 
with the 11-12-G splitting due to the proton at the 3 posi­
tion. Evidence for this assignment is: (1) the KTBO- 
DMSO method of reduction has been widely used to gener­
ate semidione radicals;4 (2) alkali-metal reduction is the 
classical technique for producing anion radicals; (3) the g  
value of the doublet component is in the range expected for 
semidiones;9 (4) the experimental coupling constants are in 
fairly good agreement with those obtained by Hiickel MO 
and INDO calculations (see below).10

Between the lines of the doublet spectrum, another line 
appears in the mixtures of HMPA and ethereal solvents as 
the temperature is increased. The intensity of this center 
line increases irreversibly while that of the doublet de­
creases. At —20 °C only one broad line of approximately
5-G line width could be observed. In most of the spectra re­
corded, a small shoulder was detected on each of the wings 
of this 5-G line.

In KTBO-DMSO at 20 °C a similar phenomenon was 
observed as a function of time, i.e., another line (g  =  
2.0050) developed within a few minutes in the center of the 
doublet spectrum. After approximately 45 min only this 
center line of width approximately 5 G was detected.

Shortly after mixing solutions of PCQ-DMSO and 
KTBO-DMSO not only was the development of the center 
line observed, but also on the wings of this line a partially 
resolved doublet of doublets (g  =  2.0051) was detected. 
Proton coupling constants of 2.00 and 0.88 G were obtained 
through comparison with computer simulations (see Figure 
2). This spectrum was resolved in DMSO but appeared 
only as shoulders in the case of HMPA-ethereal solvents 
because of the smaller line width in the former solvent. As 
will be discussed in detail below, we have tentatively as­
signed this doublet of doublets to a paramagnetic dimer of 
PCQ. Subsequent reaction of this dimer radical with more 
neutral PCQ could account for the broad line, due to the 
formation of a polymer radical.11

The most interesting feature of the proton hyperfine 
spectrum of the PCQ anion radical is the lack of phenyl 
group splittings. This indicates an absence of conjugation 
of the phenyl group with the four-membered ring. The phe­
nyl splittings must be small in comparison with the line 
width of the spectrum, which in DMSO solvent is only 0.35

TABLE I: Values of the Proton Coupling Constant (a.iH) for 
the Phenylcyclobutadienequinone Anion Radical

System“ a3H, G \W ,b C, g valuec Temp, °C

HMPA-K 12.30 ±  0.2 1.0 2.00500 20
(1 HMPA:6 DME)- 10.75 ±  0.5 1.8 -57

K
(1 HMPA:o DME)- 11.30 ±  0.5 2.0 -40

Na
(3 HMPA:1 11.80 ±  0.3 2.0 -100

THF)-K
DME-K 10.70 ±  0.5 2.5 -6 9
ACN-electrolyte 11.00 ±  0.2 0.7 -40
DMSO-KTBO 11.25 ±  0.2 0.35 2.00510 20

“ HMPA = hexamethylphosphoramide, DME = dimethoxyet.h- 
ane, THF = tetrahvdrofuran, ACN = acetonitrile, DMSO = di­
methyl sulfoxide. b AW denotes the peak-t.o-peak line width in the 
first derivative spectra. c The errors in the g value are ±0.00005.

Figure 2. Experimental ESR spectrum ot the phenylcyclobutadiene­
quinone (PCQ) anion radical in DMSO after approximately 10-15 
min of contact with a KTBO-DMSO solution. Lower portion repre­
sents the computer simulated spectrum.

G. The lack of phenyl conjugation in the anion radical is as­
cribed to a considerable twist of the phenyl group relative 
to the “cyclobutadiene” plane, and contrasts with the case 
of the parent PCQ molecule which is completely p la n a r  in 
the solid state.12 The anion radical is thus a better model 
compound for the cyclobutadiene moiety.

We have performed Hiickel MO (HMO) calculations of 
II in order to show that our “unconjugated" model of PCQ 
anion correlates well with the observed doublet proton 
splitting, the two 13C splittings, the absence of phenyl
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group proton splittings, and the magnitude of the line 
width. In addition we have made some computer experi­
ments to search for a sensitivity of the calculated ESR re­
sults to the geometry of the four-membered ring. We have 
also performed a few INDO calculations of the spin distri­
bution.

There are a large number of proposed sets of HMO pa­
rameters for carbonyl groups available in the litera­
ture. 13-15 The equations that describe these parameters are 
“ O = «c + hodcc for the coulomb integral, and dco = 
x  codec for the resonance integral. We have tried several 
sets of parameters and have correlated the calculated pro­
ton and 13C coupling constants with the experimental re­
sults. The parameters which gave the best overall agree­
ment for PCQ anion are h o  =  1 .0  and xco = 1.6.

To model the twist of the phenyl group we performed a 
series of HMO calculations in which the parameter 1845/dcc 
was varied from 0 to 1. All other nonzero values of du were 
kept equal to unity and the a -ir  parameter Qchh was taken 
as —27.0 G.16 The results are shown in Table II.

The completely conjugated model {fU rJ ftcc = 1.0) gives 
poor agreement with experiment since it predicts 2-G phe­
nyl-proton splittings and a ring-proton splitting of magni­
tude 7.5 G. As the value of /ihs/dcc is decreased, the magni­
tude of the ring splitting increases toward the experimental 
result. If the entire line width in the case of DMSO solvent 
(0.35 G) was ascribed to unresolved hyperfine splitting 
then the optimum agreement would be obtained using 0.2 
< 1845/dcc < 0.3, and the predicted ring splitting would be 
—9.0 G, in fairly good agreement with experiment. This 
analysis sets an upper limit for (Wdcc- Using the relation­
ship d45 = dec cos 8 we predict an approximate angle of 
twist of the phenyl group greater than 70°.

To confirm these approximate results of HMO theory, 
INDO calculations were performed.17 For a completely 
conjugated model, a3H = —7.1 G, a0H = -2.4 G, amH = 
+1.3 G, and apH = —2.4 G, in substantial agreement with 
the HMO results and in poor concordance with experiment. 
Using an unconjugated model, the magnitude of the ring- 
proton splitting increases to 7.8 G in conformity with the 
trend exhibited by the HMO calculations.

The intensity ratios of the 13C to proton lines indicate 
that each of the 13C splittings arises from two equivalent 
carbon-13 nuclei. Because of the very limited conjugation 
with the phenyl group these must be the four nuclei of the 
“cyclobutadiene” ring. Since this ring is substituted at the 
4 position, the pairwise equivalence must be accidental and 
should be verified by calculation (see below). From Figure 
1 it can be seen that the peak-to-peak heights of the 13C 
lines are not the same. The height of the low-field line due 
to the 4.63-G splitting is greater than that of the peak due 
to the 8.26-G coupling constant; the ratio is 1.2. In agree­
ment with this finding, the line width of the peak due to 
the 8.23-G coupling is larger than that due to the 4.63-G 
coupling; the ratio is 1.1. Line-width analysis of the 13C hy 
perfine spectrum has been shown to be a powerful tech­
nique to distinguish between positions with different spin 
densities. Lines with larger width arise from positions with 
larger spin densities. As a consequence, the 8.23-G splitting 
will correspond to the 13C nuclei at positions of higher it 
spin density. From the Hiickel MO calculations and the ex­
perimental ring-proton splitting it follows that 0.3 < p 3,4’" < 
0.4, whereas p,i2" ~ 0.07. We therefore assign the 8.26-G 
splitting to the 3,4 positions and the 4.63-G splitting to the 
remaining 1,2 positions.

The calculations of the 13C splittings were carried out 
using the HMO spin densities and the Karplus-Fraenkel 
equation with CC and CH o - ir  parameters as proposed by 
those authors. 18 The CO o - ir  parameters employed were 
those of Broze and Luz (Qcoc = 24.3 G and Qocc = —36.0 
G) . 19 Use of the Das and Fraenkel16 CO a- it parameters 
does not lead to significantly different results.

The first point to note from the calculated13C splittings 
in Table II is that, for small values of (Wdcc, the 3 and 4 
position splittings differ from each other by less than the 
experimental line width (0.5 G). The same is true for the 1 

and 2 position splittings. This calculation supports the con­
clusion drawn from measured intensities that the splittings 
arise from two “equivalent” pairs of carbon nuclei. This 
near equivalence is yet another indication of the absence of 
significant phenyl-group conjugation.

For small values of fWdcc, the calculated splittings are 
0 3 ,4C — +6.4 G and ai 2c = —5.7 G. These differ from the 
experimental values by about 23% in both cases. Consid­
ering all the approximations and assumptions that go into 
this comparison, the agreement is fairly good. An INDO 
calculation17 was performed using the unconjugated model 
of the PCQ anion. The results are qualitatively similar to 
those of HMO theory in that a larger positive value is pre­
dicted for the 3,4 splitting and a smaller negative splitting 
for the 1,2 positions. The INDO values are computed di­
rectly from carbon atom 2s orbital spin occupations, with­
out any variation made in the usual parameters for the oxy­
gen atom. They are a3_4C = +14.2 G and aij2c = —3.1 G, in 
fair agreement with experiment.

There has been considerable interest in the influence of 
substituents on the geometry of the cyclobutadiene ring, 
specifically distortions from a square to a rectangle or a 
D 2h parallelogram.lf>2° Although the HMO model used in 
this work is admittedly a very approximate one, we have 
used it to perform some calculations in which we have re­
laxed the assumption of a square geometry for the four- 
membered ring. Our purpose is to test whether the hyper- 
fine couplings are sensitive to geometry and in particular 
whether a lower-symmetry geometry might lead to a signif­
icant improvement of the agreement between calculations 
and the ESR experiments. Using the unconjugated model, 
we made a series of HMO calculations in which fiv i/ ftcc was 
decreased, corresponding to the fact that this bond has the 
smallest bond order (ca. 0.2). As fS 1 2/dcc decreases the mag­
nitude of <J3H decreases and those of ai 2C and £13,4°  become 
m o r e  similar in value, thus leading to worse overall agree­
ment with experiment. Guided by the literature on 1 ,2 -di- 
substituted cyclobutadienes, we have modeled the rectan­
gular geometry through a decrease in f t i J f i c c  and dzs/dcc- 
This leads to an improvement in the agreement with mea­
sured ESR parameters. For example, using di4 = P23 = 
0.7/3cc and the unconjugated model we obtain d3H = 
— 10.43 G, ai 2C = —5.68 G and a3j4c = +7.54 G. These 
values are closer to the experimental than those computed 
using the square geometry (0 3H = —9.26 G; a12H = —5.76, 
a3 4C = +6.40 G). Because of the very approximate nature 
of the theory employed these results should not be taken as 
“proving” a rectangular geometry, but rather as suggesting 
that these EPR parameters may be sensitive to ring geome­
try and thus serve as a useful probe of geometry in future 
work on related systems.

As was noted above, the PCQ anion radical is reactive in 
solutions which are initially 0.02 M in PCQ. In agreement 
with this observation, Roberts et al.2 have noted that the
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TABLE II: Calculated Values of the Hyperfine Coupling Constants for the PCQ Anion Radical

fWÆcc 03»° a„H n H n HUp Qlcf> a2c a.f a f

0 -9.26 0.00 0.00 0.00 -5.76 -5.76 +6.40 +6.40
0.1 -9.22 -0.04 0.00 -0.05 -5.69 -5.71 +6.37 +6.36
0.2 -9.10 -0.15 - 0.01 -0.20 -5.64 -5.59 +6.30 +6.28
0.3 -8.92 -0.32 -0.03 -0.42 -5.56 -5.46 +6.18 +6.13
0.5 -8.46 -0.77 -0.06 -1.00 -5.28 -5.12 +5.92 +5.70
1.0 -7.45 -2.05 -0.11 -2.45 -4.31 -4.56 +4.04 +5.63

a All splittings are given in gauss. Spin densities were calculated using the HMO theory with ho = 1.0 and xco  = 1.6. Splittings were 
computed using the McConnell relation with Q c h h  = -2 7  G. The experimental splitting ranges in magnitude from 10.7 to 12.3 G depend­
ing on solvent. 6 All ,3C splittings were computed using the Karplus-Fraenkel equation with parameters as given in ref 18 and 19. In the 
case of a4c , the value of Qccc was chosen as 35.6 G. The experimental 13C splittings are 103,4°! = 8-26 G and lai^0! = 4.63 G.

p o la rog T a p h ic  r e d u c t io n  o f  PCQ d o e s  n o t  fo l lo w  a r e v e rs ­
ib le  p a ttern .

Two additional ESR signals are detected, a doublet of 
doublets (aH = 2.00, 0.88 G) and a structureless line of 
width 5 G. Both have g  values which are very similar to 
that of the PCQ anion radical thus indicating structural 
similarity. Both signals grow at the expense of that of the 
PCQ anion, with the former appearing first and then the 
latter totally replacing the PCQ anion spectrum after about 
45 min (20 °C; DMSO solvent).

By analogy with previous work on similar systems11 the 
most likely reaction course to explain these observations is 
anionic polymerization. The fact that in DMSO at the ini­
tial stages of the reaction a doublet of doublets with the 
same g  value as the PCQ anion is detected suggests the for­
mation of a dimer radical from the reaction of the PCQ 
anion with the excess PCQ present in solution. An ESR 
spectrum of such a paramagnetic dimer has previously 
been observed in the anionic polymerization of benzylidene 
malononitrile.lld

A possible structure for the dimer radical is suggested by 
the fact that PCQ is known to undergo nucleophilic substi­
tution at position 3. In the reaction of alkoxy groups (RO~) 
with PCQ, intermediate III has been proposed.2 Assuming

H

III IV

that in the present case the nucleophile is the PCQ anion 
radical, dimer radical IV may be formed.21 Molecular mod­
els suggest that nucleophilic attack by oxygen atom 6 is 
prevented by steric repulsion of the phenyl groups. The 
spin density remains essentially localized on the attacking 
ring except for a small amount transmitted through the 
alkoxy oxygen atom 7.

We have made an HMO calculation to rationalize the 
large decrease of a;;H from 10 G in the monomer anion to
2.0 or 0.9 G in the dimer. The dimer was modeled by the 
monomer anion structure in which the substituent at oxy­
gen 7 was incorporated by changing the heteroatom param­
eters. The parameters used for oxygen atom 6 were the 
same as those which gave good agreement in the case of the 
monomer (h o  = 1.0, xco = 1.6) while for oxygen 7, parame­
ters suggested for an alkoxy oxygen were employed (h o  =
1.0, x q o  — 0.8).13 All values of dec were fixed at the stan­

dard value, except for /J45 = 0.3/Jcc- The calculated proton 
splitting is —0.99 G which is in quite good agreement with 
either of the two experimental possibilities (2.0, 0.9 G).22 A 
range for the splitting due to the (3 proton of oxygen atom 7 
can also be estimated. The Heller-McConnell relationship, 
a,jH = B p o r  cos2 8, is employed with B  =  20 G, a value used 
to estimate the proton coupling constants of methoxy-sub- 
stituted aromatic cation radicals.23 From the HMO calcula­
tion described above, p o "  = 0.15. Thus, since 0 <  6 <  90°, 
we predict 0 < apH < 3 G, a range which is consistent with 
the experimental findings.

Further reaction of the dimer radical with more neutral 
PCQ leads finally to a polymer radical. As expected for a 
higher molecular weight species the reorientational correla­
tion time is markedly slowed thus leading to spectral 
broadening. As a result, we see only a structureless reso­
nance at about the same g  value as the monomer anion. 
Similar structureless broad resonances have been observed 
previously in a variety of anionic polymerization systems.11
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The addition of potassium iodide to solutions of the cyclooctatetraene (COT; anion radical in hexamethyl- 
phosphoramide (HMPA) results in a decrease in the rate of electron transfer between the anion radical and 
the COT dianion. This decrease is due to the formation of charged ion pairs (COT2~,K+). The ion pair dis­
sociation constant for this charged ion pair is algebraically related to the rate constant (kex) for the electron 
transfer process. Similarly, the addition of KI to solutions of the p-dinitrobenzene anion radical in HMPA 
yields a decrease in the rate of electron exchange between the anion radical and neutral molecule, and a 
similar algebraic relationship between this rate constant and the ion pair dissociation constant was found. 
By comparing the ion pair dissociation constants determined by this method with those using different 
techniques, it was found that the use of time-averaged kinetics gives values that are too large. This is at­
tributed to the fact that the observed rate constants are sensitive to changes in the viscosity of the solution 
that are brought about by the addition of salt.

ESR spectroscopy has proven to be of particular value in 
the evaluation of certain kinetic and thermodynamic pa­
rameters that control processes and equilibria involving 
anion radicals. Some of the earliest work using this spectro­
scopic tool involves the determination of kinetic parame­
ters for the electron exchange between an anion radical and 
neutral molecule1

R*— F R ^  R + R* (1)

Since this pioneering work by Weissman, the kinetic pa­
rameters controlling the electron exchange rates have been 
measured for a wide variety of anion radical and solvent 
metal systems. Further, electron exchange rates have been

studied for systems involving both free radicals (eq 2 ) 2 and 
dianions (eq 3) .3

R. + R- ^  R^ + R- (2)

R.- + R2- R2-  + R -  (3)

One of the more significant observations brought out 
from these studies is that the second-order rate constant is 
highly dependent upon the state of solvation and the 
amount of ion pairing of the anionic species.3-4 Chang and 
Johnson4 have demonstrated that the rate of electron ex­
change (eq 1 ) for naphthalene systems is slower for the ion 
pair than it is for the free ion. This same effect has been 
observed for electron exchange involving dianions (eq 3) .3 5
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Since the degree of ion pairing is dependent upon the rate 
constant ( k 2) for electron exchange, we were interested in 
developing an algebraic relationship between these rate 
constants and the equilibrium constant controlling the de­
gree of ion pair dissociation for both an anion radical and a 
diamagnetic dianion. To accomplish this it is necessary 
that the anionic species are generated in a solvent where 
only free ions are formed so that the rate constant ( k ex° )  for 
the system free of ion pairing can be determined. However, 
for comparison of this rate constant with that obtained for 
the same system in the presence of ion pairing it is neces­
sary that ion pairs can be readily generated upon the addi­
tion of alkali metal 3alt. The solvent of choice is hexa- 
methylphosphoramide (HMPA).

It has been previously observed that anion radicals in 
hexamethylphosphoramide are virtually fully dissociated,6 

but the addition of alkali metal salts to these solutions of 
anion radicals in HMPA results in the formation of ion 
pairs.7 -8 In some cases these ion pairs can be observed si­
multaneously with the free ion.9 10

For the determination of the equilibrium constant for 
the dissociation of an ion pair (fi) to form the free ion (a) 
and solvated cation (eq 4) a most useful expression has

0  ^  a  +  M+ (4)
been utilized for cases where only the time-averaged 
species can be observed by ESR spectroscopy. This expres­
sion has been used routinely by NMR spectroscopists in­
vestigating hydrogen bonding, 11 and has recently been uti­
lized in terms of ESR parameters (both g  values and cou­
pling constants) for the determination of ion pair dissocia­
tion constants.7 -12 After determination of the ESR parame­
ter (r°) for the free anion, a small amount of alkali metal 
salt can be added to the solution and the time-averaged 
spectroscopic parameter (D will be observed. The ion pair 
dissociation constant ( K d) can then be determined by the 
use of eq 5 without direct measurement of the spectroscop-

i/(r  -  r°) = K d/( r  -  r°)(M+) + i / ( r  -  r°) (5)

ic parameter (T') of the ion pair. 12 A simple plot of l/(r  — 
r°) vs. 1/(M+) yields a straight line with an intercept of 
l / ( r  — r°) and a slope of K J ( V  — r°).

Here we wish to describe the use of electron exchange 
rate constants in eq 5 for the determination of K d for both 
an anion radical and a paramagnetic dianion. For the case 
of electron exchange between the anion radical and the 
neutral molecule the p -dinitrobenzene system was used. 
This anion radical can be generated free of ion pairing in 
HMPA by either sodium or potassium reduction. 13 For the 
case of electron exchange between the anion radical and 
the dianion the cyclooctatetraene (COT) system was cho­
sen.

It is known that the reduction of COT by sodium metal 
in HMPA yields dianion and anion radical that are free of 
ion pairing. 14-15 Even after the addition of 0.3 M NaC103 no 
ion pairing between the sodium cation and dianion or anion 
radical could be detected. 14-15 However, reduction of COT 
with potassium metal results in a solution containing some 
singly ion paired dianions (charged ion pairs, R2_,K+). 
Even after the addition of 0.3 M KI this solution shows no 
ion pairing with the anion radical or the formation of neu­
tral ion aggregates (R2~,M+ 2) . 14-15

Results and Discussion
E le c tr o n  E x c h a n g e  f o r  D ia n io n  to  A n io n  R a d ica l. Re­

duction of COT with sodium metal in HMPA results in the 
formation of a solution yielding the typical nine-line ESR 
pattern for the COT anion radical. Due to the fact that the 
anionic species are free of ion pairing the electron exchange 
process is rapid when the dianion concentration is relative­
ly large. Thus, the hyperfine components are quite broad. 
Addition of KI to this solution leads to the formation of 
charged ion pairs and dramatic line narrowing, Figure 1. 
This line narrowing is due to the inclusion of eq 6  along 
with eq 3 in the line broadening process.

The rate constant for electron exchange between the free 
dianion and the anion radical was obtained by generating 
solutions containing various concentrations of dianion and 
plotting the observed line width (AVF) for the central hy­
perfine component vs. the concentration of dianion accord­
ing to (Figure 2)

k °  = v /3ir(2.83*X 106)(A W  -  A W°)/(COT2_) (7)

where AVF is the line width (measured between the extre­
ma in the first derivative spectrum) and AVF° is the line 
width in the absence of exchange. 16

The rate constant (k ex°) for the free dianion taken from 
Figure 2 is (1.03 ±  0.08) X  108 M_1 s_1, and the intercept 
(AVF0) is 0.083 ±  0.002 G. 17

It is not possible to determine the observed rate constant 
(feohsd) in this same manner with salt (KI) added to the sol­
vent system, since the observed rate constant will be a 
function of the ratio of added salt to dianion. This problem 
can be resolved by maintaining the dianion concentration 
constant and varying the salt concentration. To do this a 
series of samples was prepared that were 0.04 M in dianion, 
a sample from each solution was taken and the line width 
determined, salt was then added to each solution, and an­
other sample was taken for ESR analysis. Assuming that 
the intercept (AVF0) is the same for each concentration of 
added salt fe(,hsd was calculated.

By replacing T, T', and r° in eq 5 with k„bsd, k ex', and 
feex°, respectively, a plot of l/(fe0bsd — k ex° )  vs. 1/(K+) 
should be linear and have a slope of K d/ (k ex°  — k ex') . Such 
a plot is linear (Figure 3), and K d obtained from this plot is 
(2.21 ±  0.59) X 10-3. This value is larger but still within ex­
perimental error with that obtained by an independent 
measurement. 15 The value for K d obtained in this manner 
is expected to be larger than the true equilibrium constant 
for two reasons: (1) addition of KI to HMPA results in an 
increase in the viscosity of the solvent system, and this 
could cause the rate of electron exchange to fall off more 
rapidly than can be accounted for by the formation of ion 
pairs; (2 ) increasing the ionic strength of the media would 
also be expected to decrease the rate of eq 3.

E le c t r o n  E x c h a n g e  fo r  A n io n  R a d ica l to  N e u tr a l  M o l e ­
cu le . Addition of a neutral molecule to a solution of the p- 
dinitrobenzene anion radical results in broadening of the 
ESR lines in the slow exchange limit. The rate constant for 
the electron transfer (eq 1 ) was calculated from the slope of 
the plot of line width vs. the concentration of added neu­
tral molecule ( N ) ,  Figure 4. Using the Lorentzian line 
shape, k ex°  =  1.52 X 107(AVF -  AVF°)/(A0. 18

Successive additions of sodium chlorate to these HMPA 
solutions results in a gradual decrease in the rate constant 
for the electron exchange process. The observed rate con-
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Figure 1. ESR spectra of the system COT-HMPA-N&. The lower 
spectrum was taken for the same anion jadical solution but with 
added potassium iodide (0.1 M). Note the line narrowing upon addi­
tion of the salt.

Figure 2. A Plot of the line width vs. the concentration (M) of the 
COT dianion for the system COT-HMPA-Na.

Figure 3. Plot of 10 8/(fcex° — kobsd) vs. one over the concentration 
of added Kl for the system COT-HMPA-Na.

Figure 4. Plot of the line width vs. the concentration of neutral p-di- 
nitrobenzene for the system p-dinitrobenzene-HMPA-Na at 23 °C.

stant must be a weighted average between the rate con­
stant for the free ion (k ex° ) and that for the ion pair ( k ex'). 
This relationship is given by

ôbsd = \(ot)kex°  + (l3)kex'\/\(ot) +  (d)j (8 )

The thermodynamic equilibrium constant for the ion 
pair dissociation is given by K eq =  (a)(Na+)/(/f), where 
(Na+) represents the concentration of added salt, since the 
concentration of added salt is larger by more than two or­
ders of magnitude than the anion radical concentration. 
Combining this expression with eq 8 , we obtain eq 5 but in 
terms of rate constants.

K d  was obtained from the slope of a plot of l/(fe„bsd ~ 
k ex° ) vs. l/(Na+) as shown in Figure 5. Typical data for a 
single experiment carried out at room temperature are 
shown in Table I.

It must be noted here that the addition of sodium chlo­
rate to solutions of the p-dinitrobenzene anion radical in 
HMPA results in line broadening even in the absence of 
added neutral molecule. This is most likely due to a rapid 
exchange of the cation between the ion pair and the solvent 
(eq 4). This phenomenon has been previously observed, 19 

and it shows that the rate of ion pair formation and disso­
ciation is fast on the ESR time scale. This line broadening 
must be accounted for and subtracted from the total line 
broadening in the presence of neutral molecule in order to 
calculate the line broadening due to the electron transfer 
process, eq 1 , from which the rate constant can be calculat­
ed. Since it was impractical to add identical concentrations 
of salt to several samples, a plot of the line width vs. the 
concentration of added salt (Figure 6 ) was made for each 
experiment before any neutral molecule was added (see Ex­
perimental Section). The intercept of the plot of A W  vs. 
the concentration of added neutral molecule was then 
taken from this plot.

The fact that a single rate constant (fc„bsd) was observed 
means that the mean time between electron transfer events 
is long compared to the mean time between association- 
dissociation events. If the reverse were true, simultaneous 
observation of the free ion and ion pair would be observed 
experimentally. That is, a superimposition of lines with dif­
ferent line widths would be observed, as was found by 
Chang and Johnson.4

The “real” values for A0bsd at each salt concentration are, 
of course, not known to the precision indicated in Table I. 
Once k ex°  was determined ( k ex°  =  1.9 X 108) this value was
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Figure 5. Plot of 10_7/(kobSd -  kex°) vs. one over the concentration 
of added salt. This plot was used to calculate Kä for the system p- 
dinitrobenzene-HMPA-Na.

TABLE I: Observed Rate Constant for the Electron 
Exchange Reaction with Added NaCIO:)

(Na+), M ôbsd> S

0 1.90 X 10s °
0.164 1.75 X 10«
0.184 1.73 X 10«
0.309 1.63 X 10«
0.321 1.61 X 10«
CO 0.9 X 10«

“ This value was obtained from Figure 4 and kexn was taken to 
be exactly 1.90 X 108 for each experiment. The other rate con­
stants were obtained by comparing line widths with that for the 
sample without added salt.

then used as a standard value for each experiment. Thus 
for each experiment, samples were taken with no added 
salt and the rate constant was considered to be 1.9 X 108 

M - 1  s_I exactly. Salt was then added to the solution and 
the rate constants for these samples were determined util­
izing the sample taken without salt as a standard.

Deranleau20 has recently pointed out that equilibrium 
constants for weak complexes are most reliable when they 
are based upon data that extend as much as possible into 
the region where the saturation factor ( s )  is between 0 .2  

and 0.8. For the kinetic experiment described here

s  =  (/8)/l(a) + (/3)f = (&obsd -  k ex° )/ (k ex' -  k ex°) (9)

Calculated from eq 9 our saturation factor (s) varied from 
0.15 to 0.33.

Equation 5 is particularly useful since it does not require 
an independent determination of F'. In our case, this 
means that k ex (the rate constant for the ion pair) need not 
be determined independently. If, however, k ex could be de­
termined by some other means, the combination of K eq = 
(a:)(Na+)/(/3) with eq 8 will yield an expression simpler 
than eq 5 from which K eq can be determined.

^eq ~ (^ex ~  ^obsd)(Na+)/(^obsd kex°) (10)

This expression has the same form as that previously 
used for the determination of the equilibrium constant for

0.09

Figure 6. Plot of line width (A 14c1) vs. the concentration of added salt 
for the systems not containing neutral molecule. This plot was used 
to obtain a numetical value for A W° to be usee to calculate kobsd for 
the system p-dinitrobenzene-HMPA-Na-NaCI03.

the hydrogen bond exchange reaction between the anion 
radical and the solvent.21 From eq 10, a plot of (fe0bsd — kex0)/ 
(k ex — feobsd) vs. the concentration of added salt should 
yield a straight line with a slope equal to the reciprocal of 
the equilibrium constant for the ion pair dissociation (eq 4) 
and an intercept of 0,0. Utilizing 9 X 107 for k ex (taken 
from Figure 5) such a plot is linear, and the K eq determined 
from its slope (0.72) is in perfect agreement with that ob­
tained from Figure 5 (see Table II). The equilibrium con­
stant for the dissociation of the potassium p -dinitroben­
zene anion radical ion pair was also determined in an iden­
tical manner. From a plot of l/(fe0bsd ~ k ex°) vs. 1/(K+), 
Figure 7, K eq was found to be 0.35 at 23 °C.

Potassium reduction of p-dinitrobenzene in HMPA re­
sults in a solution that yields a nine-line ESR pattern. The 
nine lines result from two equivalent nitrogens and four 
protons, which are almost equivalent to the two nitrogens. 
This radical has been shown to be the free anion radical. 13 

Under high resolution conditions, however, some splitting 
of the central lines can be observed indicating that the ni­
trogen splitting is slightly larger than that for the protons 
(An0 = 1.155 and Ah0 = 1.099 G). Both An0 and Ah0 are 
independent of the temperature. The splitting observed in 
the second line of the nine-line pattern represents the dif­
ference in An and AH (6).

The addition of KI to this solution of the free p-dinitro­
benzene anion radical results in an increase in the nitrogen 
coupling constant due to the formation of the ion pair. This 
increase in the nitrogen splitting is accompanied by a de­
crease in Ah, thus <5 increases rapidly with increasing con­
centration of K+. Since the two nitrogens remain equiva­
lent after the addition of the K+ (or Na+) to the HMPA so­
lution, there must be a rapid shift of ion pairing between 
the different NO2 groups in solution.

Taking the value of 5 as a weighted average between the 
ion paired anion radical and the free ion we can utilize eq 5 

in terms of 5

1/(5 -  6°) = K'eq/(Na+)(5' -  5°) + 1/(5' -  5°) (1 1 )
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TABLE II: Dissociation Constants for the Following Ion 
Pairs in HMPA at 23 °C

TABLE III: Equilibrium Constant for the Dissociation of the 
Potassium p-Dinitrobenzeneide Ion Pair at Temperatures

Ion pair Method K a Keq T, °C Keq T, °C

PDNB--,Na+ Kinetic 0.74 ±  0.1 0.316 -4 0.239 20
PDNB--,K+ Kinetic 0.35 ±  0.1 0.278 0 0.210 30
PDNB--,K+
COT2-,K+

Coupling constants 
Kinetic

0.25 ±  0.1 
(2.21 ± 0.59) X

0.257 10 0.181 40

KT3
COT2~.K+ See ref 15 (1.3 ±  0.3) X 10“ 3

Figure 8 . Plot of 1/(5 — 5°) vs. one over the concentration of added 
Kl to the system p-dinitrobenzene-HMPA-K.

Figure 7. Plot of 10 7/(frobsd — kex°) vs. one over the concentration 
of added Kl to the system p-dinitrobenzene-HMPA-Na.

where 5° and 5' represent the difference in An and Ah for 
the free ion and ion pair, respectively. A plot of 1/(5 — 5°) 
vs. 1 /(K+) is linear. Figure 8 , and yields the equilibrium 
constants given in Table III.

A vant'Hoff plot for this system, Figure 9, yields an en­
thalpy of —1.89 kcal/mol. This negative value indicates 
that the solvation of the cation is greater than that for the 
ion pair. It was experimentally impossible to determine K eq 
for the sodium system from 5, since the addition of Na+ re­
sulted in considerable line broadening, and accurate cou­
pling constants could not be measured.

It must be mentioned again that by no means are the 
rate constants in Table I accurate to the three significant 
figures given. However, the samples used for each determi­
nation of Keq were all taken from the same bulk anion radi­
cal solution with different amounts of salt added. Thus, the 
change in /e(,bsd in going from one salt concentration to an­
other is much more precise. Repeating the experiment re­
sults in significantly different values for /jobsd, but the equi­
librium constant obtained from these values and Figure 4 
will be the same. That is, the line in Figure 4 has a different 
slope and intercept for each determination of Keq, but Keq 
is constant from experiment to experiment.

A possible source of error in this type of determination 
may come from the fact the inorganic salts are not fully 
dissociated in HMPA. Recent conductivity data22 imply 
that these salts are essentially fully dissociated in HMPA. 
An independent measurement of the ion association con­
stant (Ka) for potassium iodide gave a value of about 4.23 

This small value for Ka does not lead to a correction large 
enough to be included in the equilibrium constants mea­
sured here.

Since the first attempt to study ion pair-free ion equilib­
ria in 1960 by Atherton and Weissman,24 this work, which 
is a continuation of a preliminary communication,711 repre-

1.6 1-8 
103/RT

Figure 9. Plot of In Keq vs. 103/R7for the system p-dinitrobenzene- 
HMPA-K with added Kl.

sents the first use of electron transfer kinetics for the de­
termination of ion pair dissociation equilibrium constants.

Experimental Section
The p -dinitrobenzene was purchased from Aldrich 

Chemical Co. and recrystalized before use. Hexamethyl- 
phosphoramide (HMPA) was distilled from calcium hy­
dride under reduced pressure and stored over Molecular 
Sieves 4A in a desiccator prior to use. The potassium iodide 
and the sodium chlorate were purchased from Alpha Inor­
ganics and were stored in a vacuum oven for 48 h at 75 °C 
before use.

The ESR samples were prepared in the apparatus shown 
in Figure 10. About 75 ml of dry HMPA was placed in bulb
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Figure 10. Apparatus used for the preparation of anion radical solu­
tions used for the determination of Kgq for ion pair dissociation.

A with a small amount of potassium metal and about 10 mg 
of p -dinitrobenzene was placed in bulb B. The entire appa­
ratus was then evacuated to 1 0 _:! mm by connecting the ap­
paratus to a vacuum line. While maintaining bulb B in a 
liquid nitrogen bath, the HMPA was distilled from bulb A 
to bulb B from the solvated electron. Stopcocks D and E 
were then shut and the entire apparatus was removed from 
the vacuum line. Bulb A was then opened and cleaned. 
After thorough cleaning, a small amount of alkali metal was 
placed into bulb A, which was then reevacuated through F. 
Stopcock G was then shut and the apparatus was again re­
moved from the vacuum line. The HMPA p-dinitroben- 
zene solution was allowed to pass into bulb A by opening E 
and inverting the apparatus. After the reduction was com­
plete the anion radical solution was poured back into B. A 
known portion of this solution was placed into the 1 0 -ml 
graduated tube, and this tube was subsequently sealed off 
at point H with a hand torch. The graduated tube was 
charged with salt before connecting it to the apparatus. 
After the sample was taken, stopcock I was shut, the ex­
posed tube cleaned, a new graduated tube added, and this 
part of the system reevacuated through C and D. After 
sealing, the graduated tubes were shaken until all of the 
salt had dissolved. A portion of this solution was then 
placed into the extending ESR sample tube and the ESR 
spectrum recorded. A known portion of neutral molecule 
was then added to the bulk solution and the procedure re­
peated.

All rate constants were determined for the line broaden­
ing of the first hyperfine line. The correction in the rate 
constant for the difference in the lifetime of a particular 
anion radical and the residence time in a particular nuclear 
spin arrangement is 143/144 calculated in the manner de­
scribed by Zandstra and Weissman.1, Before any samples 
were taken with added neutral molecule for a given bulk 
solution of anion radical in bulb B, a series of samples were 
taken with various concentrations of added salt (either KI 
or NaClOs). The line width (AIT0) was then plotted against 
the concentration of added salt. This plot was found to be 
different for each anion radical solution and represents the 
variance in the intercept of Figure 4 with added salt.

For the determination of the effect of added KI upon the 
rate of electron transfer between the dianion and anion of 
COT the apparatus shown in Figure 1 1  was used. Weighed 
portions of KI were placed in bulbs B, C, D, and E and a 
known quantity of Na° (enough to make the dianion 0.4 M) 
was placed in bulb A. The entire apparatus was then evacu­
ated and a quantity cf COT added via a break seal. HMPA 
(2 0  ml) was then distilled into the apparatus directly from 
a piece of potassium metal. The entire apparatus was then

to vacuum

Figure 11. Apparatus used for the addition of KI to the COT-HMPA- 
Na system.

sealed from the vacuum line at point K. The solution was 
stirred until all of the sodium had dissolved whereupon a 
sample was taken in the ESR tube J. The remaining solu­
tion was then divided into four portions and transferred 
into bulbs B, C, D, and E. Each of these bulbs was then 
sealed from the apparatus. Each of the bulbs was weighed 
and shaken until all of the KI had dissolved into the 
HMPA solution. The ESR samples were then taken in the 
extending tubes. After the completion of the experiment 
each of the bulbs was emptied, cleaned, and reweighed.

All of the rate constants were determined from the line 
broadening of the center hyperfine line, where the statisti­
cal correction factor is 70/256.

X-band ESR spectra were recorded on a Varian E-9 ESR 
spectrometer.
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This study was undertaken to examine the usefulness of the vanadyl ion (V02+) spin probe as a technique 
for investigating multibinding site proteins in room-temperature solutions. Quantitative EPR signal inten­
sity measurements were made with V02+-albumin solutions at pH 5 and 25 °C where both bound and free 
V02+ signals could be observed. The spectrum reveals two types of binding sites. Scatchard and Hughes- 
Klotz plots reveal one “strong” binding site with a binding constant of (2.6 ±  0.3) X 106 M - 1  and five es­
sentially equivalent “weak” binding sites with a binding constant of (2.5 ±  0.1) X 104 M '1. The “strong” 
site is probably the primary binding site for Cu2+. The binding at the “weak” sites probably occurs with 
carboxyl groups as suggested by the EPR parameters. The room-temperature solution spectrum of V02+ 
bound to albumin is very anisotropic, indicative of slow molecular tumbling. The spectrum of V 02+ coordi­
nated at the “weak” binding sites is more rotationally averaged than at the “strong” site. This suggests 
that there is some local motion at the weakly coordinating sites with a correlation time short compared to 
that of the protein as a whole. The spectra of V02+ doped powder albumin samples were also examined.

Introduction

Of all the oxidation states of vanadium, V(IV) as the 
vanadyl ion (V02+) is the easiest to study in biological sys­
tems because of its characteristic EPR spectrum. Recently 
vanadyl ion EPR has been successfully used to probe liquid 
crystals, 1 the hydrolysis of ATP,2 anionic surfaces of acidic 
lipid bilayers from H . C u tir t ib r u m ,3 micelles,4 and the 
metal sites of a number of proteins.11 9 Early work suggests 
that this ion might also serve as; a probe of nucleic acids. 10 

In their recent study of vanadium toxicity and molybde­
num utilization in rats, Rajagopalan and co-workers11 

found vanadium as protSin bound V02+, concentrated to 
about 1 0  ppm in the liver.

In light of the growing interest in the use of the vanadyl 
ion as a probe of biological systems, we have undertaken a 
room-temperature solution investigation of vanadyl serum 
albumin complexes. This multibinding site protein has 
often served as a model for NMR and EPR spin probe and 
metal ion investigations.12-19 Here we report for serum al­
bumin the number of vanadyl ion binding sites, their re­
spective stability constants, and the relative motional free­
dom at these sites. The tentative identity of the coordinat­
ing ligands at these sites is inferred from the EPR parame­
ters. The limitations of using EPR spectroscopy to obtain 
stability constant data are explored.

Albumin is a common protein in vertabrates, but where 
most common proteins are specific to one function, albu­
min has several. 12 In addition to transporting fatty acids 
and bilirubin, albumin apparently serves as a scavenger of 
heavy metals. 12 In the past three decades, a vast amount of 
research into the binding of various moieties by albumin 
has been conducted. The list of metal ions used is exten­
sive; studies have been conducted on bovine or human 
serum albumin using Cu2 + , 13-10 Zn2 + , 16 Mn2 + , 17 Co2 + , 14 

Nj2+,u,i5 Cd2+,16c Gd3 + , 18 Tl3 + , 19 and Hg2 + , 19 among oth­
ers. The binding properties are metal ion dependent. A va­
nadium study has never been reported.
Experimental Section

Bovine serum albumin, crystallized and lyophylized, was 
obtained from Sigma Chemical Co. (catalogue No. A4378).

To remove paramagnetic impurities, tentatively identified 
as copper and iron, 10- 3  M solutions of the protein were di­
alyzed at 4 °C against 0.01 M o-phenanthroline, pH 6 , for 
12-16 h followed by several changes of distilled deionized 
water for 2 to 3 days or until all the orange color was re­
moved. The albumin concentration was determined spec- 
trophotometrically, i  4.6 X  104 cm- 1  M- 1  at 279 nm.20

Procedures for handling the vanadyl ion and avoiding 
contaminating metal ions were as described previously.5

A 0.01 M lutidine-HN03 buffer, pH 5.01, was employed 
in the V02+-albumin binding studies. This buffer does not 
coordinate to the free vanadyl ion, thus avoiding correc­
tions for buffer coordination in the stability constant deter­
minations.

Polycrystalline samples were prepared by soaking 100 
mg of BSA in 1 ml of 3 M ammonium sulfate and 5% EDTA 
solution for 24 h followed by washing with three 1-ml por­
tions of 3 M (NH4)2S0 4. Then 1 ml of 3 M (NH4)2S04, pH
5.1 adjusted with NaOH, was added and the serum stop­
pered test tube purged with nitrogen before addition of an 
aliquot of vanadyl stock solution to give V02+: BSA mole 
ratios ranging from 1:1 to 20:1. After soaking the solid albu­
min for 24 h at 4 °C, the supernatant solution was removed 
and the pH measured. The solid was washed a minimum of 
three times with oxygen-free ammonium sulfate to remove 
any unbound V02+ ion. The solid was then dried with a 
stream of nitrogen gas. In another procedure, solid samples 
were prepared in a similar fashion except 40% ethanol in 
water was used in place of 3 M (NH4)2S04.

Powder samples were analyzed for vanadium by EPR 
spectroscopy. After dissolving the wet sample in 1 ml of 
distilled deionized water, the protein concentration was de­
termined spectrophotometrically. Then 50 p\ of concentrat­
ed HC1 and a few milligrams of ascorbic acid were added. 
The vanadium was determined by measuring the EPR sig­
nal height of the acid released V0 (H2 0 )s2+ as detailed else­
where.6

Most EPR spectra were recorded on a Varian E-9 spec­
trometer operating at X-band frequency (9.5 gHz). Addi­
tional details of the experimental procedures can be found 
in ref 2 1 .
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Figure 1. Spectrum A. =irst derivative EPR spectrum of 5.0 X 10~4 
M serum albumin in 0.01 M lutidine-nitric acid buffer, pH 5.0, with 
9.0 equiv of V0S04 added, 25 °C. The arrows indicate contributions 
from V0(H20)52+. Spectrum B. First derivative EPR spectrum of 
V0(H20)52+ at 4.42 X 10-4 M concentration, pH 4.87 adjusted with 
NaOH, 25 °C.

-7/2 -5/2 -3/2 -I/2

'  -X10

:_______ i__________ i----------------1----------------- i300C 3400 3800
FIELD (G)

Figure 2. First derivative EPR spectrum of 4.9 X 10-4 M BSA with
10.0 equiv of VOS04 added, pH 5.8 adjusted with NaOH. The arrows 
denote the labeling of the four low-field “parallel” lines. The Mj = 
— 1/2- line is actually a composite of parallel and perpendicular 
components. At this ph, the unbound V02+ exists as a hydroxide 
which does not exhibit a room-temperature EPR spectrum.

Results and Discussion
B in d in g  C o n s ta n ts . The room temperature spectrum of 

a pH 5 solution containing V 02+ albumin in a molar ratio 
of 9:1 is shown in Figure 1 A. The spectrum consists of a su­
perposition of resonances from free and bound V02+. The 
eight arrows in Figure 1A denote the eight resonances of 
unbound V0 (H20 )52+ (Figure IB). The remaining reso­
nances constitute the spectrum of the protein bound vana­
dyl ion. Increasing the pH to 5.8 results in a loss of the 
V0(H20)52+ lines due to formation of a VO(OH) 2 precipi­
tate which exhibits no EPR spectrum at room tempera­
ture. 22 A room temperature solution spectrum of albumin 
bound V02+ at pH 5.8 is shown in Figure 2. The spectrum 
displays parallel and perpendicular features characteristic 
of frozen solution or polycrystalline samples; upon binding 
the motion of the vanadyl ion becomes highly restricted 
and is largely governed by the slow tumbling of the albu­
min molecule.

In Figure 3 the first derivative intensities of the two low-

Figure 3. EPR first derivative signal height divided by the instrument 
gain setting for 1:1 V02+-albumin, 7.6 X 10-4 M, as a function pH. 
Data for the M, = —7/2 and —5/2 parallel lines of protein bound 
V02+ are plotted.

Figure 4. EPR first derivative signal height of protein bound V02+ as 
a function of equivalents of VOS04 added. 5.0 X 10-4 M serum al­
bumin, 0.01 M lutidine-nitric acid buffer, pH 5.0. Data for the M| = 
—5.2 and —1/2 “parallel" lines are plotted.

field “parallel” lines M\ =  —5/2 and —7/223 (Figure 2 ) are 
shown as a function of pH for a 1:1 V02+-albumin com­
plex. The first derivative intensities are proportional to the 
amount of V02+ ion bound to the protein if no line width 
variation occurs over the pH range. This is the case here. 
Binding is seen to maximize and level off at about pH 4.7. 
Subsequent experiments were done at pH 5.0 which en­
abled us to measure the free V02+ ion concentration. At a 
higher pH the V0(H20)s2+ spectrum could not be observed 
because of metal hydroxide formation as noted above. This 
is a limitation of the method.

By measuring the intensity of the EPR lines of the 
V0 (H20 )52+ and V02+-albumin species as a function of 
the V 02+/albumin mole ratio, one can determine the num­
ber of binding sites and their respective binding constants. 
Figure 4 displays the signal intensities of the M\ = —5 / 2  

and - 1 / 2  parallel lines (see Figure 2 ) as a function of the 
number of equivalents of V02+ added to the protein at pH
5.01. Similar plots (not shown) are obtained with the other 
lines in the spectrum. The plots show a first break at an av­
erage value of 1 .2  equiv and a second break at about 5 .5
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Figure 5. Concentration of VO(H20)52+ as a function of equivalents 
of VOSO4 added to the albumin solution described in Figure 4.

2 3

0

Figure 6 . Scatchard plot showing at least two classes of binding 
sites for the titration of albumin with V02+. See text for definition of 
quantities.

equiv; this indicates that chelation takes place at one 
“strong” binding site followed by four to five “weaker” 
binding sites. The abrupt change in slope at 1.2 equiv is a 
consequence of the different relaxation behavior of the 
V02+ ion at the two types of sites. There appears to be 
greater motional freedom at the “weak” sites; this will be 
discussed in more detail later.

The concentration of free V0(H20)o2+, measured from 
its EPR first derivative intensity,24 as a function of equiva­
lents of V02+ added is shown in Figure 5. The curve begins 
to roll over at high equivalent values due to the appearance 
of a VO(OH)2 precipitate in the titration vessel.24 In the 
absence of hydroxide precipitation, the curve in Figure 5 
would climb steeply at high equivalent values.

In the binding of V02+ ion to albumin it is apparent that 
multiple equilibria are involved. Data were treated by the 
method of Scatchard et al.2° Plots of i>/[V02+]free vs. r were

v '

Figure 7. Scatchard plot after substracting from the data the effect 
of the binding at the first site. The deviation from the line at high v' 
values is due to vanadyl hydroxide formation. See text for definition 
of quantities.

made where v is the moles of V 02+ bound per mole of pro­
tein and [V02+]free is the V0 (H20 ),52+ concentration.

Ideally, one would like to measure the concentration of 
the vanadyl protein complex from its spectrum shown in 
Figure 2. Unfortunately, one does not know the proportion­
ality constant relating the peak-to-peak signal intensity of 
the first-derivative curve to the concentration. Nor is it 
practical to perform a double integration because of the 
myriad of fine structure in the spectrum. Some of the prob­
lems of qualitative analysis by EPR spectroscopy are dis­
cussed in ref 6.

Instead, the concentration of V 02+ bound to the protein, 
[V02+]bound, was determined from the relationship 
[VO2 bound = [V02+]added — [V02+]free. This equation is 
valid only in the absence of vanadyl hydroxide formation, 
i.e., the early part of the titration of metal free albumin 
with V02+. v is given by v = [V02+]bound/[albumin].

A Scatchard plot of the data (Figure 6) shows two 
straight line regions which indicates at least two classes of 
binding sites.2,1 The intercept of the dashed curve with the 
abscissa yields a value of n i  =  1.25 for the number of bind­
ing sites in the first class; correspondingly the slope, —K 1 , 
gives the binding constant K 1 = 2.3 X 106 M-1. Other titra­
tion data not presented here confirm that there is only one 
binding site in the first class.21 Hereafter we refer to this as 
the “strong” site, although the interaction is a relatively 
weak one.

The leveling of the curve to zero slope at high v values in 
Figure 6 is a consequence of the competition of OH-  with 
the protein for the available V02+. Data points are reliable 
only up to v =3 3.

To determine the number of sites in the second class and 
their binding constant, we plot ¿'7[V02+]frei, vs. i'' where V  
=  I’ — 1 (Figure 7). This procedure substracts out the con­
tribution of the “strong” site to the data. This is valid only 
when the two classes of sites are noninteracting, i.e., bind­
ing at one site does not affect binding at another. This 
seems to be the case here. From Figure 7 we obtain n2 = 5.0 
and K > =  2.5 X 104 M-1 for the second class of sites, the 
“weak” sites. Again, the deviation of points above v' = 2 is a 
consequence of the onset of hydroxide precipitation.
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TABLE I: EPR Parameters of Frozen Solutions“

Site Aa(± l . 0 ) b-c A]|(±0.5)c Ax(±1.0)c go(±0.002)d g|[(±0.001) gx(±0.002)

Strong 100.3 172.8 64.0 1.966 1.939 1.979
Weak 102.8 177.1 65.6 1.965 1.938 1.979

° 0.01 M lutidine-HNC>3 buffer solution, pH 5.01. b Calculated from An = (A; + 2Ax )/3. c Units of 10 4 cm '. d Calculated from 
g o =  (g,\ +  2g±)/3.

These data were also plotted according to the method of 
Hughes and Klotz26 which yielded n\ = 1.3 with K \  = 2.8 X 
106 M_1 and n 2 = 5.0 with K 2 =  2.5 X 104 M” 1. These 
values are in good agreement with the results from the 
Scatchard plots.

N a t u r e  o f  t h e  B in d in g  S i te s . The primary site for copper 
binding is located on the amino terminal entj of the pro­
tein1213 i.e., Asp-Thr-His-Lys. In this strong site, the a -  
amino nitrogen, the first two peptide nitrogens, and a ni­
trogen of the imidazole group of His-3 coordinate in a 
square-planar arrangement about the copper13a,e>15 Ni2+ 
competes effectively with Cu2+ for the same binding site, 
apparently because Ni2+ readily forms square-planar com­
plexes.14,15

We have conducted similar experiments with V02+-al- 
bumin and Ni2+. (Competitive binding studies with V02+ 
and Cu2+ were not undertaken because of the tendency of 
these ions to undergo a redox reaction with one another.) 
Varying amounts of Ni2+ were added to solutions of 4.4 X 
10”4 M 1:1 V02+:albumin, 0.02 M lutidine, pH 5.0. After 
incubation for 0.5 h the EPR spectrum was recorded. The 
relative intensity of the free V02+ spectrum increased from
1.0 to 1.8, 2.0, and 2.5 for 1, 2, and 3 equiv of Ni2+ added, 
respectively. Thus Ni2+ and V02+ compete effectively for 
the same strong site which is probably the copper binding 
site.

The EPR parameters for the “strong” and “weak” sites 
as obtained from computer simulation'’ of frozen solution 
spectra are given in Table I. The parameters for the 
“weak” sites are very similar to those for V02+ bound ex- 
traneously to single carboxyl groups in polycrystalline sam­
ples of bovine insulin5 and carboxypeptidase A.8 The 
“weak” sites are probably monodentate coordinating car­
boxyl groups of glutamyl or aspartyl amino acid residues.

If one assumes that Cu2+ and V02+ bind at the same 
strong site, the question arises as to whether all four nitro­
gen ligands («-amino, imidazole, and two amide) also coor­
dinate to the vanadyl ion. The evidence is most consistent 
with only the imidazole group of His-3 binding in the first 
coordination sphere. The hyperfine splittings of the 
“strong” site are not greatly different from those of the 
"weak” site although the former values are smaller as ex­
pected for nitrogen vs. oxygen coordination (Table I). The 
similarities in the EPR parameters probably reflect the 
fact that most of the ligands for both sites are water mole­
cules. Application of the rule of average environment for 
three water molecules and one aromatic nitrogen donor 
coordinated equatorially5 leads to a predicted isotropic hy­
perfine splitting Ao = 101.8 X 10”4 cm '1 which is not 
greatly different from the experimental value of A0 = 100.3 
X 10-4 cm-1 (Table I). Inclusion of other nitrogen donors 
in the first coordination sphere leads to lower Ao values 
and considerably poorer agreement. Clearly, this procedure 
is not sufficiently reliable by itself to draw firm conclu­
sions. However, the pK a ~  6 for imidazole is the closest of 
the nitrogen donors to the pH 5.0 used in these experi­

ments and imidazole is known to coordinate to V02+ in 
several other proteins.5,7,8

In addition, the vanadyl ion coordinates very weakly to 
«-amino groups. A formation constant of only 1.8 is ob­
served for the formation of a bidentate 1:1 vanadyl-glycine 
complex from the ring closure of the monodentate oxygen 
coordinated complex.27 The low affinity for amino groups 
is further amplified by the lack of reports in the literature 
of vanadyl complexes with aliphatic amines. The «-NH2 

group in serum albumin has a pK a — 7.8.28 Finally, ioniza­
tion and coordination of peptide amide linkages is usually 
found only for copper.29

M o le c u la r  M o t io n . Except for small differences in line 
widths and hyperfine splittings, room-temperature EPR 
spectra of solutions of vanadyl labeled proteins are similar 
to spectra obtained with frozen solution or polycrystalline 
samples. For example, the values of A\ and A x are 195.7 
and 71.0 G, respectively, from frozen solution spectra of the 
weak sites of albumin compared to 189.3 and 74.5 G at 
room temperature. These differences are due to partial ro­
tational averaging of the anisotropic dipolar contribution 
to the hyperfine tensor in room-temperature solutions.

The dipolar contribution, Ap, to the hyperfine splitting is 
given by Ap = ( A — A0)/2 where A0 = (A +  2 A  ±  )/3.

We define an “order parameter” S as

iS Ap Ao/ApAo

where the primed and unprimed symbols refer to the room- 
temperature and frozen solution values, respectively. The 
above definition is equivalent to that of Hubbell and 
McConnell for describing rapid anisotropic motion in 
membranes.3(1 Here we use S as a starting point for discus­
sion of motion in vanadyl proteins where the metal ion 
tumbling is primarily governed by the isotropic rotational 
correlation time, rr, of the protein as a whole. For rapid 
tumbling (rr < 10” 10 s) Ap' is essentially averaged to zero 
and S is zero. Conversely in a completely “immobilized” 
spectrum ( tt > 10”7 s) Ap' equals Ap and S is one. The fac­
tor Ao/Ao' is used to roughly correct for variations in spin 
density from solvent effects due freezing the sample.30 For 
the vanadyl ion, this correction is generally near unity.

One expects S to vary monotonically with the correlation 
time for isotropic motion. The correlation time can be esti­
mated from the Debye relationship,31 rr = V -qkT , in which 
the protein is treated as a sphere of volume V  rotating in a 
fluid medium (H20) with a viscosity 7; at T  =  298 K. k  is 
the Boltzmann constant. We calculate an approximate mo­
lecular volume from the partial specific volume of 0.74 
ml/g. Under these assumptions, the rotational correlation 
time is given by rr = 3.0 X 10” 13 W  s, where W  is the mo­
lecular weight (g/mol) of the protein.

Table II lists values of S  and estimated rr for some vana­
dyl-protein complexes of different molecular weight. Al­
though the values of S have an experimental uncertainty of 
about ±0.01, they do show a definite increase with increas­
ing molecular weight and estimated rr. It is clear, however,
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TABLE II: Order Parameters (S ) for Vanadyl-Protein 
Complexes

Protein
Molecular wt,

g/mol rr, 1 0 “ 8 s S

Serum albumin“ 68 000 0.919
(weak sites) 

Carbonic 31 000 0.94 0.930
anhydrasefc

Carboxvpepti- 35 000 1 .1 0.936
dase A“ 

Bovine serum 68 000 2 .1 0.952
albumin“ 
(strong site) 

Transferrin̂ 80 000 2.4 0.956
0 This work. h Reference 7. c Reference 8 . d J. C. Cannon 

and N. D. Chasteen, to be submitted for publication.

that S  values (or other quantities such as A  \'/A n32) based on 
experimental hyperfine splittings of room-temperature 
vanadyl protein solutions, arq not sufficiently sensitive in 
the time domain rr > 1 0 _8.s to permit one to obtain accu­
rate correlation times. For nitroxide spin labels, in which 
the hyperfine anisotropy is an order of magnitude smaller 
than for vanadyl, this limitation sets in at a larger correla­
tion time, rr > 1 0 - 7  s.32

The order parameter for the weak sites in vanadyl-albu­
min is significantly smaller than for the strong site, 0.919 
vs. 0.952 (Table II), which suggests localized motion at the 
weak sites which is fast relative to the tumbling rate of the 
protein as a whole. This is reasonable in view of the small 
binding constant which probably reflects monodentate 
coordination to a single carboxyl group at these sites. The 
EPR parameters discussed earlier (Table I) are also consis­
tent with this. 0

P o w d e r e d  S a m p le s . Powdered samples of albumin were 
soaked in ammonium sulfate solution, pH 5, containing 
sufficient vanadyl sulfate to give a vanadium to protein 
molar ratios from 1 : 1  to 2 0 :1  in the soaking solution (see 
Experimental Section). Powder samples removed from 
soaking solutions of molar.ratios 1:1 to 5:1 exhibited spec­
tra indicative of only one type of binding site with parame­
ters Ay = 170.8 X 10- 4  cm-1, A ±  =  63.1 X 10~ 4 cm-1, g\\ =  
1.936 and g ±  =  1.978. These parameters are similar to 
those of the strong site in frozen solutions of the protein 
(Table I). Metal analysis of a sample from 2 :1  soaking solu­
tion gave 1.04 mol of vanadium per mole of albumin. Thus, 
powder and frozen solution samples appear to exhibit simi­
lar binding properties involving one “strong” site.

In contrast, the primary site in powder samples obtained 
from the ethanol-H20  soaking procedure has quite differ­
ent parameters (A = 166.3 X 10- 4  cm-1, A y  = 62.2 X 10- 4  

cm_1,g = 1.942 andg^ = 1.978) from those of frozen solu­
tion samples or powder samples from the ammonium sul­
fate solution. Possibly the less polar alcohol solution effects 
the surface of the protein and induces a quite different 
mode of binding of the vanadium.

Spectra of powder samples obtained from the rather high 
molar soaking ratios of 1 0 :1  and 2 0 :1  of the ammonium sul­

fate procedure revealed additional resonance lines indica­
tive of V02+ binding in at least three different chemical en­
vironments. At these high molar ratios binding at various 
weakly coordinating sites in the solid state begins to 
occur.21
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Electron spin-lattice relaxation times (Ti) have been measured in solutions of potassium tetracyanoethyl- 
ene containing neutral tetracyanoethylene. In the slow exchange limit, T i as measured by progressive satu­
ration of individual lines, becomes shorter with increasing rate as does T2. In the fast exchange limit, Ti re­
veres to its value in the absence of exchange. The bearing of the results on existence of short-lived interme­
diates is discussed.

1. Introduction
The effect of chemical exchange between a radical ion 

and its neutral precursor on ESR line width is well under­
stood. 1 ' 3 If the rate of exchange is slow, every hyperfine 
line is broadened; if the rate of exchange is fast, the hyper­
fine pattern collapses into a single line. However, the effect 
of chemical exchange on spin-lattice relaxation time has 
received relatively little attention.4-8 In those cases in 
which the line shape has been observed over the entire 
range between the well-resolved hyperfine spectrum and 
the single motionaLy narrowed line, there have been small 
but nagging discrepancies between calculated and observed 
shapes in the intermediate region. The calculations are 
exact solutions for the line shape under the assumptions 
that the electron transfer occurs instantaneously with no 
change in electron spin state, and that the rate is indepen­
dent of nuclear spin states of the participating mole­
cules.9 10  In the hope that measurements of the spin-lattice 
relaxation rate mignt yield some symptom of intervention 
of nonsecular processes in the electron exchange, we have 
undertaken the measurements here described.

KTCNE (potassium tetracyanoethylene) was chosen as 
radical ion and DME (dimethoxyethane) as solvent. The 
ESR spectrum of dilute KTCNE in DME solution consists 
of nine lines with spacing of 1.56 ±  0 .0 2  G. 11 The intensity 
ratio of the nine lines is 1:4:10:16:19:16:10:4:1 expected for 
four equivalent 14N (7 = 1) nuclei. The line shape of the hy­
perfine lines is Lorentzian.12 The solubility of TCNE (tet­
racyanoethylene) in DME is about 2 M at room tempera­
ture. Because of this high solubility one can carry out ex­
periments both in the slow exchange limit and in the fast 
exchange limit.

The effect of chemical exchange on spin-lattice relaxa­
tion time is investigated theoretically using the Bloch 
equations13 approach in section 2. In section 3 experimen­
tal method is described. In section 4 experimental results 
are presented and compared with the theoretical predic­
tion.
2. Theory

The Bloch equation in the presence of chemical ex­
change can be written14

^ f.q+ + oiaM a+ = i y H i M az + Yv k bM b+ -  k aM a+ (la) 
a t  b

M az T T T , f  M az M a0 ^  , w , , ,—  = -  y H x Im M a + --------—------- + Y  k b M bz -  k aM az
a t  T  ia b

(lb)

where the M ’s are the magnetization of electron, subscripts 
a and b refer to specific nuclear spin configuration of the 
radical ion

a a =  ¿(co0q -  (*>) + 1 /T 2a

and Im M a+ is the imaginary part of M a + .
Suppose the electron transfer process is independent of 

initial and final magnetic environment, then k a =  k  =  N k b , 
where N  is the number of different nuclear spin configura­
tions of the radical ion. If there are different nuclear con­
figurations which have the same a, and T u  with fraction 
Pi, in steady state the system of linear eq la and lb be­
comes

G  = Y  M a+ =  t y H i N  (2a)

l - k Y P i f .
i

M iz =  M io -  y H , T u  Im M i+ + Y  k T i jP jM ]z -  k T u M iz
i

(2 b)

where /; = (a, + k ) ~ l . Simple solution for system of eq 2a 
and 2b can be obtained in two special cases. Both cases will 
be discussed below.

a. S low  E x c h a n g e  L im it C a se. In this limit where all the 
hyperfine lines are well separated from each other the fol­
lowing inequality holds:

la); — co;|T2/  »  1 (3)

where co, and co;- are the resonance frequencies of different 
hyperfine lines and l/ T 2/  = l/T y + k. When the radio fre­
quency co is close to co;, using inequality 3, from eq 2a, one 
obtains

G =  iyHiMic N P iT o J M r

1 + i(co — CO!')T2l'"M ,'0
(4)

where T 2,"  is defined by

- + k ( l - P i ) =  —  +  
T* T2l

1 - P i (5)

If saturation is negligible, i.e., M ,2 = A7,o = M 0/N , one ob­
tains

M y  = Im G  =
y H jM o P jT x "

1 + (co — co,)2T2, " 2
(6 )

This is identical with the result obtained by Piette and An­
derson.3 If saturation is not negligible, one makës the fol­
lowing assumption in order to simplify eq 2b and 4: when co
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=* oj,, only those M az's which are involved in the transition 
at to, deviate appreciably from their thermal equilibrium 
value, the other Mfe’s are assumed to have their thermal 
equilibrium value. Using this assumption, eq 2b becomes

Mu = Mi o  -
y H j T u  Im M i+

l +  k T u ( l - P i )
(7)

Substituting eq 7 into eq 4 one obtains

M y  = Im G  =  ■yHlM o P iT 2 Ĵ l + (to — tCi)2T 2i "  +

y 2H i 2T o " --------- — --------- 1
- l+ Ä T ü d -P .-lJ

(8 )

From eq 8 , one obtains the effective spin-lattice relaxation 
time T u "  given by

1 1  1 -P,-
T  u "  T u

0 )

In this limiting case, the effect of chemical exchange on Tj 
is the same as on T2. One can test these predictions by 
measuring l/T\  and 1/T2 as a function of the concentration 
of the neutral precursor. One expects to find that 1  I T i and 
l/T-7 depend linearly on the concentration with the same 
slope.

b. F a s t  E x c h a n g e  L im it  C a se . In this limit all hyperfine 
lines collapse into a single line, and the inequality

I to, -  <oj|7y «  l (1 0 )

can be assumed to hold.
The following two assumptions are made in order to sim­

plify eq 2a and 2b. (1) In the absence of chemical exchange, 
all hyperfine lines have the same T 2, i.e., T 2l =  T 2; = T 2. 
(2) In the absence of chemical exchange, all hyperfine lines 
have the same Ti, i.e., T u  =  T p  =  1\. From eq 2b, one ob­
tains

M iz =  M , 0 -
y H i T i  Im M i+ y H i T x( k T J N )  Im G

1 + kT \  l-ffeTi

Substitute eq 11 into eq 2a, one obtains

£
G = ( i y H , M 0 -  i y 2H { 2T , Im G ) ■

i  1 +  a ,  T

£
P,a,

(ID

(1 2 )

i  1  +  C t i T

In obtaining eq 12, one has made the approximation that

PiN P i  Im M +  _  Im g  x
/ 1 + OLiT (  £ ------— )V ; 1 + a , r /

This is a good approximation, because eq 10 is true in this 
limiting case. The technique developed in ref 3 can be used 
to simplify the assumption in eq 1 2

£
Pi

1 +  a , T

Pi a  i 
1  + a, r

___________ 1___________

—  + I (co — (a>j) ) +  X T  o'

where V is the second moment of the radical ion spectrum 
in the absence of chemical exchange, and (co j) =  'LjPjUj. 
From eq 12, one obtains

M y Im G =
___________ y H jM o T o "___________
1 + (u> -  ( w j ) ) 2T o " 2 +  y 2H i 2T i T o "

(13)

where T 2"  is defined by

1

T 2"
= —  + v r 2'

t 2
If the chemical exchange is the dominant mechanism which 
causes the hyperfine lines to collapse into a single line, then

1

T 2"
= —  + Vt

t 2
(14)

From eq 13, one concludes that the effective spin-lattice 
relaxation time is T u  the spin-lattice relaxation time of the 
radical ion in the absence of chemical exchange.

One can test the predictions by measuring l/ T i  and 1 / T 2 
as a function of concentration of neutral precursor. One ex­
pects to find in the fast limit that 1 /T 2 depends linearly on 
the inverse of concentration and 1 IT\  is independent of 
concentration.

3. Experimental Method
3.1. C h em ica ls . TONE was obtained from Eastman. It 

was purified by sublimation under vacuum three times.
DME was obtained from Eastman. It was purified by 

distillation, then dried over a sodium-potassium alloy. 
After drying, it was stored in a solvent bottle which con­
tained the sodium-potassium alloy.

KTCNE was prepared by allowing purified TCNE to 
react with pure potassium (supplied by MSA Research 
Corp.) under vacuum using DME as solvent. Excess TCNE 
was used in order to prevent the formation of the dinega­
tive ion. After the reaction was completed, solvent was 
pumped away. The resulting substance was heated to 120 
°C to sublime the unreacted TCNE. The prepared KTCNE 
was identified by its visible spectrum, and it was sent to 
Galbraith Laboratories for quantitative analysis. The ob­
served percentage of elements is nitrogen 33.30%, carbon 
42.95% and the calculated percentage is nitrogen 33.53%, 
carbon 43.11%.

3.2. S a m p le  P r e p a r a t io n . Because there is the Heisen­
berg exchange effect in KTCNE solution, it is convenient 
to keep the KTCNE concentration the same for all sam­
ples.

All ESR sample tubes were Pyrex and have been selected 
so that they have the same inside and outside diameter. All 
glassware used in sample preparation has been carefully 
cleaned. All graduated tubes used in volume measurements 
were calibrated. A large volume of known KTCNE concen­
tration (5 X 10- 5  M) solution was prepared. Then a known 
amount of TCNE was introduced into the KTCNE solution 
through a breakseal. A small amount of this solution was 
introduced into an ESR sample tube which could be sepa­
rated from the rest of the glass apparatus by a rotaflo stop­
cock. Then this tube was sealed off. More TCNE was dis­
solved in the KTCNE solution, and some solution was in­
troduced into other ESR sample tubes and sealed off. This 
procedure was repeated again, until one prepared all the 
desired ESR sample tubes. All the above procedures were 
carried out under vacuum. The concentration of TCNE 
ranged from 1 X  10- 3  to 6 X  10- 2  M for the slow exchange 
limit experiment.

It is known15 that there is a photoinduced radical ion for­
mation of TCNE in DME solution. Samples prepared for 
the fast exchange limit experiment must be shielded 
against light. A large volume of known KTCNE concentra­
tion (1 X 10-4 M) solution was prepared. About 10 cm3 of 
this solution was introduced into an ESR sample tube 
which consisted of a graduated tube, a breakseal containing
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a weighed amount of TCNE, and an ESR probe tube. Then 
this tube was sealed off. These procedures were repeated 
until the desired amount of sample tubes were prepared. 
The breakseal was broken just before measuring the line 
width. The concentration of TCNE for the fast exchange 
limit experiments range from 0.5 to 1.8 M. All samples were 
stored in a freezer when not in use.

3.3. S p e c t r o m e te r . All line widths were measured using a 
Varian E-3 X-band spectrometer with some modifications. 
A lockin amplifier HR-8 , made by Princeton Applied Re­
search Corp., was used to generate the modulation field 
and to detect the signal in order to avoid the effect of high 
modulation frequency. A 10 dB direction coupler was in­
serted in the E-3 waveguide network in order to measure 
the microwave power incident upon the cavity. The micro- 
wave power was measured by power meter Model 454A 
made by the General Microwave Corp. with Model 420 tfr 
power head. Temperature was controlled by a home-made 
temperature control which can control the temperature to 
within 0.5 °C. The leaded quality factor Ql was measured 
by an Alfred sweep oscillator Model 650 and an Alfred 
sweep network analyzer Model 7051. In the slow exchange 
limit experiment all line widths measured never exceeded 
500 mG in order to avoid the error originating from the in­
terference between neighboring hyperfine lines. 16

4. Result and Discussion
4.1. R e s u lt  f o r  th e  S low  E x c h a n g e  L im it  E x p e r im e n t .  

Three lines have been studied in this experiment: the cen­
tral line, the line next to the central line, and the second 
line away from the central line on the high-field side. The 
reasons that only three lines have been studied are as fol­
lows. (1) The lines on the wing of ESR spectrum are so 
weak that their width cannot be accurately measured and 
there are possible line shape distortions from the 13C hy­
perfine splittings. (2 ) The corresponding lines on each side 
of the central line are expected to behave the same in this 
experiment. The line width of each line was measured three 
times at four different microwave powers and at four dif­
ferent temperatures for samples with different TCNE con­
centration. The consistency of the line width measurement 
is that the standard deviation is less than 5% of the average 
line width. The observed line width depends on radiation 
field amplitude H i  as

yA H p p
2  V y 2H i 2T i T 2 + 1 

V3 T 2
(15)

H i  depends on the microwave power incident upon the mi­
crowave cavity as

( H  i~ )5 = X P wQ l  (16)

where Pw is the microwave power incident upon the cavity, 
Ql is a loaded quality factor, K  is a constant that depends 
on the filling factor, ( H i2)s is the average H i 2 over the 
sample inside the cavity. AH pp is the true line width. The 
line width measured depends on the modulation amplitude 
H m as17’18

AHppobsd = Atfpp ( ^ )  + 5 -  2 [(4 + ( ^ - )  ]

(17)

and the amplitude of the observed signal depends on the 
modulation amplitude as

TABLE I: Kce Obtained from the Slow Exchange Limit 
Experiment

Temp, °C k c E ,a M 1 s 1 k c E ,b M 1 s 1

-54.0
-33.5

-9.2
7.8

(9.21 ±  9.11) X 10s 
(2.49 ±  0.27) X 107 
(7.36 ±  0.89) X 107 
(1.78 ±  0.90) X 108

(1.01 ±  0.34) X 107 
(2.34 ±  0.39) X 107 
(5.52 ±  1.05) X 107 
(1.45 ±  0.17) X 108

“ Rate constant obtained from T 2 measurement. b Rate constant 
obtained from T i measurement.

where Aipp is the peak-to-peak amplitude. From the above 
consideration one concludes that the parameters needed in 
calculating T i and T 2 are H m, Ql, and K .

The modulation amplitude is proportional to the voltage 
applied to the modulation coil. The line widths and ampli­
tudes of a narrow ESR line were measured at five different 
voltages. A computer program was written to fit the experi­
mental data to eq 17 and 18. The results are that the modu­
lation amplitude used in this experiment is 33.4 mG from 
line width analysis and 34.6 i»G was used in data analysis. 
The average value H m =  34.0 mG was used in data analysis. 
Ql ’s of all the samples prepared for this experiment were 
measured at the fixed coupling condition used in line width 
measurement at room temperature. They are constant 
within experimental error. The average Ql is 2610 ±  160. 
The temperature dependence of Ql for samples used in the 
fast exchange limit has been studied. The results indicated 
that Ql is independent of temperature. Hence Q l ’s will be 
regarded as constant in data analysis.

The parameter K  was considered to be constant for all 
samples used in this experiment. It was determined by as­
suming Ti = T 2 for dilute (5 X 10“ 5 M) KTCNE in DME 
solution. This assumption was verified later by measuring 
T i  and T 2 of a 5.22 X 10- 5  M KTCNE in DME solution 
using the pulse ESR technique at room temperature. The 
measurement19 showed that T i = 2 .2  fis and T 2 = 2 .2  fis for 
the three lines studied in this experiment.

The Ti’s and T 2 s were calculated by the following pro­
cedures. First all line widths were corrected for modulation 
amplitude broadening by using eq 17. Then the line widths 
at four different microwave powers for a specific sample, a 
specific line at specific temperature, were put into the com­
puter to fit them with the equation

y A H p p
2 V i  + P ù!T i T 2 

V3 T 2

The computer program used the algorithm of Marquardt20 

for the nonlinear least-squares fit. From the nonlinear 
least-squares fit one obtained T 2 and relative value of T i. 
The absolute values of T { s were obtained by setting T i = 
T 2 for samples without TCNE. After the 7Ys and 7Vs for 
one line at one temperature were calculated, 1/Tj’s and 1/ 
T 2’s were fit linearly with respect to the TCNE concentra­
tion to obtain the chemical exchange rate k  =  &ce[TCNE]. 
The temperature dependence of the TCNE concentration 
was corrected by using the DME density data determined 
by Carvajal, Tolle, Smid, and Szwarc.21 The rate constants 
k c E  obtained after appropriate averaging are listed in 
Table I. Most of the chemical exchange rate constants k cE
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obtained from \/T\ measurements are smaller than the 
corresponding rate constants obtained from T2 measure­
ments. This discrepancy will be considered now. In deriv­
ing eq 17, the assumption was made that when w =; oj, only 
those A/,vs involved in the transitions at resonance fre­
quency a), deviate appreciably from their thermal equilibri­
um value; all the other M jz ’s are assumed to have their 
thermal equilibrium value. The discrepancy comes mainly 
from this assumption. If the assumption is neglected, then 
in the steady state one has to solve the following equations:

i .y H  ¡N X _ P ,M lzf,

1 - k Z  P ifi
i

(2 a)

M lz( 1 + kTi,(l -  Pi)) = M i 0 - j H i T u  Im M,
+  k T u J f P j M JZ (19)

i* i

M jz  =  M jo  -  y H \ T i j  Im M J+ +  k T ij £  P M i?  t  k T p M jz

(2 0 )

The following assumptions will be made in order to simpli­
fy the solution of the above equation: (1 ) all T u ’s and T2,-’s 
in the dilute radical ion solution are assumed to be the 
same, i.e., T = T ¡j  =  T  ¡; (2) when co =: <v,, the second term 
y H \ T \ , Im M j+  on the right-hand side of eq 20 will be as­
sumed to be negligible; (3) when o> ~  w¡, all the M jz ’s ex­
cept M iz ’s are assumed to be equal. This is perceivable be­
cause the only mechanism for M jz ’ s to deviate from ther­
mal equilibrium value comes from the chemical exchange. 
Using these assumptions, from eq 19 and 20, one obtains

„  b , ,  y H ,T i  Im M i+
M iz =  -  M l 0 -----------------------

a a
(2 1 )

where

a =  1 + k T , {  1 —
k ^ T i P i d - P j )  

1 + k T \ P i

b =
i | k T i d  - P j )  

1 +  k T iP i

Substituting eq 21 for eq 2a and using the slow exchange 
limit condition, one obtains

M v = -
( b M y H i M o P M (2 2 )

1 + (« -  u i P T v "  +  y 2f /,2(Ti/a)T2"
From this equation one draws the conclusion that the effec 
tive spin-lattice relaxation time T is

1 _  1 ! 1 - P j  i2T,(l -  Pj) 
T\”  T i  t 1 + k T i

(23)

Comparing eq 23 with eq 9, one sees that the first two 
terms are identical. The last term makes a large contribu­
tion to k T i > 1 . Thus the discrepancy between kcE mea­
sured from T i and T2 can be explained. If the last term in 
eq 23 cannot be neglected, further increase in TCNE con­
centration will produce only slight increase in 1/Tj". This 
behavior has been observed experimentally. In Figure 1, 
1 /T i’s and 1/T2’s are plotted against the TCNE concentra­
tions to illustrate eq 23.

4.2. R e s u lt  fo r  th e  F a s t  E x c h a n g e  L im it  E x p e r im e n t . In 
this experiment, line widths have been measured three 
times for each sample at eight different microwave powers 
and at four different temperatures. The consistency of the

Figure 1. 1 /7 , and 1 /7 2 of center line at —9.2 °C : circles, 1/ 7 2 1  

stars, 1 /7 , .  The solid line is a linear least-squares fit o f 1 /7 2 vs. 
[TCNE], The dotted line is calculated from eq 22 using parameters 
obtained from the least-squares fit.

line width measurement is that the amplitude used in this 
experiment is either 32.6 or 82.9 mG depending on the sig- 
nal-to-noise ratio. The loaded quality factors for all sam­
ples including the sample used in determining the parame­
ter K  have been measured at fixed coupling condition used 
in line width measurement at four different temperatures. 
The results are that at 30.9 °C Ql = 3840 ±  110, at 41.3 °C 
Ql = 3800 ± 140, at 49.0 °C QL = 3780 ±  2 0 0 , and at 59.5 
°C Ql = 3920 ± 1 0 0 . They are constant within experimen­
tal error. In determining the parameter K ,  a 7.0 X 10- 2  M 
BDPA (n',a,y,7 -bis(diphenylene)-d-phenylallyl) in DME 
solution was used. The T i of this sample has been mea­
sured by Brandie, Kruger, and Muller-Warmuth.22 The 
method of computing T ( and T 2 from the measured line 
widths and microwave powers is the same as in the slow ex­
change limit experiment. From the linear least-squares fit 
of 1/T2 v s . 1 /[TCNE], one can calculate the chemical ex­
change rate constant kcE - The Heisenberg exchange can be 
considered as a correlated chemical exchange. If one keeps 
the KTCNE concentration small compared to the TCNE 
concentration, the effective T i should be independent of 
the KTCNE concentration. This conclusion is verified in 
this experiment, two different concentrations of KTCNE, 
3.38 X 10- 4  and 3.75 X 10- 4  M, were used in this experi­
ment. The measured T i’s are constant within experimental 
error. They are listed along with the rate constant &ce in 
Table II.

4.3. C o n c lu s io n  a n d  D is c u s s io n . The exchange rate con­
stant k c E  depends on temperature as

kc.F. =  k Q exp [ - ( E J R T ) ]

If the & c e ’s calculated from 1 /T 2 measurements are fitted 
to the above equation, one obtains log k 0 =  12.49 ± 0.13 
and E a =  5.54 ± 0.16 kcal/mcl. These values agree very well
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TABLE II: Jc c e  and T t Obtained from the Fast Exchange 
Limit Experiment

Temp, °C kcK, M ' s 1 Tu s

30.9 (3.60 ±0.14) X 108 (1.76 ±  0.43) X IO“ 6
41.3 (4.55 ±  0.20) X 108 (1.96 ±  0.38) X 10“ 6
49.0 (4.89 ±  0.20) X 108 (2.14 ±  0.17) X 10~6
59.5 (6.21 ±  0.21) X 108 (2.12 ±  0.19) X 10~6

with the data obtained by Watts, Lu, Chen, and East­
man.23

The conclusion that the chemical exchange effect on the 
spin-lattice relaxation time is that in the slow exchange 
limit l/ T u ”  + (1 — F\)/r and in the fast exchange limit T\ 
is the intrinsic radical ion can be understood physically. 
The spin-lattice relaxation time is the time constant for 
the z component of magnetization approaching its thermal 
equilibrium value. In the slow exchange limit case chemical 
exchange provides another relaxation mechanism besides 
those present in the radical-ion solution. When the mag­
netization M z at resonance frequency to, is saturated by a 
microwave field at frequency or =* oj,, the electrons will 
jump to other sites through chemical exchange. If one of 
them jumps to a site with a resonance frequency other than
0)1 , the magnetization M z loses part of its saturated M12 and 
obtains :'other magnetization closer to its thermal equilibri­
um value. This kind of jump provides relaxation. If it 
jumps to a site with resonance frequency co, , this jump does 
not provide relaxation. This is why one has the (1 — P, ) 
factor. In the fast exchange limit, the rate of jump is so fast 
that an electron can he considered as moving in an effective 
field produced by nuclear spins of the radical ion besides 
the field applied externally. One has to consider the total 
magnetization as a whole instead of dividing it into mag­
netizations at resonance frequencies to,, o > j ,  etc., as in the 
slow exchange limit case. Hence the chemical exchange in 
this case cannot be considered as a relaxation mechanism. 
Nonsecular contributions of the exchange process could 
arise from excursions of short duration with large changes 
in the local magnetic field. One possible process of this 
could be an enhanced counterion hyperfine splitting during 
exchange. In the KTCNE-DME system, no potassium 
splitting characteristic of contact ion pairing was observed. 
Consequently, it may be supposed that this system involves 
essentially solvent-separated ion pairs. If the electron 
transfer reaction is accompanied by a counterion transfer 
through the formation of a sandwich structure in the tran­
sition state,24 then in the transition state the electron will 
experience a hyperfine interaction due to the potassium 
nucleus (39K, I  = 3/2, natural abundance 93.10%). This hy­
perfine interaction contains terms such as /+S_ and I - S + .  
These two terms contribute to the electron spin-lattice re­
laxation time in the transition state. The contribution from 
the hyperfine pulses can be approximated as28

T i hf r 1 +  o>o2T22

where Tjhf is the electron spin-lattice relaxation time due 
to the hyperfine interaction in the transition state, A  is the 
hyperfine coupling constant in the transition state, r2 is the 
average lifetime of the transition state, r is the time be­
tween successive electron jumps which is equal to the in­
verse of &ce times TCNE concentration, and too is electron 
Lamor frequency. If *he contribution from the hyperfine 
pulses to total electron spin-lattice relaxation time is not

negligible, one would be able to observe this contribution in 
the fast exchange limit experiment.

In this research it is shown that in the fast exchange 
limit the observed electron spin-lattice relaxation time is 
the same as the intrinsic electron spin-lattice relaxation 
time of the radical ion. Consequently, it may be supposed 
that T‘2 is very short or there is no such kind of transition 
state at all in this system. One can give a rough estimate of 
to from eq 24, using the data that 1 / t  = 109 s_1, assuming 
that in transition state the hyperfine coupling constant A  is 
the same as in atomic potassium, roughly 1 0 0  G and ne­
glecting a>o2To2 one obtains the following inequality:

------^  4 X 102 ,to2 < —  ~  5 X 10°
T  lnf - T\

From this inequality, to is approximately 10_n s.
If there is a sandwich transition state, one may ask 

whether in the slow exchange limit the transition state af­
fects the electron spin-lattice relaxation time? The answer 
is no. In the slow exchange limit, the chemical exchange 
process provides a path for the saturated electrons to jump 
to other nonresonant environments and simultaneously 
bring unsaturated electrons into the resonant environ­
ments to be saturated as explained before.

If the spin-lattice relaxation times had been measured 
by the method of Bloembergen and Wang26 in which the 
recovery of the total magnetization p a r a l l e l  to the external 
field was recorded, no effect of chemical exchange would 
have been observed owing to the commutation of <S2>totai 
with the exchange Hamiltonian. Pulse methods similar to 
those frequently used in nuclear magnetic resonance in 
which the temporal behavior of each part of the spectrum 
is observed would presumably have yielded results equiva­
lent to those which we have found. Pulse methods are pref­
erable but we mastered the necessary experimental meth­
ods too late.
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An improved exciton formalism is presented that permits more accurate evaluation of environmental (sol­
vent and/or neighboring chlorophyll molecules) effects on the electronic transition energies of chlorophyll 
aggregates. This formalism, based on well-established exciton theory for molecular crystals, clearly shows 
that the environmental shifts and transition density-transition density shifts of the electronic transition 
energies of molecular aggregates are not additive (except in special cases) as has been generally assumed 
previously. Explicit equations have been derived for (a) the lower excited singlet state wave functions of 
chlorophyll dimer, and (b) transition energies and transition dipoles for the ground to lower excited singlet 
state transitions in chlorophyll dimer. The formalism is applied to a discussion of the nature of antenna 
chlorophyll and the electronic relationship between antenna chlorophyll and photoreaction trap chloro­
phyll. Much.of the formalism in this paper is not restricted to chlorophyll aggregates and is applicable in 
general to aggregates containing a mixture of light-absorbing (chromophore) molecules and solvent mole­
cules.

I. Introduction

Frenkel2 4 was the first to introduce the concept of exci­
tation waves (excitons) to explain the electromagnetic 
spectra of crystals. Later, the concept of excitons was de­
veloped in detail for molecular crystals by Davydov.5 Much 
of the formalism5-8 for excitons in crystals can also be ap­
plied directly to noncrystalline (i.e., nonperiodic) molecular 
aggregates. Our interest in exciton theory arose from our 
concern with the primary events of light collection and con­
version in photosynthesis. These primary events are gener­
ally believed to occur within a photosynthetic unit9 -11 in 
which several hundred or more associated chlorophyll (Chi) 
molecules act,cooperatively to absorb, transport, and con­
vert light energy. In the photosynthetic unit light energy is 
absorbed by antenna Chi (which consists of the great ma­
jority of the Chi molecules present) where it is converted 
into electronic excitation energy. This excitation energy is 
then transferred very efficiently to a few special12 chloro­
phyll molecules in a photoreaction center13 where oxidizing 
and reducing capacity is generated.

Exciton theory has been used14-20 to calculate the elec­
tronic spectral properties of Chi aggregates. Unfortunately, 
the formulations18,21’22 applied in these previous stud­
ies14-20 can be shown to be inapplicable either because the 
effects of the environment have been totally neglected, or 
because identical environmental transition energy shifts 
have been assumed for all chromophore molecules. In the 
present paper we present an improved exciton formalism 
for Chi aggregates that explicitly includes the effects of the 
environment. The formalism is not restricted to Chi aggre­
gates, however, and is applicable in general to aggregates 
containing a mixture of light-absorbing (chromophore) 
molecules and solvent molecules. We are well aware that 
exciton states have been treated correctly for the case of 
molecular crystals,5-8 and thus the basic physics of our for­
malism is not novel. However, previous applications of ex­
citon theory to molecular aggregates have been subjected to 
simplifying assumptions regarding environmental effects, 
and these may seriously affect the validity of conclusions

drawn about the electronic structure of molecular aggre­
gates. We believe that the formalism presented here is 
more appropriate than earlier ones for many problems of 
particular interest to chemists.

II. Chlorophyll Aggregates

Nuclear magnetic resonance23-26 and infrared spectro­
scopic23,24'2 ‘ -28 studies have shown that the central magne­
sium atom of Chi is coordinatively unsaturated when as­
signed a coordination number of 4, as is the case in the 
structural formula as usually written (Figure 1 ). Thus, 
there is a strong tendency for one or both of the Mg axial 
positions to contain an electron donor group.29 The donor 
ligand can be a typical Lewis base (e.g., a polar solvent such 
as acetone, pyridine, or diethyl ether that acts as a mono­
functional donor), in which case monomeric Chi species, 
Chl-Li and Chl-L2,30 are formed. If the donor is a bifunc­
tional ligand (e.g., dioxane, pyrazine), then cross-linked Chi 
species, which may be of colloidal dimensions, can be 
formed.3 1’32 Water is a particularly important bifunctional 
ligand, for the oxygen atom can be coordinated to the Mg 
atom of one Chi molecule, and the two hydrogen atoms are 
then available for hydrogen bonding to one (or possibly 
two) other Chi molecules.33’34 In the absence of other do­
nors a Chi molecule can act as donor (via its keto C = 0  
function at position 9 in ring V, Figure 1) to the Mg atom of 
another Chl.3° The keto C = 0 —Mg self-aggregation can 
lead to the formation of dimers or oligomers,36 depending 
upon conditions. Spectroscopic comparisons of in vivo Chi 
with various Chi species that can be prepared in vitro have 
led to the tentative identification of hydrated Chi dimer 
with photoreaction Chi,37-43 and the Chi oligomer (Chl)n 
with antenna Chi.44

III. Electronic Spectral Properties of Molecular 
Aggregates

In this section we present a formalism for calculating the 
electronic spectral properties of chromophore-containing 
molecular aggregates of arbitrary structure and composi-
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phytyl =

ethyl = CH2CH3
Figure 1. Molecular structures for chlorophyll a (Chi a) and ethyl 
chlorophyllide a: R = phytyl for chlorophyll a; R = ethyl for ethyl 
chlorophyllide a.

tion. In the present paper we will consider only the case 
where the Born-Oppenheimer approximation45 holds for 
the aggregate.

Consider an aggregate of N  molecules composed of one 
or more types of chromophore molecules along with some 
solvent molecules.46 Let <pik denote the electronic wave 
function (under the Born-Oppenheimer approximation) 
for the k th  electronic state of the ith molecule in the aggre­
gate. If the overlap between the molecules is small,47 the 
ground electronic state wave function, i/s, for the aggregate 
may be approximated by the (zeroth-order) wave function

= n  xh°  a)
i

where ^¡° is the ground state electronic wave function for 
the ith molecule when isolated. The Hamiltonian operator, 

for the system contains electronic kinetic energy, elec­
tron-nuclear Coulombic interaction, electron-electron 
Coulombic interaction, and nuclear-nuclear Coulombic in­
teraction terms and may be partitioned as follows:

N  „ N
# = E H i  +  E f f u  (2)

i — 1 i  <  j

where H i  involves only electrons and nuclei on the ¡th mol­
ecule and f f i j  contains electron-electron, nuclear-nuclear, 
and nuclear-electron Coulombic interaction terms between 
molecule i and molecule /. The energy (to first order48) of 
the ground state, Eg, of the aggregate may be written as

A ’ s  =  ( 9t \ )  ( 3 )

= E + E (w V/l-^ylw V/0) (4)
I i < j

where £j° is the energy of the ¡th molecule in its ground 
state as an isolated molecule, and < <6 % °! ‘U lJ\ «a V / ’) is the 
Coulombic interaction energy between the ¡th molecule 
and ;t.h molecule, both in their ground states.

Nonstationary excited electronic states may be formed in 
much the same way as the ground state wave function was 
formed, i.e., by taking products of the wave functions for

individual molecules with one or more of the molecules in 
excited states. For example

<t>i = ( n  w ° )  ‘Pi1 ( n  i t f )  (5 )

is the (zeroth-order) wave function that represents the 
nonstationary excited state with the ith molecule excited to 
its first excited state with all other molecules remaining in 
their ground states. Additional 0,-’s can be constructed that 
correspond (a) to just one molecule excited to a singlet 
state other than the first excited singlet state, (b) to two or 
more molecules excited, or (c) to charge transfer between 
molecules. Quasi-stationary electronic states are formed by 
taking linear combinations of the <t>i’s; the linear coeffi­
cients are determined by minimizing the total energy with 
respect to the linear coefficients (variational method). The 
problem of determining the linear coefficients reduces to 
the problem of finding the unitary matrix, U, that diago­
nalizes the matrix, H, where

H u =  (6 )

H ,j  =  H J l=  (4>i\H\4>j) (T>

and

U+HU = « (8 )

The quasi-stationary states, \pi, of energy e, (to first
order48) are given by

H i ,  t o ,  ■ • ■) = (01, <t>2, ■ • -)U (9)

It should be pointed out that the states, are nonsta­
tionary; if a single molecule is excited, the excitation energy 
will not remain localized on that molecule, but spreads in 
time to other molecules. The states, 1 are called quasi- 
stationary here because they are purely electronic wave 
functions, and coupling to the nuclear motions would bring 
about a transfer of energy from electronic excitation energy 
to nuclear motions (i.e., heat).

Consider the lowest energy excited singlet state of the 
aggregate. We construct this state by taking a linear combi­
nation of the nonstationary states, </>,, as defined in eq 5. 
The elements of H simplify to

H u  =  E i 1 +  E  E j °  +  E  < v t fW | t f j k l v M 0 )
j * ‘ ¡<k

j * t * k  N

+ L  < ̂  Vy°|%ij\ <Pi Vy°> (1 0 )
j^ i

and

H ij =  H j i =  (<Pi°<pj1\‘Hij\<(>ilipj0 ) (1 1 )

where ] is the wave function for the lowest excited singlet 
state of the ¡th molecule, E t 1 is the energy of the lowest ex­
cited singlet state of the ith molecule, E j°  is the energy of 
the ground state of the /th molecule, ( °| Ü ¡k\ <Pj°<Pk0)
is the interaction energy between the j  th molecule in its 
ground state, and the /eth molecule in its ground state, 
( ‘Pi 1Vjc\Hij\ (fii V ;° )  is the interaction energy between the 
ith molecule in its lowest excited singlet state and the /th 
molecule in its ground state, and ( ca'Vj '| ‘fi Vj0) is the 
interaction energy between the transition density, <a V i°, 
on the ith molecule and the transition density, 1fij'tpj0, on 
the /th molecule.49 If we modify the H to H' by subtracting 
the ground state energy (eq 4) of the aggregate from each 
H u , the same unitary matrix, U, that diagonalizes H will
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also diagonalize H'; thus, the eigenvectors will be un­
changed but the eigenvalues, c,, will now be transition 
energies from the ground state.

H u' = ¿V -  E ,°  +  E «  V >  -

E  < « V -° l* y k -V >  ( !2 )
j * ¡

and

Hi/ = Hji' = <<A'(V ;1|£r,y|(6 V / )  (13)
Consider an aggregate composed of M  chromophore mol­

ecules (not necessarily identical) with comparable ground 
to first excited singlet state transition energies and N  — M  
solvent molecules.46 It follows from nondegenerate pertur­
bation theory that the solvent molecules will affect the en­
ergy of the aggregate only through the ground state of the 
solvent molecules interacting differentially with the ground 
and first excited states of the chromophore molecules. 
Thus, if we are only interested in the N  lowest excited sin­
glet states of the aggregate, the solvent effects may be re­
tained in the chromophore diagonal elements of H', and the 
matrix, H', to be diagonalized may be reduced from an IV X 
N  to an M  X M  matrix, H". The H" matrix then contains 
isolated molecule transition energies plus the environmen­
tal shifts (due to solvent molecules and chromophore mole­
cules in their ground states) on the diagonal and the transi­
tion density-transition density interaction energies be­
tween chromophore molecules on the off-diagonal.

IV. Application of the Formalism
We now consider the kinds of information needed for 

practical implementation of the formalism to chemical 
problems. If the molecules in the aggregate under study 
have permanent dipole moments, and if each chromophore 
molecule has a significant change in its dipole moment in 
going from the ground state to the first excited singlet 
state, then the m in im u m  information about isolated mole­
cules needed to apply the exciton formalism presented in 
this paper is (a) the ground state to first excited singlet 
state transition energies of the chromophore molecules; (b) 
the ground state permanent dipole moment vectors for all 
molecules in the aggregate; (c) the first excited singlet state 
dipole moment vectors (or alternatively, the vector differ­
ence, j l e -  jig , between the first excited singlet state dipole 
moment and the ground state dipole moment) for all the 
chromophore molecules; and (d) the transition dipole mo­
ment vector for the ground to first excited singlet state 
transition of the chromophore molecules.

The quantities a-d are used to construct an approximate 
H ”  matrix in the following way. The off-diagonal matrix el­
ement, H ¡j" , is the dipole-dipole interaction energy be­
tween the transition dipole on chromophore i and the tran­
sition dipole on chromophore j .  The diagonal element, 
H u ” , is the ground to first excited singlet state transition 
energy for an isolated chromophore molecule i plus the 
pairwise sum of the dipole-dipole interaction energies be­
tween the difference dipole, ¿¡e — Mg, on chromophore mole­
cule i and the ground state dipole moment vectors on all 
the other molecules in the aggregate.

The electronic transition energy (quantity a) and the 
length of the transition dipole (quantity d) are readily ob­
tainable from electronic absorption spectroscopy. The 
other quantities are, in principle, obtainable from experi­
ment, although the availability of such data in the litera­

ture varies greatly for chromophore molecules of interest. 
All of the quantities required for practical applications of 
the formalism are in principle calculable by molecular 
quantum mechanical techniques. In practice, it is not al­
ways possible to calculate the required quantities by cur­
rently available theoretical computational techniques at a 
reasonable cost and with sufficient accuracy. For the par­
ticular case of the chlorophylls, we are attempting to com­
pute quantities a-d by an ab initio molecular orbital ap­
proach. It still remains to be seen whether these parame­
ters can be computed with sufficient accuracy, but we con­
sider this a promising approach.

For the special case of a one-, two-, or three-dimensional 
crystal with one molecule per unit cell, the transition den­
sity-transition density shift and the environmental shift 
are additive. Thus, if the crystal structure, transition dipole 
moment vector, and the total shift (from electronic absorp­
tion spectroscopy) are known, then the environmental shift 
can be computed without detailed knowledge of quantities 
b and c. We use this approach in section VII to compute 
the environmental shift for a hydrated monolayer of ethyl 
chlorophyllide a.

V. Chromophore Dimers
The formalism of the previous section can be used to de­

rive explicit formulas for dimers of interacting chromo­
phore molecules (e.g., (Chi a)2, Chi a-Chl b) with compara­
ble ground state to first excited state transition energies. 
The case of the chromophore dimer with two not necessari­
ly identical molecules has been correctly treated by F5r- 
ster.°° In this section we treat the more general case of a 
chromophore dimer embedded in a molecular aggregate 
containing solvent46 molecules. Let S i and A-2 be the 
ground state to first excited singlet state transition energies 
of the isolated chromophores.

A, = W / \ H XW )  -  <*1°|#1|(fl0> (14)

^ 2  = (v^1! d V>21) -  (15)

Let <y1 and <r2 denote the aggregate environmental shift of 
the ground to first excited singlet state transition energies

<n = E (<MiV<°lÜ \ \  ¡p/tpi0 ) ~
i>i

E  (<fi V 1 # , i k i V )> (16)
iVl

<X2= E (y>2Vi°|^2iî 2Vi0) —
iV2

E (v220<A0|̂ 2i|y’2CVi°) (17)iV2

where the sums range over the two chromophore molecules 
(molecules 1 and 2) and the N  — 2 solvent molecules46 in 
the aggregate. Let T  denote the transition density-transi­
tion density interaction energy between chromophore mol­
ecules 1 and 2 :

T  =  ( i f  10c¿’2-| ?̂1 2|<2>1 1M’20> (18)

The lowest quasi-stationary excited singlet states for the 
dimer (/ +  and \f_) and the corresponding transition ener­
gies (e+ and ( - )  are obtained by diagonalizing the H "  ma­
trix as follows:

u + +  a i T  I u  = «+ 0

T A2 + <T2 l 0  Í—
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The resulting transition energies are

Aj + ffl + A2 + <72 
£±= 2  ±

k>[(A1 +  <r1 - A 2 - < 7 2) 2 + 4T2] 1/2 (20)

corresponding to the quasi-stationary states

=  2 - 1/2 1  +
r. ,_______ Ai + 0 1 -  a2 -  (T2______i i/z 1 0

L [(A1 + <r1-A 2- (r2)2 + 4T2]1/2J ** **
A-i fTi —  Ao —  (To ”1 1/2 .9 - 1/2 \ 1 _ ______ At + -  a 2 - a j______ i

L [( Ai +  u! — A2 — <t2)2 +  4 T 2]1/2J
(2 1 )

*  =  2-1/2 [ l _________ Ai +  ^1 — A2 — <J2---------- 1 1/2
L [(Ax +  o’! — A2 — <72)2 +  4 T 2]1/2J *vn 1 <fô° '

2- 1/2 [ 1  +
______ Ax + *7l — A2 — <72______"I1/2

[(Ax + <tx — A2 -  ff2) 2 + 4T2]1/2_
(2 2 )

Similarly, the transition dipoles for the transitions from 
the ground state are

M+

M -

2 - 1 /2

2 - 1/2

2 - 1 /2

2 - 1/2

r T + Ax + (Xl -- a2 - • <r2 ]|1/2. +
L [(Ax -f <n - A2 -- <r2) 2 + 4 T2]1/2] Ml

Ax + <71 -- a 2 - ' <r2 |1/2-
L1 [(Ax - O-l - A2 *- C2 )2 + 4T2] 1/2 Ji M2

i\ Ax + (71 - • a2 - ’ (T2 "j|1/2-
L1 [(Ax + <n - A2 --<x2) 2 + 4T2]1/2J Ml

r 1 + Ax + <71 - - a2 - <t2 !1/2, ( 9 A \

L1  + [(Ax + ci - A2 -- <T2) 2 + 4T2]1/2]1 M2

where and ji2 are the transition dipoles for isolated Chro­
mophore molecules 1  and 2 , respectively.

Mi = ((¿>x1|f|<i5i0) (25)

M2 = (<P21|f|‘it2°) (26)

It can be clearly seen from eq 20-24 that the contribution 
from transition density-transition density splitting, 2 T , is 
n o t  mathematically additive to the contribution from envi­
ronmental splitting, ci — <r2 (except for special cases), for 
any of the exciton properties presented here. This is an im­
portant point that has not been sufficiently appreciated in 
past studies of excitor.s in Chi aggregates.

VI. Effects of Nuclear Degrees of Freedom on the 
Electronic Spectrum

Intramolecular and intermolecular degrees of freedom 
can significantly affect the electronic spectrum of molecu­
lar aggregates. The electronic transitions can be coupled to 
intramolecular vibrations which then split the electronic 
transition peak into a series of vibronic peaks. Also, intra­
molecular degrees of freedom allow for conformational 
equilibria with each conformation having a characteristic 
electronic spectrum. Aggregates of the same molecular 
composition may sometimes be found in more than one 
geometric arrangement of component molecules and each 
of these geometric arrangements has its own characteristic 
electronic spectrum.

The ground electronic state to first excited singlet state 
transition of Chi a monomer is significantly coupled to at 
least one intramolecular vibration; a (0 ,0 ) peak is found at 
approximately 660 nm and a (0 ,1 ) peak is found at approxi­
mately 613 nm. Typically in Chi a aggregates, formed with 
keto C = 0 —Mg interactions, the energy separation be­
tween the (0 ,0) and (0 ,1 ) bands in the monomer spectrum is

larger than the width of the (0 ,0 ) band in the aggregate 
spectrum. Under these conditions, the formalism of this 
paper may be applied to the behavior of the (0 ,0 ) band in 
aggregates, with the modification that the off-diagonal H  
matrix elements are scaled down by the product of vibra­
tional wave function overlap factors (Franck-Condon) as 
follows:

Hij= x

<X;°(0)| x/(0)> (27)

where Xi°(0) and xiHO) are the ground vibrational wave 
functions (for the vibration coupled to the electronic tran­
sition) in the ground and first excited singlet electron 
states, respectively, of the fth molecule. It should be noted 
that the behavior of the (0 ,1 ) peak is much more complicat­
ed than the behavior of the (0 ,0 ) band; in particular, an ag­
gregate of N  Chi molecules can have as many as N  individ­
ual peaks in the (0,0) band and as many as N 2 peaks in the 
(0 ,1 ) band.

VII. Importance of Environmental Effects in 
Chlorophyll Aggregates

One contribution to the environmental shifting of the 
transition energy of a Chi molecule in an aggregate is the 
difference between the Coulombic interaction of the excit­
ed state and ground state with the environment of the mol­
ecule in the aggregate. Recent ab initio calculations51 on 
ethyl chlorophyllide a monohydrate indicate that Chi a 
monohydrate has a substantial dipole moment (~5.6 D) 
and that the difference, jüe ~ Mg, between the first excited 
singlet state dipole moment, jxe , and ground state dipole 
moment, jxg, may be as large as 6.4 D. These two results 
taken together strongly indicate that Coulombic environ­
mental shifting should be important for aggregates of Chi 
a.

Experimental evidence for the importance of environ­
mental effects in Chi aggregates comes from the absorption 
spectrum of methyl chlorophyllide a hydrated monolayers 
for which the (0,0) absorption peak is at 735 nm.52 The red 
shift from monomer (~660 nm) to hydrated monolayer 
(~735 nm) is approximately 1547 cm-1. We can make the 
reasonable assumption that the structure of the hydrated 
monolayer of methyl chlorophyllide a is isomorphous to the 
structure of a hydrated monolayer (ab  crystal plane) from 
the Strouse x-ray crystal structure19 of ethyl chlorophyllide 
a dihydrate with the same lattice constant (a =  b = 8.852 
Á19). There is only one molecule per unit cell in this mono- 
layer, and it can be shown for the case of one molecule per 
unit cell the transition density shift and environmental 
shift are additive. We approximate the transition density- 
transition density interaction energy between a pair of mol­
ecules as the interaction energy between two point transi­
tion dipoles of length 4.87 D20 directed along the N(I)- 
N(III) direction (Figure 1). The total transition density- 
transition density interaction energy was computed by first 
picking a molecule in the sheet and then summing the 
energies for pairwise interaction of its transition dipole 
with the transition dipoles of all other molecules in the 
sheet. Using this procedure, we computed a transition den­
sity-transition density shift of 869 cm- 1  and by subtraction 
(1547 cm“ 1 -  869 cm“1) we compute the environmental 
shift to be approximately 678 cm-1. Thus, for this impor­
tant case, the environmental shift is of comparable magni­
tude to the transition density shift, and cannot be ignored.
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V III. Energy Trapping in Photosynthesis
The formalism presented in this paper has strong impli­

cations about the electronic relationship between the an­
tenna and the trap in the photosynthetic unit. Differences 
in diagonal elements, H u, in the interaction energy matrix 
due to differences in local environment will tend to reduce 
the amount of mixing of the nonstationary states (i.e., the 
excited states localized on single molecules) in the forma­
tion of quasi-stationary states. Thus, differences in mono­
mer environments within an aggregate tend to localize ex­
cited electronic states. For example, in (Chl)2, if the local 
environmental splitting, a\ — <12, is equal to or greater than 
the transition density-transition density splitting, 2T , then 
from eq 2 1 - 2 2  the two quasi-stationary states will be at 
least 85% pure locally excited states. Thus, if the trap is 
characterized by a local environment that stabilizes the 
first excited singlet state more than the ground state, there 
will be quasi-stationary states that are highly localized in 
the region of the trap but which contain small contribu­
tions from antenna Chi molecules. The antenna quasi-sta­
tionary states would be expected to be much more delocal­
ized and to contain small contributions from trap Chi mol­
ecules. The energy separation (~420 cm-1) between the an­
tenna (~680 nm) and the trap (~700 nm) of green plants 
should be sufficiently great to cause localization of the trap 
quasi-stationary states.

IX. The Nature of Antenna Chlorophyll
A question of current interest is whether the Chi in the 

antenna of the photosynthetic unit occurs as (a) Chi aggre­
gates formed through self-interactions (as proposed by 
Katz et al.44), (b) hydrated Chi aggregates formed through 
interactions involving the bifunctional ligand water (as 
proposed first by Fischer et al.63 and later by Strouse19’20),
(c) Chl-protein complexes, or, (d) some combination of a, 
b, c. In vivo and in vitro experimental evidence exists that 
bears on the choice of (a) or (b) as the better model and we 
will briefly review this evidence here.04 The Chi a in the an­
tenna of green plants absorbs with a broad peak at approxi­
mately 680 nm.44 There is direct in vitro experimental evi­
dence44 that anhydrous Chi a aggregates (formed through 
self-interactions involving keto C = 0 —Mg interactions) in 
nonpolar solvents absorb at 680 nm much the same as does 
the Chi a in the in vivo antenna. On the other hand, no hy­
drated Chi a aggregates (formed through Chl-bUO—Chl in­
teractions) that have been prepared in the laboratory have 
their absorption maximum in the 680-nm region of the 
spectrum; the absorption of hydrated Chi aggregates is 
strongly red-shifted to the 700-740-nm region. Thus, the 
available experimental evidence by visible absorption spec­
troscopy on Chi aggregation in the antenna supports the 
anhydrous Chi aggregate model for antenna Chi and is not 
consistent with a hydrated Chi aggregate model. 
Strouse19'211 had carried out theoretical exciton calculations 
in support of a hydrated Chi oligomer model for antenna 
Chi, and his computed peak positions match well with the 
peak positions from deconvoluted antenna Chi spectra.55 

Unfortunately, the Strouse exciton calculations were made 
with the complete neglect of environmental shifts and, as 
we have shown in this paper, these shifts are important for 
hydrated Chi aggregates. Correction of the Strouse calcula­
tions on chlorophyll-water adducts by inclusion of the en­
vironmental shifts results in additional substantial red 
shifts of the peak positions and the match of the calculated 
with the observed in vivo antenna data disappears. The

Strouse calculations in our view therefore cannot be ac­
cepted as valid evidence for a hydrated oligomer model for 
antenna Chi.

The formalism developed here has been used to analyze 
the lower-energy bands in the electronic spectra of Chi a 
and (Chi a)2, and these results will be reported elsewhere.
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Rates of dissociation of carbon dioxide have been measured in radio-frequency discharges operated at 1-10 
cal cm- 3  s-1, 5-40 Torr, and gas flow rates between 0.1 and 17 1. (STP) min-1. A comparison has been 
made of the experimental rate constants with those calculated from electron energy distribution functions 
and the excitation cross section with threshold at 7 eV. Evidence is presented that a mechanism of disso­
ciation involving vibrationally excited molecules makes a significant contribution to the observed rates and 
become the dominant one at pressures above =;20 Torr. At 40 Torr up to 60% of the energy pumped into 
the vibrational system of COo is utilized for dissociation.

Introduction

In a previous study1 on the dissociation of molecular hy­
drogen in radio-frequency discharges operated at power 
densities between 1 and 1 0  cal cm- 3  s-1, and at pressures of
5-40 Torr, evidence has been presented for the existence of 
a mechanism of dissociation involving vibrationally excited 
molecules. The contribution of a mechanism of this type 
has been shown to increase, with increasing pressure, with 
respect to dissociation by direct electron impact, which 
represents the prevailing mechanism at pressures below 
about 2 Torr.2 The fact that vibrational excited states can 
play an important role in the process of dissociation under 
plasma conditions is expected on theoretical grounds3 for 
systems characterized by a strong nonequilibrium situa­
tion, with the electronic temperature T e, the vibrational 
temperature T v, the rotational temperature Tr, and the 
translational temperature T g all different from each other 
(Te > Tv >  T t >  T g) ,4 and has been utilized to rationalize 
the results of earlier work from this laboratory.3 In the 
present paper the dissociation of carbon dioxide has been 
investigated under similar discharge conditions, and it will 
be shown that the conclusions arrived at for molecular hy­
drogen are confirmed and can be put on a more quantita­
tive basis for this system.

This is largely the consequence of the detailed informa­

tion on electron energy distributions in COo presently 
available from studies in -the field of molecular gas 
lasers.6“ 9

Experimental Section

The discharge reactor is a vertical quartz tube (internal 
radius tt = 1.75 cm), surrounded by a water jacket utilized 
for calorimetric measurements, capacitively coupled to a 
radio-frequency generator (35 MHz, 10 kW) by means of 
two external annular electrodes of copper, 3.5 cm high, set 
at a fixed separation of L  = 18 cm including electrode 
height. Experimental details and discharge characteristics 
are similar to those described in ref 1 and 5. In particular, 
the following points should be stressed. (1 ) Calorimetric 
measurements performed with a water jacket subdivided 
into sectors yields results entirely similar to those reported 
in Figures 4 and 5 of ref 1, which indicate that power dissi­
pation is axially constant within the discharge region in­
cluding the electrodes. (2 ) Calorimetric measurements also 
show that the total power transferred to the plasma is W t 
= (0.96 ±  0.03) Vp/p/2 in strict analogy with the results of 
Figure 3 of ref 1; V'p and / p are the dc plate voltage and cur­
rent intensity, respectively. (3) Visual and photographic 
observation of the discharge show that, at pressures above 
5 Torr, the plasma column is essentially uniform within the
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electrodes, with small fringes extending beyond them, in 
full agreement with the calorimetric results quoted in (1 ) 
above. These results indicate that the effective discharge 
length can be taken, as a good approximation, to coincide 
with the electrode separation L .

The axial uniformity of power dissipation, including the 
electrode regions (1 ), the good coupling of the discharge to 
the generator (96%) (2), and the confinement of the dis­
charge within the distance L  (3) are characteristics of the 
generator used and allow therefore equating, within a few 
percent, the effective electric field E  (V cm-1) to V p/L\/2.

The extent of C02 dissociation, 0, has been determined 
at different axial positions l (cm), as measured from the 
upper edge of the upper electrode in the downward direc­
tion of the gas flow (this selection of the origin of the scale 
of / is justified by the above discussion), at pressures be­
tween 5 and 40 Torr, gas flow rates, <I>, from 0.1 to 17 1. 
(STP) min-1, and power densities, (VP) = W ^ / ir r ^ L , of
0.5-6.0 cal cm- 3  s-1. The reacted gas was sampled at differ­
ent axial positions by means of thin probes and analyzed 
gas chromatographically. Two different types of probes 
have been utilized: “L” shaped quartz probes which can be 
positioned with their tips lapping either the border of the 
contracted plasma column or the reactor’s wall; and thin 
probes of alumina set along the reactor axis. Figure 1 illus­
trates the results of sampling with the different probe ar­
rangements, at various values of l, inside and outside of the 
discharge zone. Values of 0  obtained using the quartz probe 
lapping the contracted plasma column are the highest. The 
presence of limited ra d ia l profiles is indicated by the lower 
0  values obtained when the tip is lapping the reactor’s wall.

The results obtained with the alumina probe positioned 
along the reactor axis are more complex and are character­
ized by the lowest values of 0. These probes, when fully im­
mersed in the discharge, are heated to temperatures which 
increase with increasing power and decreasing /, up to 
white heat. Values of 0  obtained with these probes can be 
accounted for on the assumption of a temperature depen­
dent catalytic recombination of carbon monoxide and oxy­
gen taking place within the probes.

It can now be questioned whether the data collected with 
the q u a r tz  probes accurately reflect the gas composition at 
the sampling point. Any recombination process leading to 
CO2, and taking place within the probe, would in fact give 
values of 0  lower than at the probe inlet, as in the case of 
the AI2O3 tip. The results of Figures 1-4, with values of 0  
which can be as high as 93%, with very marked axial pro­
files, indicate that recombination processes of this kind, if 
present, would alter the probe composition at the probe 
inlet by a few percent only (see also below).

Values of 0  obtained with the quartz probe lapping the 
contracted plasma column can therefore be taken as rea­
sonably representative of the gas composition of the dis­
charge and will be utilized hereafter.

Results
Axial profiles of 0  at 20 Torr are shown in Figure 2  for 

different gas flow rates and power densities. Maxima of 0  
are to be found ^  1  cm below the lower edge of the lower 
electrode (l 19 cm) for all flow rates except 0.1 1. min-1. 
At this low flow rate a stationary state is reached at l <  L/2 
and the values of 0  measured at / ~  14 cm will be taken as 
representative of the composition corresponding to this 
stationary state. Figure 2 shows that, in all cases, a con­
stant composition is reached at l >  35 cm. Values of 0  at

10 20 30 40 so 60
t  (cm)

Figure 1. D egree o f C 0 2 decom position 0  as a function o f the axial 
coordinate I, for different sampling conditions: (X ) alumina probe 
along the reactor axis; (O ) L-shaped probe o f quartz with tip toward 
the reactor wall; (• )  the sam e probe with tip lapping the border of 
the luminous plasma column.

Figure 2. Axial profiles o f 0  at different power densities ( IV) and 
for various gas flow rates (20 Torr). Dotted lines are values calculat­
ed from eq  1 (see  text).

the reactor end ( l = 60 cm) will be taken as representative 
of the limiting composition reached in the recombination 
region.

The dependence of /819 and of 0eo on power density ( W ) 
at 5,10, 20, and 40 Torr is illustrated in Figure 3a and b, for 
different flow rates. Experimental points marked X (20 
Torr, 0.1 1. min-1) have been obtained using a stoichiomet­
ric CO-O2 mixture, and are seen to coincide with the points
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Figure 3. Dependence of 0 i9 (a) and of /360 (b) on power density 
( IV) at different pressures and various gas flow rates. 0, O, • ,  
□ n, cf> = 0.1, 1, 3, 5, 10, 17 i. (STP) min-1, respectively; X refers 
to values obtained from C 0/02 = 2/1 mixtures, p = 20 Torr.

p ( t o r r )

Figure 4. Pressure dependence of 0 at constant ( tV): (a) <i> = 0.1 I. 
(STP) min-1 , / = 14 cm. ( IV) = 4.6 (cal cm-3 s-1), ( tV) = 2.5; (b) 
/ = 19 cm, (tV) = 2.0, 0, O, • , □ , *  = 0.1, 3, 5, 10 I. (STP) 
min-1, respectively; (c) same as b, / = 60 cm.

obtained with pure CO2. A common stationary state can 
therefore be reached at 0.1 1. min- 1  and l < L/2 (Figure 2 ) 
starting from both sides of the reaction.

The dependence on pressure, at a fixed (VF), for 0 14 (0.1
1. min-1), 0 19, and $60 (all flows) is illustrated in Figure 4.

The data of Figures 1 and 2 clearly show that the dis­
charge region is followed by a recombination region. The 
difference between di9 or 0 14 at 0 .1  1. min- 1  and 0 6O mea­
sures the extent of back reaction leading to CO2. The de­
crease of 0  in this region follows from the two reactions

CO + 0 + M -*  C02 + M (a)

CO + S -0  — C02 + S (a')

where S is a surface site of the wall. These reactions com­
pete for O atoms with

O + O + M — 0 2 + M (b)

O + S -0  — 0 2 + S (b')

A selection of rate constants for the above reactions can be 
found in ref 10. Under conditions where i>a + v a- »  ub + r>b', 
where va â\b,b' are the rates of reactions a, a', b, and b', a de­
crease of d is expected equal to the concentration of O 
atoms at l max. No variation of d between and l =  60 
should be observed under ua + v a’ «  i>b + t̂ b'. A compari­
son of the values of d  at 0.1 1. min- 1  measured at l = 14, 19, 
and 60 cm, as given in Figures 4a-c, shows that both condi­
tions can be observed: v a +  v a- «  vi, + v y  at p < 5 Torr; v a 
+ iv »  c>b + L’b' at p  >  20 Torr. An estimate of the degree 
of oxygen dissociation, a , is therefore possible above 2 0  

Torr. The maximum estimated a  at 0.1 1. min- 1  and 20 
Torr is 0.5, and this value decreases with decreasing ( W ) .  
and increasing 4>. From the rate constants of ref 10 and the 
expression for heterogeneous reaction utilized in ref 1 , it is 
possible to estimate i>a,a',b,b' as a function of pressure and of 
0  atoms concentration, and one finds that an “inversion” 
point, corresponding to v a + v a' = Ub + r>b', can in fact be 
predicted at p = 12-15 Torr. It should be appreciated, 
from the data of Figure 4, that while the values of di4 at 0.1 
1. min-1, which correspond to the s t a t i o n a r y  s t a t e  reached 
at / < L/2, do not depend on pressure (Figure 4a); the cor­
responding values of 0 jg and 0 6o decrease with increasing 
pressure (Figures 4b,c) for the reason illustrated above. As 
already pointed out in ref 1 0  the stationary state values of 
/3 reached at 0.1 1. min- 1  should not be confused with ther­
modynamic equilibrium values. Gas temperatures in excess 
of 4000 K would in fact be necessary to obtain thermody­
namic equilibrium values corresponding to the observed 
/3’s, while estimated values of Tg are those of Figure 7a. At 
flow rates higher than 1  1. min- ) both dm and ftgr, increase 
with pressure. These data reflect the k in e t i c  situation to be 
described below. It should be emphasized at this point that 
the possibility of probing without significant alteration of 
the gas composition at the probe inlet, in the region of the 
reactor where O atoms are present, is connected with the 
condition i.'b + t>b' »  v a + tV- This condition is apparently 
verified in our quartz probes, as previously mentioned. It 
can be shown that within the probes, a' and b' heterogene­
ous processes predominate and, furthermore, i>b' >  iv.

The kinetic equation for the isothermal f i r s t - o r d e r  de­
composition C02 —*• CO + %02, with a volume variation of 
( 1  + %0 ), due to the decomposition process, can be written 
in terms of 0 , according to ref 1 1  and 1 2 , as

l_

4>
1 R T e 1

Lexpt P  Ttr T 2A [ -0 .5 -  1.5 In (1 -0 )] (1 )

where A is a conversion factor. In this equation the volume 
variation due to oxygen dissociation and the recombination 
processes leading to C02 have been neglected, in that they 
represent minor corrections only, as discussed above. 
Values of dig at 20 Torr and different ( W )  have been fitted 
by this equation for 4> > 1 1. min-1, as shown in Figure 5. 
Similar results have been obtained at 10 and 40 Torr. The 
validity of eq 1 for the present conditions is justified by the 
low values of the oxygen atoms concentration present at <I> 
> 3 1. min-1. This can be appreciated from the data re­
ported in Figure 2 for 4> > 3 1. min-1, which show that the 
extent of back reaction at / > 19 cm is relatively small.
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The slopes of the straight lines of Figure 5 can be utilized 
in eq 1 to calculate the dependence of ¿3 on the axial coordi­
nate l at constant 4> and different < W ) .  The dotted lines of 
Figure 2 show that the calculated dependence fits the ex­
perimental points rather satisfactorily. Equation 1 gives 
therefore consistent results which can be utilized to calcu­
late first-order rate constant k expt, once the gas tempera­
ture is known.

Discussion
The rate constant of CO2 dissociation can be calculated 

as a function of the reduced average electron energy u r ac­
cording to

k e =  (2/ m e) 1̂ 2 C u a (u )  f (u )  d u  (2 )
J o

where me is the electron mass, f(u) the electron energy dis­
tribution function, defined so'that JoW1/2 f(w) du = 1 and 
ur = % XoU3/2 f(u) du (ur = k T e for a Maxwellian distribu­
tion), <r(u) is the appropriate cross section for the process 
leading to dissociation by electron impact. The cross sec­
tion with threshold at 7 eV, derived in ref 13, corresponds, 
according to ref 6  and 14, to a process of dissociative elec­
tronic excitation of the type

C02 + e — C02* + e —-CO + O + e (3)

where CO2* is a carbon dioxide molecule electronically ex­
cited to a state 7 eV above ground state. This is the cross 
section which should be utilized in eq 2. In fact, dissocia­
tive attachment, of the type

C02 + e —*■ CO + 0~ (4)

represents, according to ref 3, 15, and 16 a minor contribu­
tion only.

The electron energy distribution functions utilized for 
the present calculations are those of ref 6 . These functions 
are highly non-Maxwellian and their use, under our experi­
mental conditions, is justified by the low values of the frac­
tional ionization, i.e., n e/ N  < 10~6, where n e and N  are the 
electron and neutral densities, respectively. Under these 
conditions the thermalizing effect of electron-electron col­
lisions has been found17 to be negligible. The data of ref 6 

also allow the reduced average energy ur to be determined 
as a function of the reduced electric field, E /po (V cm- 1  

Torr-1) or E / N  (V cm2). These values of u T(E / N ) are in 
satisfactory agreement with the experimental ones re­
ported in ref 13. In Figure 6 calculated values of k e have 
been plotted as a function of ur and E /N .

In order to compare the experimental values of rate con­
stants, k eylpt, derived from eq 1 , with the corresponding 
values of k e, an at least approximate knowledge of T g is 
necessary, and this is a complex problem for this type of 
discharges.5 9 The temperatures utilized in the present cal­
culation have been reproduced in Figure 7a, as a function 
of (W) and for different pressures. The temperatures at 5 
Torr have been derived from values measured in ref 10. 
These temperatures have been found to coincide with those 
evaluated for H2 in ref 1  for similar discharge conditions. 
The dependence of T g on pressure, which cannot be de­
rived from ref 10 for pressures above 5 Torr, has been as­
sumed to be the same as in ref 1 .

From the temperature data reported in Figure 7a one 
can calculate N  =  p / k T g (cm-3) and with the values of the 
electric field evaluated as specified in the Experimental

f l< P (c m  m in  I“1)

Figure 5. Plots of (3, g against //<!> (/ =  19 cm ) according to eq  1 at 
different pow er densities ( W) (20 Torr).

ur(eV)

l-------- 1------ 1------1------1----1— i— i—i— i
2.03x10', , 3 4 5 6 7 8 9 W 15 1.2

E/N(Vcm 2)

Figure 6. Plots o f calculated rate constants for dissociation by direct 
electron impact, ke. against the reduced average energy, u„ or the 
reduced electric field, E/N. Solid line represents calculation under 
the assumption of no oscillation o f the electron energy with the ap­
plied radio-frequency field. Dotted line represents under the as­
sumption o f maximum oscillation o f the electron energy with the ap­
plied radio-frequency field (see  text (c)).

Section, values of the reduced field E / N  as a function of 
( IT) have been determined and reported in Figure 7b.

Values of feexpt determined under various discharge con­
ditions from the plots of Figure 5 and with the gas temper­
atures of Figure 7a have been collected in Figure 8 .

The rate of reaction 3 should be written as

i>ei E / N ) =  —dfVcoz/di = k e t ig N c  o2 (5)
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< w > (c a l cnv3sec-1)

Figure 7. (a) Values of the gas temperatures Tg utilized in the calcu­
lations as a function of (W ), at various pressures: (□) from ref 1. 
(b) Values of the reduced electric field E/N (V cm2) as a function i f  
( W ), at different pressures.

< w > (c a l cm^sec-1)

Figure 8. First-order rate constants as a function of power density 
(IV ). □ , • ,  O, kexpt at 40, 20, 10 Torr, respectively. Full curves 
represent calculated values of kene at 40, 20, and 10 Torr.

The electron density (cm 3) can be evaluated according 
to the expression

<W> n e E 2e 2 /  Km 
m e Vem2 + ÜJ2,

(6 )

where is the frequency of elastic collisions of the elec­
trons and a) the frequency of the applied field.

An alternative way for evaluating k en e, without an ex­
plicit knowledge of either n e or of N , is the following: in 
Figure 9 of ref 6 the f r a c t io n a l  power transferred to the 
process of dissociative electronic excitation (reaction 3) has 
been given, f o r  p u r e  C O 2, as a function of E / N  or u r. For 
weakly ionized plasmas this fractional power is found to be 
independent of both electrons and heavy particle density. 
The dissociation rate can therefore be calculated as follows:

v e (E / N )
f e( E / N ) { W )

1.61 X 105
(7)

where f e (E / N ) is the fractional power transferred to disso­
ciative electronic excitation at a given E / N  and 1.61 X  105 

(cal mol-1) is the threshold energy corresponding to 7 eV. 
Values of k en e evaluated according the two methods have 
been found to be in very good agreement and have been 
compared with k expt in Figure 8  (solid lines).

In Figure 9 values of k e calculated from eq 2 as a func­
tion of ü T have been compared with the corresponding ex­
perimental values derived from the measurements in ref 15 
at pressures between 0.3 and 3 Torr.

The ratio k en e/kexpt has been plotted as a function of Cir 
in Figure 10 for the points at 10, 20, and 40 Torr. A corre­
sponding plot of fee(calcd)//ee(obsd), derived from Figure 9, 
has also been included (dotted line).

The results presented in Figures 8-10 deserve some com­
ments.

(a) I n f lu e n c e  o f  G a s  C o m p o s i t io n  o n  k en e. According to 
ref 6 , the electron energy distribution function and the 
value of ü r, at a given E / N , strongly depend on the CO2/CO 
ratio (no influence of oxygen is expected). The result is that 
values of k e calculated for pure C02 are higher than for 
mixtures of CO2-CO at the same E / N . On the other hand, 
the electron density n e, at a given E / N , increases with in­
creasing CO concentration; this follows from eq 6  in that 
the frequency of elastic collisions of the electrons, r m, in­
creases from pure C02 to CO-O2 mixtures. 13 Values of k e, 
n e, and k en e, calculated for pure C02 and pure CO at 20 
Torr and for the extreme experimental values of ( W ) ,  have 
been collected in Table I. One appreciates that the rate 
constant of reaction 3, k en e, will decrease from pure C02 to 
pure CO. Values of k en e reported in Figure 8 refer to pure 
C02 and represent therefore u p p e r  limits to these quan­
tities under the present experimental conditions which 
comprise a wide range of C02/C0 compositions. The same 
is true for the k en j k expt ratios of Figure 10. The situation 
of Figure 9 is different in that experimental rate constants 
refer to in it ia l  rates, i.e., to rates determined in essentially 
pure CO2, and are therefore directly comparable with the 
theoretical values.

(b) I n f lu e n c e  o f  G a s T e m p e r a tu r e  o n  k expl a n d  k en e. As 
already mentioned the gas temperature Tg influences both 
the values of k expl derived from eq 1 and the values of E / N  
for a given experimental value of E : e.g., a temperature in­
crease will cause an increase of both k exp, and E / N , and 
hence of k e (E / N ). The k en j k expt ratios of Figure 10 will 
therefore depend on Tg. A reasonable error in the estimat­
ed values of Tg of Figure 7a is ±150 K. The two points 
marked by crosses in Figure 10 have been calculated as­
suming a ±150 K variation for the highest ( k en e/kexpt, t iT) 
point reported at 20 Torr. One appreciates that the uncer­
tainty in T g does not alter significantly the reported trends.

The following observation adds weight to the values of 
Tg reported in Figure 7a. Inspection of Figure 3a and b 
shows that the $  vs. ( W7) curves extrapolate at fi = 0  at 
values of (VF) which increase with increasing pressure. 
From Figure 7b one calculates the corresponding E / N  and, 
according to ref 6 , values of ü r which fall between 0.4 and 
0.5 eV. This result is in very good agreement with the ex­
perimental curve of Figure 9, 15 which also extrapolate to 
zero for 0.4 < ü T < 0.5 eV.

(c) I n f lu e n c e  o f  th e  R a d io -F r e q u e n c y  F ie ld . When the 
electric Field is calculated from V p/L\/2 and the value of k e 
at a given E / N  is derived from Figure 6 , an implicit as­
sumption is made, namely, that the electron energy distri­
bution function does not follow in time the applied radio-
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Figure 9. Observed (ref 15) and calculated values of ke'as a function 
of the reduced average electron energy u, (0.3 <  p < 3 Torr).

U r ( e V )

Figure 10. kene/kexpt as a function of u, at different pressures. Dot­
ted line shows values calculated from Figure 9, (X) variation of the 
highest experimental point reported at 20 Torr when a ±150 K vari­
ation is assumed for Tg.

TABLE I: Values of k c, ne, and k en e calculated, at 20 Torr, 
for the Extreme Experimental Power Densities and for 
the Limiting Values of the CO2-CO Mixtures

E/N = 4.5 X 10“ 16 
( W )  = 2.0 cal cm

V cm2; 
—3 s~1

E/N =
<w>

6.5 X 10 -,fi 
= 4.0 cal cm

V cm2; 
- 3s->

cm3 s-1
10-10 n e, 

cm-3
k en e,
s-1 cm3 s-1

10-10 ne,
cm-3

k en e, 
s-1

Pure 5.7 X 5.5 3.1 2.1 X 8.6 18
COo lO“ 1 1 10-i °

Pure 4.3 X 9.2 0.4 2.3 X 11 2.5
CO 10“ 12 K T11

frequency field and so is appropriately referred to the “ef­
fective” field Vp/Lx/2 . The situation is however more com­
plex and can be examined by referring to the analysis re­
ported in ref 18.

Two limiting conditions can be expected, depending on 
whether the quantity kvm/2io is »  1  or «  1 , with k equal to 
the average fraction of electronic energy lost per collision.

TABLE II: Fraction of Energy Pumped into Vibrational 
System of CO 2 Utilized for the Dissociation Processes 
< ! V v d ) / (  Wv), at Different Pressures and Power Densities

p.Torr (IV), cal cm 3s 1 (W vd} /(W v)

40 3.75-5.5 0.54-0.59
20 2.0 -4.0 0.28-0.42
10 2.14-2.38 0.03-0.06

For ki>ml 2a; »  1 the electron energy follows the field with 
a 1 0 0 % oscillation around its mean value, for ki'm/2u «  1 

the electron energy oscillates about the mean value with a 
small ripple of magnitude ki'm/2u>. The latter case does 
therefore correspond to the implicit assumption made in 
the present calculations.

The value of k v m/2ii> can be estimated from the data of 
ref 6 , for our experimental conditions. One finds that k v m/ 
2 oj is < 1 and the electron energy oscillates by more than 
90% about its mean value, i.e., follows the field in time: the 
assumption made is therefore not correct. During one cycle 
the electron energy rises, therefore, from zero to its maxi­
mum value corresponding to the p e a k  value of the electric 
field V p/L. From the data of Figure 6  it is possible to calcu- 
kte how k e oscillates during one cycle and to derive the 
corresponding average value. Average values determined at 
different E / N  have been compared in Figure 6 (dotted line) 
with those previously utilized in the calculations. This 
comparison shows that differences between the two sets of 
values become significant at the lowest values of E / N  only. 
In view of the uncertainties discussed under (a) and (b) this 
will not alter the general conclusions which can be drawn 
from the results reported in Figures 8-10.

Conclusions

The results of Figures 8 - 1 0  clearly show that reaction 3 
cannot represent the unique mechanism of carbon dioxide 
dissociation, even at the low pressures of Figure 9 (0.3-3 
Torr). A different mechanism must therefore contribute to 
the observed rates of dissociation and is likely to involve 
the participation of vibrationally excited molecules, as pre­
viously suggested. 1-5 The fractional power transferred to 
dissociative electronic excitation and to the excitation of 
different vibrational modes of CO2 is a unique function of 
u T (or E / N ) (Figure 9 of ref 6 ). In the range of u r of the ex­
periments these excitation processes make up 90-100% of 
the power transferred by the field to the discharge. The 
meaning of Figure 10 is that, with increasing pressure, an 
increasing fraction of the power transferred to the vibra­
tional modes of CO2 should actually be utilized for the pro­
cess of dissociation. This fraction can be calculated from 
the following equations:

( W )  =  ( Wv> + ( We)

OVe) = 1.61 X 105Ue

( Wvd> = 1.27 X 105(L>expt -  L>e)

from which

(Wvd) _ 1.27 X 105(oeiipt ~ I’e)
<IVV> <W> -  1.61 X 105ue

where (W) is the power density transferred to vibrational 
modes, (We) the power density utilized for dissociative 
electronic excitation, and ( Wvd) the power density utilized 
for the dissociation of CO2 by processes other than reaction

(8 )

(9)

(1 0 )

(1 1 )
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3. 1.27 X 105 cal mol- 1  is the dissociation energy of CO2. 
Values of ( W  vp ) !  ( W  w) at different pressures and different 
(W) have been collected in Table II. One appreciates that, 
at 40 Torr, a fraction of about 60% of the energy pumped 
into the vibrational system of CO2 is utilized for the pro­
cess of dissociation. This fraction decreases with decreasing 
pressure and power density (VF).

The observation that in discharges operated at moderate 
pressures the average electron energy is too low for a mech­
anism of dissociation by direct electron impact to be im­
portant, and that the gas temperature is also too low for a 
mechanism of thermal dissociation, led to the suggestion, 1 ’5 

confirmed by spectroscopic measurements,4 that the vibro- 
rotational temperature T¡. should be sufficiently high to 
warrant the contribution of a mechanism of dissociation in­
volving vibrationally excited molecules. An approximate 
rate expression has been derived in ref 1 and 5 for this type 
of process, which can be written, for CO2 dissociation, as

êxpt ue k o N N c o 2( T  ̂ _  + r t ^T^b )

( —1 27 X 105\ 
— ~ R T ------/

where B  is a constant accounting for the dependence of the 
crude collisional preexponential factor, k 0, on the vibra­
tional quantum number.

The observed dependence of the experimental results on 
pressure and power density can be accounted for, at least 
qualitatively, on the basis of eq 12. Spectroscopic measure­
ments of T ç are actually in progress.

A very similar mechanism of molecular dissociation in­
volving vibrationally excited states has been recently sug­
gested in ref 19 to account for the observed rates of N2 dis­

sociation in glow discharges in the pressure range 2 - 1 0  

Torr.
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Diffusion Relationships in the Binary System Benzene-Perdeuteriobenzene at 25 °C

R. Mills

Diffusion Research Unit, Research School o f Physical Sciences, Australian National University, Canberra, A.C.T. 2600, Australia 
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Measurements are reported at 25 °C of the self-diffusion coefficient of perdeuteriobenzene and the tracer- 
diffusion coefficients of both the components of benzene-perdeuteriobenzene mixtures. It is shown that 
the ratio of self-diffusion coefficients of benzene and perdeuteriobenzene is approximately equal to the in­
verse square root of their respective masses and the small deviation that remains can be explained in terms 
of the intermolecular forces involved. For tracer diffusion a volume effect is found, which is in accordance 
with theoretical equations formulated by Bearman for this case.

The system benzene-perdeuteriobenzene is a very inter­
esting one in which to study interrelationships among the 
various diffusion coefficients. The main interest stems 
from the fact that since the two components differ only in 
isotopic composition, the system can be regarded as a “reg­
ular” one in which the molecules have similar size, shape, 
and interaction potentials. For such systems Bearman1 has

derived equations which relate the mutual diffusion coeffi­
cient with the two tracer- (or intra-) diffusion coefficients 
and also the latter coefficients with the molecular volumes. 
Another point of interest is that the self-diffusion coeffi­
cients for pure normal benzene and for pure perdeuter­
iobenzene can be compared. For two such closely similar 
liquids the inverse square root mass dependence which is
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predicted by several theories should apply. There are virtu­
ally no precise data of this type available with the excep­
tion of the analogous coefficients reported by Mills2 for 
H2O and D2O. Some NMR self-diffusion measurements in 
pure isotopically related liquids have been made but, with 
errors ranging from 2 to 5%, data of this type are of little 
use for testing the theoretical mass dependence.

It should be noted that in this paper we restrict the use 
of the term self-diffusion to that measured in a pure one- 
component liquid. In a binary system of two bulk compo­
nents there are two diffusion coefficients (which can be de­
fined in terms of the velocity autocorrelation function for 
each component) as well as the mutual diffusion coeffi­
cient. The former coefficients can be termed intradiffusion 
coefficients as defined by Albright and Mills3 but here are 
approximated by the respective tracer-diffusion coeffi­
cients. Some workers use the term “self-diffusion” to de­
scribe these coefficients.

Experimental Section

Perdeuteriobenzene (99.5% D) was obtained from Merck 
Sharpe and Dohme, Canada and from CE A, France (99.8% 
D). Tracers used were C6H5T and CgDgT (D = deuterium, 
T = tritium); their preparation has been outlined in a pre­
vious paper.4 The diffusion method was the magnetically 
stirred diaphragm cell as described by Mills and Woolf.5

Results and Discussion

The self- and tracer-diffusion results obtained in this 
study are given in Table I.

As indicated in the introductory paragraphs self-diffu­
sion in the pure liquids and tracer diffusion in the mixtures 
fall into separate categories. We shall treat the self-diffu­
sion case first.

Self-Diffusion

For self-diffusion in one-component liquids there have 
been several formulations which incorporate the effect of 
mass explicitly among which are derivations by Longuet- 
Higgins and Pople,6 Rowlinson,7 Brown and March,8 and 
Friedman.9 In these approaches a simplified picture is as­
sumed; either that the molecules are hard spheres or that 
molecular interactions between species differing only in 
mass are the same. In all the derivations D s is found to be 
proportional to m-1/2. Friedman9 made a more detailed 
study of the effect of isotopic substitution distinguishing 
between fully and partially substituted molecules. He sug­
gested that in the latter case moments of inertia are 
changed and therefore rotational motions might be af­
fected which in turn could cause deviations from the simple 
proportionality.

Results for self-diffusion in CeH6 and in CgDg are shown 
in Table II together with our previous results2 for H20  and 
D20 and some relevant viscosity data. 10

It will be seen that the viscosity and self-diffusion ratios 
are practically identical both for the water and benzene iso­
topic pairs. However, the transport ratios are in both cases 
higher than the respective mass ratios and in the water case 
the difference is quite large. In view of the assumptions 
made in the theoretical approaches the simple mass law 
can only be expected to apply to monatomic liquids. Devia­
tions from it as shown by more complex liquids must be at­
tributed to such factors as correlated motions, coupling be­
tween rotational and translational motions, and differences 
in intermolecular potentials. For the water case, McLaugh-

TABLE I: Tracer Diffusion in C6H6-C6D6 Mixtures

X

C6Ü6 Tracer
10 9Dt ,
m2 s_1

0 c6h5t 2.203 ± 0.004
c6d5t 2.207 ± 0.007

25 c6h 5t 2.172
50 c6h5t 2.142 ± 0.005

c6d5t 2.153 ± 0.005
10 0 c6d5t 2.090 ± 0.001

TABLE II: Self-Diffusion in Benzene and Water

Temp, °C
im(D20)/
m(H20))V2

Ds(H20)/
Ds(D20) r,(D20)/„(H20)

5 1.054 1.29 1.31
25 1.054 1.23 1.23
45 1.054 1 .2 0 1 .2 0

(m(C6D6)/ Ds(C6H6)/
m(C6H6))V2 Ds(C6D6) î/(C6D6)/!;(C6H6)

25 1.038 1.057 1.063°
° Viscosity ratio as derived from data of Dixon and Schies- 

sler. 10

lin11 has attributed the high viscosity ratio to the moment 
of inertia difference between H20  and D20. These moment 
ratios vary from 1.3 to 1.4 and might be expected to affect 
the viscosity through rotational-translational coupling. 
From the equality of the transport ratios in Table II it 
would appear that in water the diffusion process is similar­
ly affected which leads to the corollary that rotational- 
translational coupling is similar for both transport pro­
cesses. It is noteworthy that the viscosity ratio for the pair 
H2180/H 2160  at 25 °C as measured by Kudish, Wolf, and 
Steckel12 is 1.054 in exact agreement with the square-root 
mass law. Since the center of mass of the water molecule is 
only slightly displaced from the oxygen atom, the moments 
of inertia for this pair will change very little upon isotopic 
substitution. For the benzene case it will be seen from 
Table II that both transport ratios are ~ 2% higher than the 
mass ratio. The square root of the moment of inertia ratio 
(I d /Ih ) 1/2 between CgHg and Ĉ Dg can be calculated to be 
1.024 for all three axes. (This assumes the center of mole­
cule to carbon distance to be 1.30 A and both the C-H and 
C-D distances to be 1.08 A.) It would seem unlikely there­
fore that rotational effects are causing the higher transport 
ratios in this case.

An alternative explanation of the higher ratio for CgHg/ 
CfiDfi is available which does not involve moment of inertia 
changes. Steele12 in a study of isotopically substituted clas­
sical fluids has given expressions for the differences in their 
transport properties in terms of a corresponding states 
treatment. These equations incorporate the changes in the 
potential parameters t and a and so reflect the difference in 
intermolecular potentials (which are assumed to be confor­
mal) between normal and deuterated molecules. It may be 
noted also that these expressions contain the inverse 
square root mass relation so that one can test directly the 
difference between the ratios in Table II. Values of 6t and 
6cr for the benzene case have been given by Steele and 
values of (a In D / d P )r  and (a In D / d T )P were calculated 
from the data of McCool, Codings, and Woolf,14 and Cod­
ings and Mills. 15 The value for Dc6H6/Dc6n6 calculated from
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0 0 25 0 50 0 75 1
x (C,D,)

Figure 1. Diffusion coefficients for the C6H6-C 6D6 system at various 
compositions: ( • )  tracer-diffusion coefficient for C6D5T; (O) tracer- 
diffusion coefficient for C6H5T; (+) mutual diffusion data of Shank- 
land and Dunlop.16

TABLE III: Comparison of Tracer-Diffusion Data with 
Eq 1

Solvent D u/D h uh/dd“

C6H6 1 002 1.003
50%C6H6-C6D6 1.005 1.003
C6H12 1.004 1.003

a Molar volume data from Dixon and Schiessler. 17

Steele’s equations is 1.057 in excellent agreement with the 
experimental ratio. The correlation is not successful for 
water.

Tracer Diffusion
Tracer-diffusion data from Table I for tritiated benzene 

and perdeuteriobenzene in mixtures of the bulk compo­
nents are shown in Figure 1. Mutual diffusion data for the 
same system as reported by Shankland and Dunlop16 are 
shown also.

For regular systems of this type, Bearman, 1 from statisti­
cal mechanical considerations, has derived relations be­
tween tracer and mutual diffusion coefficients. He has ana­
lyzed also the older diffusion equations and shown that 
with suitable restrictions they give essentially these same 
results. His equations are

D J D 2 =  v 2/0 \ (1 )

„  a In a 1 
D  = D i - ------- 1

d In ci
(2 )

r n i n  , 9 In a j
1 ^ 1 * 2  +  ^ 2 * l ]

d in x \
(3)

where D  is the mutual diffusion coefficient, and D u uu a u 
Cj, and x , are the tracer (or intradiffusion) coefficient, mo­
lecular volume, activity, concentration, and mole fraction 
of component i, respectively. Unfortunately there are no 
published data for the thermodynamic activities of the 
benzene-perdeuteriobenzene system so eq 2 and 3 cannot 
be tested at this time. However, inspection of Table I and 
Figure 1  shows that there is a small but apparently real dif­
ference in the tracer-diffusion coefficients of the tracer 
species C6H5T and C6D5T in 50 mol % mixtures. Friedman9 

has made a theroetical study of isotopic mass effects in “so­
lute” diffusion of this kind and his equations predict that 
the inverse square-root mass law ought not to apply. This 
prediction has in general been borne out by recent experi­
ments.4 In the present case, the difference between the two 
tracers is also obviously not a normal mass effect as the 
heavier tracer diffuses faster than the lighter one. It may be 
noted that closer examination of our previous results4 for 
tracer diffusion in pure benzene and pure cyclohexane 
shows the same small effect. It is known that the molar vol­
ume of deuterated compounds is smaller than their hydro­
genated analogues and one might therefore suspect that 
the difference is due to a volume effect. As indicated above, 
Bearman has derived eq I which predicts that tracer-diffu­
sion coefficients in regular mixtures should be inversely 
proportional to the molecular volumes. In Table III, we 
compare eq 1 with our results for the diffusion of the two 
tracers in 50 mol % C6H6-C 6D6, pure C6H6, and pure 
CgHi2. The subscripts H and D represent the hydrogenated 
and deuterated tracer species, respectively.

It is evident that there is a correlation between the 
tracer-diffusion mobilities and molecular volumes of the 
tracer species. It will be realized that due to the similar vol­
umes of the two isotopically related species the test is not 
as definitive as, for example, a system such as krypton and 
argon. Nevertheless the agreement in three different sys­
tems is good evidence that eq 1  is valid for this type of dif­
fusion.
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Absorption spectra were measured at room temperature of iodine (I2) and some alkyl (methyl, ethyl, n-pro- 
pyl, and isopropyl) iodides, n-propyl bromide, and n-propyl chloride in n-heptane solution. All alkyl io­
dide-^ systems have a complex spectrum in the region 240-340 nm, whereas n-propyl bromide-I2 and n- 
propyl chloride-I2 show simple spectra with peaks at 242.5 and 220.7 nm, respectively. The broad alkyl io­
dide-^ spectrum was resolved into component bands which are attributed to two contact charge transfer 
bands and a blue-shifted n — a* transition of the alkyl iodide. Correlation of band maxima with the ioniza­
tion potentials of the alkyl halides clearly suggests the charge-transfer character of the bands, and the lin­
ear dependence of absorbance on either the iodine or alkyl halide concentration is consistent with the view 
that the spectra arise from contacts. The concentration of contacts, equilibrium constant, molar extinction 
coefficient, and oscillator strength were calculated based on collision theory, and these are discussed.

Introduction

Contacts, or electron donor-acceptor pairs which persist 
during a collision2®’11 (or encounter20), have attracted much 
attention as a limiting case of charge-transfer (CT) interac­
tion. Several spectroscopic studies with molecular iodine
(I2) and very weak electron donors such as the saturated 
hydrocarbons3 have been made in an attempt to character­
ize contact charge-transfer (CCT) bands, both in solu­
tion4-6 and in the vapor phase.7-9 The reported characteris­
tics of the saturated hydrocarbon-I2 CCT bands in solution 
cannot be taken as correct because of the problem of choos­
ing a reference solvent to subtract the free iodine contribu­
tion to the absorbance.6-8 In the vapor phase, too, these 
bands have not as yet been fully characterized owing to the 
fact that they extend into the vacuum ultraviolet region.8 9

Thermodynamic and spectroscopic studies of alkyl ha­
lide-^ pairs are few and show that association is quite 
weak.4’ 10 They can be placed in the category of contacts (as 
will be discussed). In one solution study4 a well-defined 
CCT band for alkyl bromide-I2 pairs is reported, as well as 
a single CCT band maximum for alkyl iodide-I2 pairs. A 
CCT band maximum also has been found for the n-heptyl 
bromide-I2 system in the vapor phase.7

Much more attention has been given to the transient 
species formed between alkyl halides and atomic iodine (I) 
as the acceptor (generated by flash photolysis3 1 1 - 1 5  and 
pulse radiolysis16-18 techniques). These bands appear in 
the visible and near-uv regions.11 Recently, methyl iodide 
(Mel)-I, ethyl iodide (Etl)-I, n-propyl iodide (n-Prl)-I, 
and isopropyl iodide (i-Prl)-I, all in the vapor phase,15-19 

were reported to have two CCT bands in the visible region. 
These bands have been attributed to there being two rather 
close ionization potentials for the donor;20 22 the ionization 
is from the nonbonding electrons of the iodine atom in the 
alkyl iodides and is split through spin-orbiting coupling. 
Usually only the CCT band positions have been given, al­
though the equilibrium constant has been estimated13 for 
EtI-I and EtBr-I.

In this study, we undertook to measure quantitatively 
the characteristics of the CCT bands of some alkyl halides 
I2 in n -heptane solution, and with the aid of collision theo­
ry to estimate such physical quantities as the concentration

of contacts, the equilibrium constant (K ), and band inten­
sity. The alkyl halides used in the present work are Mel, 
EtI, i-Prl, n-Prl, n-propyl bromide (n-PrBr), and n-propyl 
chloride (n-PrCl).

Experimental Section

M a te r ia ls . Iodine (J. T. Baker) was purified as described 
previously.23 n-Heptane (Eastman spectro grade) was used 
without further purification. Methyl iodide (Matheson 
Coleman and Bell), ethyl iodide (Fisher Scientific), n-pro­
pyl and isopropyl iodides (Aldrich Chemical), and n-propyl 
bromide and chloride (Aldrich Chemical) were dried over 
molecular sieves, type 3 A, and purified by fractional distil­
lation under nitrogen gas. To prevent the photodecomposi­
tion of the alkyl iodides, the pure liquids were stored in the 
dark under nitrogen gas in a desiccator.

M e a s u r e m e n ts . Spectra were measured at room temper­
ature (~24 ±  1 °C) in the uv region with a Cary 14 record­
ing spectrophotometer. Matched cells of 1.04 and 1.03 mm 
path length were used. These were determined by compar­
ing the absorbance of a 9.45 X 10- 3  M iodine solution in n- 
heptane in these cells with the absorbance of the above so­
lution diluted (by weight) by a factor of 10 in a 0.991-cm 
cell. The latter cell path was determined using a Wild cath- 
etometer and the value obtained agreed well with that 
based on the extinction coefficient of iodine in n -heptane 
usually reported (~900 M_ 1 cm- 1 ) .24’25 In the region of in­
terest, several species have appreciable absorbance besides 
the RX-I2 contacts, namely, n-heptane-I2 contacts,4-6 I2- l 2 

interaction (or I4 complex) ,2627 and RX local excita­
tion.28-30 The maximum concentration of donor and accep­
tor of each RX-I2 system was limited to below that which 
would cause the slit width of the spectrophotometer to 
open to its maximum (3.0 mm). Fresh solution was used in 
each measurement to avoid the effect of photodecomposi­
tion of the alkyl halides.

The sample cell contained an n -heptane solution of an 
alkyl halide-iodine mixture of known composition and the 
reference cell contained the same concentration of the cor­
responding alkyl halide (or sometimes the iodine). The dif­
ference spectrum so obtained was then corrected for the 
absorbance of an n-heptane solution of iodine (or some­
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Figure 1. Contact CT spectra of methyl iodode (Mel)—12 in n-heptane 
solution at room temperature in a 1.04-mm cell. Concentrations are 
(a) l2 = 7.82 X 1CT3 M, Mel = 8.48 X 10“2 M, (b) l2 = 3.91 X 10“3 
M, Mel = 8.47 X 10"2 M, (c) l2 = 1.96 X 1CT3 M, Mel = 8.46 X 
10“2 M.

times the alkyl halide) of the same concentration as in the 
mixture to give the spectrum attributed to RX-I2 alone. 
The concentrations were made up by weighing, and they 
matched in the sample and reference cells to less than 0.5%.

Results and Discussion

The spectra of the RX -I2 contacts in n -heptane solution 
are shown in Figures 1-6. As is clearly seen, a distinct max­
imum is observed in each case. The peak position and the 
maximum absorbance for the most concentrated sample 
(sample a in Figures 1-6) are listed in Table I, together 
with the absorbance normalized to the same concentration 
as that in n-PrI-I2 assuming a linear dependence of ab­
sorbance on the concentration of each solute species. The 
observed band maxima of Etl-l2, ¡-Prl-I2, n-PrBr-I2, and 
n-PrCl-I2 (274.5, 278.5, 242.5, and 220.7 nm, respectively) 
are at slightly shorter wavelengths than those previously 
reported (280, 280, 244, and 224 nm, respectively) .4

At the low wavelength side in Figures 1-6, not only is 
there a crossing of the curves of different concentration but 
the absorbance even becomes negative. This must be due to 
an “overcorrection” in this region (a) for the contribution 
of the strong RX absorption, and (b) for the strong n-hep- 
tane-I2 CCT absorption which starts at ~260 nm at the 
high I2 concentrations used. The correction in absorbance 
in terms of total iodine and total alkyl halide concentra­
tions, rather than the “free” concentrations (total minus 
contacts) ,31 is too large. Thus the band shapes are probably 
better resolved on the high wavelength side than on the 
low.

The CCT bands for I2 with n-PrCl and n-PrBr seem sim­
ple (in agreement with a literature report for the latter as 
donor) .4 However, they are more complex for the RI do­
nors. There is an appearance of a shoulder on both the high 
wavelength side (~295-310 nm) and the low wavelength 
side (~240-255 nm), which implies the presence of multi­
ple bands. This is suggested also by the data on the CCT 
band half-widths (Aiu/2) in Table I, i.e., the Aiu/2 values are 
about twice as large for the RI donors compared to those 
for RBr and RC1. The presence of multiple bands parallels 
the finding in the study of the alkyl iodide-atomic iodine 
system where distinct multiple bands (actually two) have 
been observed. 1516 ,19

Resolution of the RI-I2 bands was made using a comput-

Figure 2. Contact CT spectra of ethyl iodide (Etl)-I2 in «-heptane so­
lution at room temperature in a 1.04-mm cell. Concentrations are (a) 
|2 = 7.82 X 10“3 M, Etl =  7.01 X 10^2 M, (b) l2 = 3.90 X 10~3 M, 
Etl = 7.02 X 10-2 M, (c) l2 = 1.95 X 10“3 M, Etl = 7.01 X 10“ 2 M.

Figure 3. Contact CT spectra of n-propyl iodide (n-Prl)-l2 in n-hep- 
tane solution at room temperature in a 1.04-mm cell. Concentra­
tions are (a) l2 = 7.81 X 10-3 M, n-Prl = 6.45 X 10~2 M, (b) l2 = 
3.91 X 10~3 M, n-Prl = 6.44 X 10“2 M, (c) l2 = 1.96 X 10“3 M, 
n-Prl = 6.42 X 10~2 M.

Figure 4. Contact CT spectra of isopropyl iodide (f-Prl)-l2 in «-hep­
tane solution at room temperature in a 1.04-mm cell. Concentra­
tions are (a) l2 = 7.83 X 10~3 M, r-Prl = 5.76 X 10~2 M, (b) l2 = 
3.91 X 10-3 M, r-Prl = 5.77 X 10“2 M, (c) l2 = 1.95 X 10~3 M 
/-Prl = 5.77 X 10“2 M.

The Journal o f Physical Chemistry, Vol. 80, No. 8, 1976



Alky l H a lide-Iod ine  System s 893

TABLE I: Wavelengths (Amax), Half-Maximum Band Widths (Aj/|/2), and Absorbance Maxima Observed for Alkyl 
Halide-l2 Contacts in n-Heptane

m̂ax
Ai<i/2,

Absorbance“

Donor nm eV cm- 1 Sample ab Normalized'

Mel 295-310d 4.00—4.20d
272.5 ±  0.5 4.550 8910 0.733 0.557
240~255d 4.86~5.17d

EtI 295~310d 4.00~4.20d
274.5 ±  0.5 4.516 8850 0.861 0.790
240~255d 4.86-5.17d

n-Prl 295—310d 4.00-4.20d
273.3 ± 0.5 4.536 8650 0.937 0.937
240~255d 4.86-5.17d

i-Prl 295~310d 4.00—4.20d
278.5 ±  0.5 4.452 9130 0.983 1.099
240~255d 4.86-5.17d

n-PrBr 242.5 ±  0.3 5.113 4430 0.536 0.413
n-PrCl 220.7 ±  0.3 5.617 4010 0.942 0.130

“ Measured in a 1.04-mm cell. 6 Most concentrated sample in each of Figures 1-6. c Calculated absorbance where the concentra­
tions of donor and I2 are normalized to those of n-PrI-I2. d Shoulder.

Figure 5. Contact CT spectra of n-propyl bromide (n-PrBr)-l2 in n- 
heptane solution at room temperature in a 1.04-mm cell. Concentra­
tions are (a) l2 = 3.91 X 10-3 M, n-PrBr = 1.67 X 10“ 1 M, (b) l2 = 
1.95 X 10“3 M, n-PrBr = 1.67 X 10“ 1 M, (c) l2 = 9.74 X 10“4 M, 
n-PrBr = 1.68 X 10“ 1 M.

Figure 6. Contact CT spectra of r>-propyl chloride (r>-PrCI)-l2 in n- 
heptane solution at room temperature in a 1,04-mm cell. Concentra­
tions are (A): n-PrCI = 1.86 M and (a) l2 = 1.96 X 10“3 M, (b) l2 = 
9.79 X 10“4 M, (c) l2 = 4.89 X 10“ 4 M; and (B): l2 = 1.96 X 10“3 
M and (a) n-PrCI = 1.86 M, (b) n-PrCI = 0.928 M, (c) n-PrCI = 0.463 
M.

erized curve-fitting program assuming Gaussian shapes of 
the component bands. Analysis was carried out in two 
ways. In the first procedure, the spectrum in the region 
275-360 nm was resolved into two bands. This was based 
on the assumption that the third band below 255 nm has a 
negligible contribution in this region. By subtracting the 
sum of the contributions of the two resolved bands from 
the observed RI-I2 spectrum in the region below 275 nm 
then gave the third band. This is illustrated for the Etl-l2 

system in Figure 7A (the results for the other RI-I2 systems 
are quite similar). In the second procedure, the RI-I2 spec­
trum over the entire 240-360-nm region was resolved into 
three Gaussian bands as shown in Figure 7B, also for Etl-I2 

(the fit for the other RI-I2 systems being equally good). As 
may be seen, the latter method enhances the contribution 
of band 3 (at the lowest wavelength) at the expense of the 
middle band. A comparison of the results from both proce­
dures is given in Table II. There is a small difference in the 
band maxima obtained by the two procedures, but the r e la ­
t iv e  trends among the several RI-I2 contacts are quite sim­
ilar and either set of data leads to the same conclusion 
when compared with theory. We have chosen to compare 
the results obtained in the first procedure because (1 ) the 
region of band 3 is one where there is possibly greater un­
certainty in absorbance corrections, (2 ) Ajq/2 is more com­
parable for bands 1 and 2, and (3) the interpretation of the 
origin of band 3 (to be discussed) suggests a smaller expect­
ed intensity of band 3 compared to bands 1 and 2.

One possibility to account for the third band at the low 
wavelength side is to attribute it to an electron transfer 
from I2 to RI (a back CCT band). The ionization potentials 
of molecular iodine (9.311 and 9.953 eV)32 are almost the 
same as those of EtI. The normal and back CCT bands 
could appear in the same region provided the electron af­
finities of I2 and RI are comparable, and assuming similar 
solvent effects. Acceptor properties of RI do not seem to 
have been determined, and the back CCT band concept 
must be taken as highly speculative. A more plausible ex­
planation for the third band is that it is due to a blue shift 
of the locally excited n -*• a* transition in the RI molecule 
with greatly enhanced intensity. Such a shift with enhance­
ment has been observed in other systems. For example,
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TABLE II: Spectral Characteristics of Alkyl Iodide-Iodine Systems

Mel EtI n-Prl i-Prl

First / dv, eV 9.50° 9.346 9.27fe 9.19c
Second I dv,î> eV 10.13 9.93 9.82 9.75
imai, nm (free donor) d 
Resolved bands of RI-U®

257.5 258.2 257.6 262.5

Band 1 Xma![, nm 297.6 303.0 304.7 307.9
(294.7) (298.3) (298.9) (302.0)

A if 1/2, cm- 1 4440 4230 4130 4320
(4850) (4880) (4890) (4930)

Absorbance 0.461 0.518 0.549 0.512
(0.504) (0.596) (0.674) (0.675)

Band 2 Xma!1, nm 269.0 271.5 270.5 275.0
(269.6) (271.0) (271.8) (275.5)

Aiq/2, cm“ 1 4000 4300 4800 5000
(3500) (3620) (3400) (3710)

Absorbance 0.640 0.795 0.900 0.915
(0.512) (0.638) (0.577) (0.661)

Band 3 Xmax, nm 245.5 247.5 245.0 248.7
(247.5) (249.4) (252.2) (252.7)

Ai/i/2, cm- 1 3240 3370 3220 3510
(3920) (3750) (4840) (4200)

Absorbance 0.337 0.350 0.253 0.369
(0.396) (0.431) (0.461) (0.551)

a Reference 20. h Reference 22. c Reference 21. d In n-heptane, ref 28. e Upper data are from the two-Gaussian curve resolution, 
and the lower data (in parentheses) are from the three-Gaussian curve resolution (see text for details).

"X (n m )

Figure 7. Resolution of the ethyl Iodide-h spectrum: (A) a two- 
Gaussian curve fit over the region 275-360 nm and (B) a three- 
Gaussian curve fit over the region 240-360 nm (see text for details). 
The dashed curve (a) is the observed spectrum and the solid curve 
(b) is calculated from the sum of the resolved bands.

with complexes of thioacetamide-I-2 it is reported that the 
n — rr* transition of the thioacetamide is blue shifted and, 
since this band is very near a CT band, it is proposed that 
the intensity is very much increased due possibly to mixing 
with the highly intense CT band.33®

Together with the band resolution results, Table II in­
cludes data on the ionization potentials and the band posi­
tion of the n —► rr* transition of the “free” donor. The first 
and second ionization potentials of the donor are correlated 
with the data of the first and second bands, respectively. 
The third band is at a lower wavelength, in each case, than 
that of the corresponding “free” donor, and is consistent 
with the view that the third band corresponds to a blue 
shifted n —*■ <x* transition. The magnitude of this blue shift 
for Mel, EtI, n-Pr-I, and ¿-Pr-I is, respectively (in eV), 
0.24, 0 .2 1 , 0.25, and 0.26. It would be expected that the io­
dine would undergo a blue shift as well. Voigt33b has made 
a systematic study of the blue-shifted iodine visible band 
as a function of the type of donor solvent and its ionization 
potential. The visible band maximum of iodine is at 520 nm 
in n-heptane (taken to be an “inert” solvent, and compara­
ble to a gas phase value). In Mel, EtI, rz-Pr-I, and ¿-Pr-I 
the iodine band maximum was found to be at 481, 478,
478.5, and 473 nm, respectively. In terms of an iodine blue 
shift (in eV) this corresponds to 0.19, 0.21, 0.21, and 0.24, 
which are comparable to the donor shifts.

This assignment also would account for the absence of a 
similar shoulder in the RBr-I2 and RCI-I2 systems. In n -  
PrBr and n-PrCl, the n —1► a* transitions are at quite low 
wavelengths (—197 and <190 nm, respectively) 34 compared 
to the CCT band positions (Table I), and it is understand­
able that the spectra for iodine contacts do not have the 
same complexity (Figures 5 and 6 ).

According to theory,3>35-3fi the position of the CCT band 
in the vapor phase is approximated by the equation

h v c c T  — Idv — E jC' — (e2/c? 12) (1)

where I nv is the vertical ionization potential of the donor, 
E  a v is the vertical electron affinity of the acceptor, e  is the 
electron charge, and d ¡2 is the diameter of the donor-ac­
ceptor pair. It is known that CT band positions are altered 
by solvents.36 There is evidence that the shift for weak
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complexes in going from the vapor phase to solution is 
toward longer wavelength, with a larger shift the weaker 
the complex.3 Therefore, in comparing the present solution 
results with theory, a correction to shorter wavelengths es­
timated at ~0.5 eV should be made for the solvent effect on 
the system in the vapor phase.

A plot of h pcct vs. / d for the n-PrX-l2 contacts is shown 
in Figure 8 . Here both bands for n-PrI-I2, corresponding to 
the first and second I d  of n-Prl, are included. Since it was 
not possible to resolve the CCT spectrum of n-PrBr-I2, the 
average value of the first and second / D of n-PrBr (10.18 
and 10.50 eV) 22 was used. The good linear agreement lends 
strong support for the CCT character of the bands. The 
slope of the line is ~  1 .0  which would seem in accord with 
eq 1 provided d!2 does not vary greatly for the series. (An 
estimate of di2 is made later.) However, a systematic sol­
vent influence on the slope cannot be discounted.

A similar plot for both CCT bands of all the RI-I2 con­
tacts is shown in Figure 9. It appears that the data are best 
decribed by two lines, each of slope much less than 1.0. The 
reason for this is not clear. It may be noted that, here, the 
range of hp  cct and I d  for each series is relatively narrow 
compared to that in Figure 8 , so that any small systematic 
effect could change the slope appreciably. Contributing 
factors may be the interaction of the CCT bands with the 
n-cr* band of RI, the approximations made in resolving the 
bands (e.g., assuming Gaussian shapes of the bands37), and 
the possible dependence of the solvent shifts on the bulki­
ness of the alkyl group. Error limits of ±1.5 nm have been 
added to show how large the effect would be on the points 
in Figure 9.

A further correlation is shown in Figure 10 between the 
present solution results for the CCT bands of alkyl iodides 
with molecular iodine and the vapor phase results for the 
same donors with atomic iodine. The CCT bands for the 
latter have been reported as follows: Mel-I at 416 and 349 
nm (2.98 and 3.55 eV) , 15>19 EtI-I at 426 and 359 nm (2.91 
and 3.45 eV) , 10' 19 n-Prl-I at 429 and 361 nm (2.89 and 3.43 
eV) , 19 and i-Prl-I at 436 and 368 nm (2.84 and 3.37 eV) . 19 

A rather good correlation is obtained for the set of CCT 
bands of lower energy. Extrapolation of the line passes rea­
sonably well through the CCT bands of higher energy, but 
the possibility of two different slopes cannot be ruled out. 
The difference of ~ 0 .6  eV between the first and second I d  
of the above alkyl iodides is of comparable magnitude to 
the difference of ~0.5 eV between the two CCT bands for 
either the RI-I2 or RI-I contacts. For the same RI, the dif­
ference in hp cct for the solution results with molecular io­
dine and the vapor phase results with atomic iodine is 
—1.1—1.2 eV for both the first and second CCT bands. If 
the solvent effect is considered, this difference would be 
even larger, possibly ~1.6-1.7 eV. From eq 1

The difference in electron affinity of the iodine atom (3.063 
eV)38 anj  the ¡oc]ine molecule (2.58 eV) 39 is only 0.48 eV. 
Therefore the larger part of the difference is attributable to 
the e 2Id  12 terms, and leads to the conclusion that d  12 for 
RI-I2 is larger than that for RI-I.

In the Person rearrangement40 of the Benesi-Hildebrand 
equation,41 where D0 »  A 0 (and A0 > C), the absorbance is 
given by

, , D o A o b K d
absorbance = ------ ——

1  ±  K D 0
(3)

Figure 8. Dependence of the CCT band maximum (eV) of o-propyl 
halide—12 upon the Ionization potential, /Dv (eV), of the donor (a) n- 
PrCI-l2, (b) n-PrBr-l2, (c) n-Prl—12 (higher energy band), and (d) n-Prl- 
l2 (lower energy band).

Figure 9. Dependence of the CCT band maximum (eV) of alkyl ¡0- 
dide—12 upon the first and second ionization potentials, fc>v (eV), of 
the donor (a) Mel-I2, (b) Etl—12, (c) n-Prl-l2, and (d) f-Prl-l2.

Figure 10. Relation between the maxima for the first and second 
CCT bands (eV) of molecular iodine and atomic iodine acceptors 
with the donors (a) Mel, (b) Etl, (c) n-Prl, and (d) /-Prl.

where Do and A 0 are the initial concentrations of donor and 
acceptor, b is the cell path length, t is a corrected extinc­
tion coefficient (extinction coefficient of the complex 
minus those of the donor and the acceptor at the wave-
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Figure 11. Dependence of the CCT band absorbance of Rl—12 at sev­
eral wavelengths upon the l2 concentration with fixed Rl concentra­
tion in a 1.04-mm cell at room temperature: (A) [Mel] = 8.47 X 
10~2 M; (B) [Etl] = 7.01 X 10“2 M; and (C) [/-Prl] = 5.77 X 1CT2 
M.

length X), and K  is the formation constant. For weak com­
plexes in the region of low donor concentration

absorbance D o A ^ b K t' (4)

This equation applies, of course, to contacts as a limiting 
case of weak complexes. According to eq 4 there is a linear 
dependence of absorbance on either the donor or the accep­
tor concentration.

A similar conclusion is reached from gas phase collision 
theory.42 The concentration of contacts n c (molarity) is 
given by8

n c = 37.84 X 1 0 _4ni)nA^i22Ad (5)

where n d and nA are the initial concentrations (molarity) 
of donor and acceptor, respectively, ¿ 1 2  is the mean molec­
ular diameter (A) of the pair, and A d  is the distance (A) be­
tween the pair within which electron transfer can occur. 
The absorbance from contacts is

absorbance = b e 'n c = (37.84 X 1 0 _4(¿l22Ací)̂ n̂'7 Abt, (6 )

In Figure 11, the absorbance of the CCT bands of Mel, 
Etl, and i-Prl for fixed alkyl halide concentration is plot­
ted at several wavelengths against the iodine concentration. 
As is seen, there is excellent linearity in all cases, with the 
line going through the origin, except for one point, i.e., at 
the lowest concentration of the Mel-l2 system.43 The de­
pendence of the CCT absorbance on both the concentra­
tion of iodine at fixed alkyl halide concentration and of the 
alkyl halide at fixed iodine concentration was measured in 
the case of rc-PrI-12, rc-PrBr-I2, and n-PrCl-l2. For the 
first two systems excellent linearity again is observed (Fig­
ures 12 and 13). In fact, the spectral curves in general were 
the same whether the iodine concentration was altered or 
the donor concentration was altered, as long as the factor 
was the same. Only in the case of n-PrCl-I2 was this not 
true. Here, the absorbance showed linearity when the n -

Figure 12. Dependence of the CCT band absorbance of n-Prl-l2 at 
several wavelengths In a 1.04-mm cell at room temperature upon 
(A) the l2 concentration with fixed n-Prl concentration (6.44 X 10“ 2 
M) and (B) the n-Prl concentration with fixed l2 concentration (7.81 
X 1Cr3 M).

Figure 13. Dependence of the CCT band absorbance of n-PrBr-l2 at 
several wavelengths In a 1.04-mm cell at room temperature upon 
(A) the l2 concentration with fixed n-PrBr concentration (1.67 X 
10-1 M) and (B) the n-PrBr concentration with fixed l2 concentration 
(3.91 X 10~3 M).

Figure 14. Dependence of the CCT band absorbance of n-PrCI-l2 at 
several wavelengths In a 1.04-mm cell at room temperature upon 
(A) the l2 concentration with fixed n-PrCI concentration (1.862 M) 
and (B) the n-PrCI concentration with fixed l2 concentration (1.96 X
ICT3 M).

PrCl concentration was held constant but there was defi­
nite curvature when the iodine concentration was held con­
stant (Figure 14). This can be attributed to the absorption 
intensity of the n-PrCl-l2 contacts being lower than that of 
any of the other contacts in the series studied. Consequent­
ly, a quite high range of donor concentrations had to be 
used, and change by a factor of 2 undoubtedly had appre­
ciable effect on the dielectric property of the medium, 
which could affect t.44 This difference in dependence of ab­
sorbance with regard to acceptor and donor concentrations 
for n-PrCl-I2 is apparent also in Figure 6 A and 6 B.

Equating (4) and (6 ), the equilibrium constant for con­
tacts (M_I) is

K  ^  37.84 X 10_4d,22Ad (7)

A somewhat improved K  can be calculated from

(nD -  n c) ( n A -  n c )

After correcting h v cct for solvent shift, the vapor phase
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TABLE III: Estimated Values of Contact Pair Size (¿ 12), Equilibrium Constant ( K ) ,  Maximum Molar Extinction 
Coefficient (fma!£), and Oscillator Strength ( f )  of Alkyl Halide-Iodine Contacts

Mel EtI n-Prl i-Prl n-PrBr n-PrCl

hvcCT,a eV 4.166 4.092 4.069 4.027 5.113'’ 5.617
/ dv, eV 9.50 9.34 9.27 9.19 10.34' 1 0 . 8 8

<¿12,d A 6.39 6.64 6.79 6.91 6.71 6.60
rco(RX), M 0.0848 0.0701 0.0645 0.0576 0.167,) I . 8 6 0

nA(I2), M X 103  

Ad = 1.0 A
7.82 7.82 7.81 7.83 3.91 1.96

n c, M 1.02 X 10- 4 0.914 X lO“ 4 0.87g X lO“ 4 O.8 I 5  x 1 0 - 4 1.11 X 10~ 4 6.00 X lO“ 4

K , M~! 0.157 O.I6 9 0.177 O.I8 3 0.175 0.237
M" 1 cm“ 1 4.33 X 104 5.44 X 104 6.01 X 104 6.04 X 104 4.64 X 104 1.51 X 104

f f.g
Ad = 2.0 A

0.830 0.994 1.07 1.13 0 .8 8 g O. 2 6 2

n c, M 2.04 X 10~ 4 1.83 X lO“ 4 1.76 X lO“ 4 1.63 X lO- 4 2.22 X 10“ 4 12.0 X lO- 4

K , M_I 0.31g 0.343 0.35g 0.37o 0.36, 0.85o
M_1 cm- 1 2.16 X 104 2.72 X 104 3.00 X 104 3.02 X 104 2.32 X 104 0.754 X 104

II Ö ><•

0.415 0.497 0.536 O. 5 6 3 0.444 0.13i

nc, M 4.10 X 10- 4 3.66 X lO“ 4 3.51 X lO- 4 3.26 X lO’ 4 4.45 X lO“ 4 (>nA)
K , M_1 0.654 0.704 0.734 0.75g 0.76g

M“ 1 cm' 1 1.08 X 104 1.36 X 104 1.50 X 104 1.51 X 104 1.16 X 104
ff.g 0.208 0.249 0.26g 0.282 0.222

a Solution result. b Composite band. c Average / d- dConstant value of 0.5 eV added to hv c c t as the shift from solution to the
vapor phase in calculating d\o from eq 1 . € Calculated for RI-I2 from absorbance data in Table II, and for n-PrBr-I2 and n-PrCl-I2 

from absorbance data in Table I; cell path length = 0.104 cm. f These values pertain to solution because the absorbances were mea­
sured in n -heptane solvent. 8 f  ~  4.32 X 10-9(maxAi/i/2 (ref 36).

value for di2 can be calculated from eq 1 since all other 
terms are known. The equation is applicable to both the 
first and second CCT bands. Selection of a value for Ad 
then permits calculation of n c, K ,  the molar extinction 
coefficient at the band maximum (imax), and the oscillator 
strength (f ).

These calculations were made for the RX-I2 contacts for 
several values of Ad  (1.0, 2.0, and 4.0 A) and the results are 
given in Table III. For the case of RI-I2, only data for the 
lower energy CCT band were used. The reasons for this 
choice are (1 ) there should be less error on the high wave­
length side in correcting for free donor and free acceptor 
contributions to the absorbance, (2 ) the generally better 
correlation with theory involving band positions (Figures 9 
and 10), and (3) the fairly constant value for Av\/2, —4100- 
4400 cm- 1  for the RI-I2 series (Table II), which is of a mag­
nitude quite common for CT bands.45 Further, calculations 
based on the second CCT band give results which differ 
only by approximately 15% from the other,46 and would not 
change the order of magnitude of the results.

The values for d\o are somewhat larger than the van der 
Waals distance, as proposed by Mulliken.2a The trend in 
contact “size” is reasonable in part, but quantitative com­
parison of di2 really is dubious because of the assumption 
of a constant correction for the solvent shift of hvc c t - The 
values of n c and K  should apply to the vapor phase, and 
perhaps to solution, but those of cmax and /  are for solution 
because the absorbance was measured in n -heptane and 
the solvent effect on c has not yet been determined.

Values of Ad  of the order 1—2 A are expected.8’47 The 
maximum value is likely to be below 4 A, in the present es­
timation, because the concentration of contacts for n- 
PrCl-I2 then exceeds 100% of the initial iodine concentra­
tion for the conditions used (Table III). It is interesting to 
note that the derived magnitude of K  and e when Ad is of 
the order 1—2 A is typical of those reported for contacts.
For example, Keefer and Andrews10 report the following K

values in n-heptane solution for Mel-I2, Etl-I2, and i-Prl- 
I2: 0.23, 0.36, and 0.43 M_1, respectively. Further, Hastings 
et al.4 determined the K  and tmax values for n-butyl bro- 
mide--I2 in n-heptane to be 0.339 M_1 and 23 400 M_1 

cm-1. Even if, according to Scott,48 the equilibrium con­
stant obtained by the Benesi-Hildebrand procedure corre­
sponds to an association in excess of random collisions, the 
latter appears to be at least an equally important contribu­
tor. Such comparison is somewhat complicated by the fact 
that the experimental determination of K  and c is difficult 
to achieve for weak complexes (although the K e  product 
can be obtained precisely) .3

Besides determining K ,  Keefer and Andrews10 also ob­
tained values for e in the spectral region 330-360 nm, which 
is the tail region of the band, and they estimated that emax 
at lower wavelengths may be of the order 3 X 104 M_1 

cm-1. Using their values of e and the resolved band shapes 
in the present study, tmax was calculated for the lower ener­
gy CCT band; -2 .8  X 104 for Mel-I2, -2 .6  X 104 for Etl-I2, 
and —2.3 X 1 0 4 for ;-PrI-I2. The results agree with the esti­
mate of Keefer and Andrews. There is reasonably good cor­
relation also with tmax in Table III for the case Ad  — 2 A.

The value listed in Table III for the oscillator strength of 
Mel-I2 is a little smaller than that of n-PrBr-I2. However, 
the /  value for the contact with iodine actually is larger for 
Mel than for n-PrBr if one considers the fact that with Mel 
only a single CCT band is involved whereas with n-PrBr 
there is a composite band. Thus the absorption intensities 
for contacts with iodine increase in the order n-PrCl < n -  
PrBr < Mel < EtI < n-Prl < i-Prl, which is the order of 
decreasing donor ionization potential.
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Excited-state reactions involved in the fluorescence of 2-hydroxy-1-naphthaleneacetic acid have been in­
vestigated in aqueous solution in the absence and presence of sodium acetate. Measurements of steady- 
state fluorescence, nanosecond fluorescence decay, and nanosecond time-resolved emission spectra showed 
that at least two absorbing species exist in the ground state. Emission is observed from at least three ex­
cited-state species (two singly ionized and one doubly ionized). The complex decay kinetics of 2-hydroxy- 
1-naphthaleneacetic acid are discussed in detail and compared to those of 2-naphthol. This study demon­
strates the advantage of nanosecond fluorometry over steady-state measurements for investigations of ex­
cited-state reactions.

Introduction

It is well known that aromatic hydroxyl derivatives are 
stronger acids in the first excited singlet state than in the 
ground state.23 Weller2b showed that in the case of salicylic 
acid, intramolecular proton transfer from the hydroxyl 
group to the carboxylate ion can occur during the lifetime 
of the excited state. This process is facilitated since the car­

boxylate becomes a stronger base in the excited state while 
the hydroxyl becomes a stronger acid. Schulman and his 
co-workers3-5 have used absorption and steady-state fluo­
rescence measurements to investigate ionization sequences 
in the ground and excited states of salicylic acid, hydroxy- 
naphthoic acids, and other similar aromatic acids.

Loken et al.6 have used fluorescence decay measure-
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ments to investigate excited-state proton transfer with 2 - 
naphthol and have shown that nanosecond time-resolved 
emission spectroscopy is capable of providing detailed in­
formation about these systems. 2-Naphthol undergoes a 
two-state excited-state reaction (proton transfer) which 
can be reversible or irreversible depending on the pH. It 
was shown by these authors that 2 -naphthol follows the 
general reaction mechanisms23 shown in Scheme I. When 
Scheme I

k 1 0

AH* : A‘ *+ H +
\i k i i  ‘

k1 ! 

!

hv \<2

T I

AH - -  A‘ + H +
the pH is well below the ground-state pK  only the neutral 
species, AH, will be present in the ground state. Excited- 
state proton transfer will take place to an extent deter­
mined by the rate constants fen and feio as well as by the 
pH of the solution and fei, the combined rate constant for 
all processes which compete with the proton transfer for 
depopulating the excited singlet state AH*. These include 
both radiative and nonradiative mechanisms.

Around neutral pH the rate of reprotonation in the excit­
ed state is negligible compared with the competing pro­
cesses (denoted by k o ), due to the small H+ concentration 
(k -2 is usually of the order of 1 0 8 s- 1  while even if reproto­
nation is diffusion controlled, i.e., fen ~  1 0 11, the product 
fen[H+] will be only 104 s_1). For 2-naphthol (pK  = 9.46, 
P K *  = 2.82a), excited-state proton transfer at neutral pH 
will thus be irreversible and the concentrations of neutral 
and ionized species will change with time according to

[AH*] = [AH*]0e -(/*> (la)

[A-*] =  [ A H * lo/Zl°  [ e - t / r a - e - t / n ]  ( l b )
k\ + « 10  — « 2

T1 = l/(fel + fe lo) (lc)

79 = 1/fe 2 (Id)
At neutral pH the 2-naphthol fluorescence thus decays as a 
single exponential. The fluorescence due to the naphtho- 
late anion formed in the excited state follows a double ex­
ponential decay law with the two preexponential terms 
equal in absolute value but opposite in sign. Note that rt is 
dependent upon feio, the deprotonation rate constant, and 
will become shorter when the latter process is facilitated.

In the present study, excited-state reactions involving a 
related molecule, 2 -hydroxy-1 -naphthaleneacetic acid, 
were examined using steady-state fluorescence, nanosecond 
fluorescence decay measurements, and time-resolved emis­
sion spectroscopy. It is shown that this molecule, whose 
steady-state emission spectrum resembles that of 2 -naph­
thol, actually follows very different, and more complex, re­
action mechanisms. Nanosecond fluorescence techniques 
thus allow one to obtain a deeper insight into molecular ki­
netics in the excited state.

Experimental Section
2-Hydroxy-l-naphthaleneacetic acid, obtained from the 

Aldrich Chemical Co. (Milwaukee, Wise.), was treated 
twice with activated charcoal, recrystallized from ethanol- 
water (10:90, v:v), and dried for 5 days under vacuum over 
silica gel in the dark. To prevent decomposition, it was

stored in the dark at about — 2 0  °C. It migrated as a single 
spot on silica-gel thin layer chromatography with a solvent 
of benzene-dioxane-acetic acid (90:25:4, v:v:v). Absorbance 
measurements were made with a Beckman DU or a Cary 14 
spectrophotometer. Steady-state fluorescence spectra were 
obtained with a Perkin-Elmer MPF-4 spectrophotofluo- 
rometer (uncorrected) or with an instrument constructed 
in the laboratory (corrected). The latter instrument collects 
spectra by the photon counting method. These data are 
stored in a multichannel analyzer operating in the multi­
channel scaling mode, then transferred to a Hewlett-Pack­
ard 2 1 0 0  minicomputer, and required corrections are made 
under software control. In all the fluorescence measure­
ments the dye concentrations were ~5 X 10- 5  M.

Fluorescence decay curves and nanosecond time-resolved 
emission spectra were obtained with a monophoton count­
ing fluorescence decay instrument.7-8 The lamp profile and 
the decay curve were collected semisimultaneously in order 
to compensate for timing drift or change in shape of the 
lamp profile. This was achieved by mounting the sample 
and scattering cuvettes on a turntable. A computer controls 
the turntable position so that each cuvette can alternately 
be positioned in the light path. The computer also controls 
the emission wavelength and the function of the multi­
channel analyzer (MCA). During data collection, the com­
puter first positions the fluorescence sample in the light 
path and sets the monochromator to the desired emission 
wavelength. The MCA is directed to store in the first half 
of memory and start collecting data in the accumulation 
mode. After a designated dwell time (typically 5-10 min) 
the data collection is stopped. The turntable is then posi­
tioned so that the scattering solution (Ludox) is in the light 
path and the emission monochromator is set to the exciting 
wavelength. The MCA is directed to route to the second 
half of memory and data collection is started in the accu­
mulation mode. After a specified lamp dwell time (typically 
2 to 3 min) the data collection is stopped. The sequence is 
repeated until the desired total number of counts has been 
obtained and the lamp and sample data are then trans­
ferred to computer memory.

The sample was excited by an air flash lamp through a 
Ditric 313-nm interference filter. The sample holder was 
thermostated at 20 °C. The emission was observed at right 
angles through a Bausch and Lomb 0.5-m monochromator 
with slits giving a 6 .6  nm half-band width. The lifetime in­
strumentation has been described in more detail else­
where.8

Deconvolution and analysis for a sum of exponential 
terms was achieved by the method of Laplace transforms9 

and/or by the method of nonlinear least squares. 10 The fit­
ting function that was used to model the experimental 
decay data is defined in terms of the convolution integral

F(X,i) = C‘ E ( x - Q ) n ( x - Q ) i ( \ , t - x ) d x  (2)
J o

where p ( t )  is the unit step function. Q  is the energy-depen­
dent time shift of the detector.9 This is determined inde­
pendently with the use of single-lifetime reference dyes. 
The impulse model, f(X,i), is given by a sum of exponen­
tials.

f(A,i) = £  aj e - ‘ /rJ (3)
7 = 1

The fit between the experimental and theoretical decay 
curves was evaluated by convolving the experimental lamp 
flash with the impulse response obtained by analysis and
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hv inspection of the reduced x2, the weighted residuals, 
and the autocorrelation function of the residuals.

Deconvolved time-resolved emission spectra were ob­
tained by analysis of the decay curves for each wavelength 
to three or four exponential terms. The decay curves at the 
different wavelengths are collected for varying periods of 
time. The impulse responses, f(X,i), must therefore be nor­
malized to a constant excitation light flux intensity. The 
equivalent procedure used here was to normalize the im­
pulse responses to the steady-state emission spectrum of 
the sample which was obtained under the same instrumen­
tal conditions as the decay curves.

Results

The absorption and steady-state fluorescence spectra of 
2 -hydroxy- 1 -naphthaleneacetic acid are in general similar 
to those found with 2 -naphthol. The expected shift to long­
er wavelength is observed as the hydroxyl group becomes 
ionized. The pKa for this ionization was determined spec- 
trophotometrically at 360 nm and was found to be 10.5. 
This is about one pK  unit above the corresponding pK a for 
2 -naphthol,2a reflecting the influence of the ionized carbox­
yl group on the ease of proton release by the hydroxyl 
group.

The steady-state fluorescence spectra of 2-hydroxy-1- 
naphthaleneacetic acid at acid, neutral, and alkaline pH 
are shown in Figure 1. The emission maximum at acid pH 
is very close to that observed for 2 -naphthol, indicating 
that the neutral carboxyl group has little effect on the 
emission energy. In basic solution the emission maximum is 
at 436 nm as compared to 425 nm for 2 -naphthol. The ex­
cited-state pK a ( p K a*)  of 2-hydroxy-l-naphthaleneacetic 
acid was determined from the spectral data by use of the 
Forster cycle11 and found to be equal to 3.3. In view of the 
values for the ground-state and excited-state pK a it is clear 
that at neutral pH only the singly ionized species (ionized 
carboxyl and protonated hydroxyl) will be present in the 
ground state. The long wavelength shoulder in the emission 
spectrum at neutral pH (Figure lb) may thus be attributed 
to excited-state proton transfer.

The effect of increasing concentrations of acetate ion on 
the steady-state fluorescence spectra of 2 -hydroxy-l-naph- 
thaleneacetic acid is shown in Figure 2. Acetate, having a 
pK a well above the pK a* of the hydroxyl group, may serve 
as a proton acceptor and thus facilitate excited-state pro­
ton transfer.23 As expected, proton transfer increases with 
increasing acetate concentration. An apparent isoemissive 
point is observed at 399 nm which might be taken to indi­
cate that only two emitting species are present. Based only 
on steady-state fluorescence spectra, 2 -hydroxy-l-napht.ha- 
leneacetic acid might appear to follow Scheme I, i.e., to be a 
two-state system like 2 -naphthol.

This simple picture is totally altered when the results of 
nanosecond fluorescence decay measurements are consid­
ered. Figure 3 shows the decay curve of 2-hydroxy-l-naph­
thaleneacetic acid at 450 nm obtained in aqueous solution 
at neutral pH. The experimental lamp flash is also shown. 
Figure 3a shows the best fit for a two-component exponen­
tial decay while Figure 3b indicates the best fit for a three- 
component exponential decay law. The analyses were car­
ried out by the method of nonlinear least squares. 10 The fit 
for a two exponential decay law is seen to be poor while 
that for three exponential components is excellent. The 
negative amplitude associated with the short lifetime com­
ponent clearly indicates that an excited-state reaction is

W A V E L E N G T H  (nm)

Figure 1. Corrected steady-state emission spectra of 2-hydroxy-l- 
naphthaleneacetic acid. The excitation wavelength was 313 nm; 
emission half-bandwidth was 6.6 nm; T = 20 °C. (a) Emission in 
aqueous 0.1 N HCI (A) and 0.1 N NaOH (B) normalized to the same 
height at the peaks, (b) Emission in aqueous 0.001 M phosphate 
buffer, pH 7.2.

Figure 2. Emission spectra of 2-hydroxy-l-naphthaleneacetic acid in 
neutral aqueous solution in the presence of different concentrations 
of sodium acetate: (A) no acetate, (B) 0.025 M acetate, (C) 0.05 M 
acetate, (D) 0.075 M acetate, (E) 0.1 M acetate. Excitation wave­
length 330 nm, room temperature (~23 °C).

taking place. However, in contrast with the prediction of eq 
lb, the sum of the two positive amplitudes is appreciably 
higher than that of the negative one; the reasons for this 
will be discussed later. The two exponential terms associ­
ated with positive amplitudes indicate that 2 -hydroxy-l- 
naphthaleneacetic acid deviates from the simple two-state 
mechanism shown in Scheme I. As will be shown, these two 
decay constants represent two emitting species.

The deviation between the decay mechanism of the mol-
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Figure 3. Experimental and computed fluorescence decay curves of 2-hydroxy- 1-naphthaleneacetic acid in aqueous 0.001 M phosphate buff­
er, pH 7.2. The lamp flash used for excitation, E(t), as well as the weighted residuals and the autocorrelation function of the residuals are also 
shown. The excitafion wavelength was 313 nm; emission wavelength 450 nm; T = 20 °C; timing calibration 0.204 ns/channel. (a) Decay 
curve analyzed for two components. Parameters obtained: r, = 1.6 ns, a, = —0.13, r2 = 11.6 ns, a? =  0.38, x2 = 14-8. (b) Decay curve 
analyzed for three components. Parameters obtained: r, = 4.2 ns, a = —0.43, r2 = 7.1 ns, a 2 = 0.60, r3 = 17.0 ns, a3 = 0.10, x2 = 1.53.

ecule under study and Scheme I becomes more dramatic 
when decay curves obtained at different emission wave­
lengths are examined. The results of such a study are sum­
marized in Table I. It is seen that even in the short wave­
length region of emission, where the singly ionized species 
emits, the decay laws are multiexponential, while Scheme I 
predicts a single decay constant in this part of the spec­
trum (which is the case for 2-naphthol at neutral pH). 
Moreover, a definite negative amplitude, associated with a 
very short decay time, indicates that emitting species in 
this spectral range as well are, to some extent, generated in 
an excited-state reaction. This is pictorially represented in 
Figure 4 which shows the impulse responses at a number of 
wavelengths. Since the impulse responses describe the fluo­
rescence intensity changes following an infinitely short 
flash of exciting light, they are free of convolution distor­
tions and the rise in intensity at short times is a manifesta­
tion of one or more excited-state reactions.

The fluorescence decay of 2-hydroxy-l-naphthaleneace- 
tic acid was also obtained in 1 N HC1 at 360-nm emission 
and in 0.1 N NaOH at 450-nm emission. In base both the 
hydroxyl and the carboxyl groups are expected to be ion­
ized. The decay curves obtained both in acid and in base 
gave a good analysis for single exponentials. The decay 
time in acid was 6.1 ns and the decay time in base was 16.7 
ns.

The results obtained at neutral pH will be described with 
reference to the tentative reaction mechanism shown in 
Scheme II. As is indicated in Table I, the fluorescence 
decay at neutral pH can be analyzed according to a three 
exponential decay law. In the long-wavelength region 
(406-520 nm) an exponential component is obtained with a 
decay time, r3, of 16-20 ns. The variation of the exact value 
of this decay component as a function of wavelength is at­
tributed, at least in part, to analysis error. Simulation ex­
periments have shown that a long lifetime component with 
a low relative amplitude tends to be given a somewhat

Scheme II

H  I I  IZ
longer decay time by the non-linear least-squares algo­
rithm.

It is reasonable to assign the 16-20-ns decay component 
(t;s) to emission from the doubly ionized species (III* in 
Scheme II). This is done by analogy with the 16.7-ns decay 
obtained as a single exponential in base where only the di- 
anion can exist.

The fluorescence across the long-wavelength emission 
band is assumed to arise mainly from species with an ion­
ized hydroxyl (designated as III* and IV* in Scheme II). A 
short decay time, ri, with a value of about 4.5 ns and a n e g ­
a t iv e  preexponent is observed across this emission band. It 
is postulated that this is a kinetic component associated 
with the lifetime of I* which generates the species III* and 
IV* whose emission is observed in this wavelength region.

The third decay time observed in this wavelength region 
is designated as T2 and has a value of 7-8 ns. By the process 
of elimination it is assigned to the decay of IV*. Additional 
experimental evidence to support this assignment has been
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TABLE I: Decay Parameters, at Various Wavelengths, of 
2-Hydroxy-1-naphthaleneacetic Acid in Aqueous 0.001 M 
Phosphate Buffer (pH 7.2, T =  20 °C)»

X, nm
F ractional 
amplitude

Decay time, 
ns x2

340 «1 = —41 n  = 0.5 1.18
«2 = "+"47 72 = 4.5
«3 = + 1 2 73 = 6.9

352 ca i = —17 7! = 0.2 1.19
<*2 = +63 T2 = 4.6
«3 — +19 73= 6.3

370 a  i = — 22 7, = 0.2 1.10
¿*2 = +66 72 = 4.7

= +13 T3 — 6.7

406 «1 = —5 7! = 4.5 1.16
(X2 — +90 72= 7.3
«3 = +5 73 = 20.6

435 «1 = —38 t i = 4.4 1.31
c*2 = +54 72= 7.0
«3 = +8 73 = 17.1

460 ai = —39 ti = 4.4 1.18
i*2 = +52 72= 7.2
«3 = +9 73 = 17.3

490 «1 = —38 r\ = 4.0 1.40
«2 = +51 72 = 7.9
«3 = +11 73 = 18.0

520 ai = —44 ri = 4.5 1.81
«2 = +47 72= 6.2
«3 = +9 T3 — 16.3

“ The lifetimes are numbered, at each wavelength, according to 
increasing values and are not necessarily equivalent to the corre­
sponding ones in the theoretical equations.

Figure 4. N orm alized flu orescence im pulse response functions gen­
erated from  the decay param eters  for different wavelengths: (A) 3 4 0  
nm , (B) 4 1 0  nm, (C) 5 1 0  nm.

obtained both by acetate competition experiments and by 
means of time-resolved emission spectroscopy. Since ace­
tate ions can serve as proton acceptors, they are expected 
to compete with in tr a m o le c u la r  proton transfer. This 
would cause the fraction of the doubly ionized, IIP, to in­
crease at the expense of the singly ionized, IV*. The results 
given in Table II show that this is indeed the case. As the 
rate of proton transfer is enhanced by acetate, rj, the life­
time assigned to the proton donor (I*) becomes shorter as 
predicted by eq lc. The amplitude associated with r:i in­
creases relative to that associated with r2, while the two 
decay times do not change significantly. It is of interest 
that as 0 3  becomes larger, 7-3 approaches the decay time ob-

TABLE II: Decay Parameters Obtained for 
2-Hydroxy-1-naphthaleneacetic Acid in 
Aqueous Solution in the Presence of Different 
Concentrations of Sodium Acetate®

Acetate
concn,

M T\ «1 '2 OL2 rs X2

0 4.2 -38 7.1 53 17.0 9 1.53
0.025 3.4 -36 7.6 38 17.3 26 1.56
0.05 3.2 -3 8 6.3 28 16.9 34 1.48
0.10 2.5 -3 8 6.1 17 16.9 45 1.33
0.20 1.7 -3 9 6.4 8 16.9 53 1.42

"  The pH was 7.2 for all the solutions, T  = 20 °C .The excitation
wavelength was 313 nm, fluorescence decays were followed at 450
nm.

tained in 0.1 N NaOH in accord with the comment made 
above regarding analysis errors. A plot of 1 / r i  v s . acetate 
concentration gave a straight line, yielding a value of 1.7 X 
109 M-1 s-1 for the bimolecular acetate quenching con­
stant. The acetate experiments provide support for the as­
signments for ti, r2, and 73 made above.

Additional evidence for the existence of the intramolecu­
lar proton transfer product (species IV*) has been obtained 
by means of time-resolved emission spectroscopy. The ra­
tionale for this experiment was as follows. Comparison of 
the steady-state fluorescence spectra of 2-naphthol2a12 and 
2-hydroxy-1-naphthaleneacetic acid indicates that the pro- 
tonated carboxyl group has little effect on the emission 
maximum of the neutral molecule while the ionized carbox- 
ylate anion has a significant effect on those of both the pro- 
tonated and ionized hydroxyl forms. It follows that species 
IV* which has a protonated carboxyl might be expected to 
have an emission maximum near 425 nm (like the 2-na- 
phtholate ion) in contrast to the emission maximum of 436 
nm of the doubly ionized species, III*. The emission attrib­
uted to IV* has a greater amplitude but shorter decay time 
than that due to III*. Thus emission from IV* should dom­
inate the longer wavelength band emission spectra ob­
tained at early times while emission from III* should domi­
nate the emission spectra obtained at late times during the 
decay.

Deconvolved nanosecond time-resolved emission spectra 
(fluorescence spectra at different times during the decay) 
were obtained according to the procedure described here 
and elsewhere.8 Fluorescence decay curves in neutral aque­
ous solution were collected between 335 and 480 nm in 3-
5-nm intervals and between 480 and 520 nm in 10-nm in­
tervals. The decay parameters were then obtained by anal­
ysis of the data and the emission spectra at discrete times 
after excitation were constructed. Figure 5 shows the emis­
sion spectra of 2-hydroxy-1-naphthaleneacetic acid at 0.4, 
12, 24, and 48 ns normalized to the same height at 398 
nm.13 Since these were constructed using deconvolved 
decay data, distortion due to convolution was eliminated.

In order to compare the long wavelength region of the 
different spectra, the contribution due to the 360-nm band 
was eliminated as follows. The spectrum at 0.4 ns and the 
spectrum to be analyzed for peak wavelength were normal­
ized to the same area between 355 and 365 nm. The 0.4-ns 
spectrum, so normalized, was then subtracted from the 
spectrum to be analyzed, yielding a spectrum practically 
free from distortions by the 360-nm band. The resulting 
“corrected” spectra were normalized to the same height at 
the peak to allow easy visual check of peak shifts. Two of 
these spectra, after 12 and after 60 ns, are shown in Figure
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l O O r

Figure 5. Deconvolved nanosecond time-resolved emission spectra 
of 2-hydroxy-1-naphthaleneacetic acid in aqueous Ó.001 M phos­
phate buffer, pH 7.2, 7 = 20 °C: (A) 0.4 ns, (B) 12 ns, (C) 24 ns, (D) 
48 ns after photoexcitation. The spectra were normalized to the 
same height at 398 nm.

6 , and a shift to longer wavelength is clearly seen to take 
place with time. The species decaying with a lifetime of 
about 6-7 ns does resemble 2-naphthol in its emission and 
is very likely to be the product of intramolecular proton 
transfer (IV*). It is of interest to note that no shift with 
time was observed when time-resolved emission spectra of
2 -naphthol were treated in the manner described above, 12 

providing a control for this experiment.
Analysis of decay curves obtained through the long 

wavelength emission band (Table I) indicates that the sum 
of the positive amplitudes is appreciably greater than the 
absolute value of the negative amplitude. Two possible ex­
planations for this discrepancy are: (1 ) that the emitting 
species is partially created directly by the exciting light or 
by a very fast excited-state reaction, or (2 ) that the differ­
ence in amplitudes is caused by “spectral contamination” 
from the parent compound12 (AH* in Scheme I), if its 
emission spectrum overlaps that of the product. Equation 
lb then becomes

[A~*] = [A H *lofeio [e_i/T2 _ e_ t/ri] + c e - t/rX (4) 
k\ + KlO — « 2

c is the factor which determines the contribution of emis­
sion due to the parent compound at the wavelength of in­
terest. At a wavelength near the isoemissive point, where 
the parent and product species emit with comparable in­
tensities, c will be large and the resultant amplitude associ­
ated with ti will be small. This is clearly the case at 406 nm 
(Table I). In contrast, errors due to spectral contamination 
cannot account for the constant high ratio of ~1.5 found 
between the sum of the positive and the negative ampli­
tudes in the 430-520-nm region. It is thus reasonable to as­
sume that a significant fraction of the emission in the 
430-520-nm spectral region is due to molecules in which 
the hydroxyl group is ionized rapidly following excitation. 
Support for this proposal is found in the time-resolved 
emission spectra obtained at early times. The 0.4-ns emis­
sion spectrum (Figure 5) shows a shoulder above 400 nm. 
No such shoulder appears in the emission spectrum at acid 
pH (Figure 1) or in the 0.4-ns time-resolved emission spec­
trum of 2-naphthol. 12 The d i f f e r e n c e  between the positive 
and negative amplitudes observed with 2 -naphthol is either 
absent or very small. 12 A possible explanation for this find­
ing is that the shoulder near 400 nm represents emission 
from the hydrogen bond species designated as II* in 
Scheme II. It is not unreasonable to suggest that a small

WAVELENGTH (nm)
Figure 6. Time-resolved emission spectra (A) after 12 ns and (B) 
after 60 ns, from which the 360-nm band has been subtracted (see 
text for details). The spectra were normalized at the peaks.

fraction of the molecules may exist in a hydrogen bonded 
form (II) in the ground state. Direct conversion of II to II* 
as indicated in Scheme II would explain the burst of proton 
transfer invoked above on the basis of the inequality of the 
positive and negative amplitudes.

Discussion

The complex excited-state kinetics proposed here for 2 - 
hydroxy-l-naphthaleneacetic acid are summarized in 
Scheme II. Two species, I and II, may exist in equilibrium 
in the ground state. Direct excitation by light leads to I* 
and possibly II* which emit light but also form III* and 
IV* which then contribute to the fluorescence. Thus three 
or possibly four species emit light at neutral pH. Of these 
only I* emits at the short wavelength band around 360 nm. 
Species IV* and III* emit with maxima at about 425 and 
435 nm, respectively. Species II* may make a small contri­
bution to the emission in the 400-nm region. It is present in 
small concentration due to its high reactivity.

One observation which deserves clarification is the isoe­
missive point obtained in the acetate titration (see Figure
2). In the absence of acetate, mainly species IV* is generat­
ed, as seen in Table II. Acetate ions cause increasing con­
centrations of species III* to appear and a shift of the isoe­
missive point to longer wavelength might have been antici­
pated. The absence of such a shift suggests that the two 
isoemissive points are very close to each other. This may be 
due to the fact that species III*, in addition to its longer 
wavelength of emission, also has a higher quantum yield 
(recall that it has the longer lifetime). The decay data pre­
sented here are inconsistent w'ith a model based on only 
two emitting species. The use of isoemissive points as crite­
ria for two-state systems should be exercised with caution.

The experimental decay times and amplitudes obtained 
in this study can best be understood if they are considered 
in relation to the theoretical rate equations describing 
Scheme II. These are derived with the reasonable assump­
tion that at neutral pH the H+ concentration is too low for 
any appreciable reprotonation of species III* prior to emis­
sion. In addition species IV* will not ionize directly to form 
III* since, if the pK a of the carboxyl group is near 4 and 
even if its protonation is diffusion controlled, the ionization 
rate of IV* will be slow compared to the rate of light emis­
sion.

The differential rate equations describing fluorescence 
emission from the excited species shown in Scheme II are 
given as follows
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d[I*]/df = fe4[II*] -  (fe, + k 3 +  AS)[I*] (5a)

d[II*]/d£ = fe3[I*] + fe7 [IV*l -  (fe2 + k 4 +  fe6)[II*] (5b)

d[III*]/dt = fe5[I*] - f e 8 [III*] 

d[IV*]/di = fe6 [II*] -  (fe7 + fe9 )[IV*]
By denoting

K  i = fe i + fes + fes

(5c)

(5d)

K 2 -  k 2 +  k 4 +  k z
=  k-j +  kg

it can be shown that the decays of both I* and IV* can be 
described by the same expression

q x n +(Kl + K2 + Kj)
di3

d2[Y*]
di2

+ (K\Ko  + K \ K 3 + K 2K 3 — fe3fe4 — fefife?)
d[Y*]

di
+ ( K xK 2K z -  k 3k 4K 3 -  k 6k 7K i )  [Y*] = 0 (6 )

where Y* represents I* or IV*.
Thus the differential equations describing the decay of 

these two species are identical. As a consequence, the three 
decay constants obtained as the three real roots of the 
cubic auxiliary equation will be identical so that

[I*] = a \ e~ t/r' + a 2e ~ tlr2 + a 3e ~ t/r2 (7a)

[IV*] = hie~ t/,T1 + b 2e ~ ‘ T̂2 +  b 3e ~ t r̂3 (7b)
The decay times as obtained from emission in the short 
wavelength band are (Table I) ri ~  0.2 ns, t2 ~  4.5 ns, and 
t 3 ~  6.5-7 ns.

The amplitudes in eq 7a are different than those in eq 7b 
since the boundary conditions for I* and IV* differ. I* is to 
a large extent created directly by the exciting light pulse 
and its concentration at zero time will be finite (ai + 0 2  + 
(13 > 0). In contrast IV* is generated totally in the excited 
state and its concentration is zero at zero time (b i  +  b 2 +  
i>3 = 0). The amplitudes a.\ and b 1 which are associated 
with the short decay time, ri, are negative and represent 
the excited-state generation of I* and IV* from II*. The 
amplitudes a3 and b 3 have to be positive since they are as­
sociated with the longest decay time for the two corre­
sponding species. If this were not the case, the concentra­
tions of the emitting species would become negative at long 
times.

It is important to emphasize that the emission in the 
short wavelength region is essentially all due to I*, and 
thus the analyses given in Table I for 340-370 nm represent 
the parameters of eq 7a. In contrast the fluorescence at 
long wavelengths contains contributions due to emission 
from IV*, III*, and possibly to a smaller extent from II*.

The time-dependent concentration of species III* is 
found by substituting the expression for I* from eq 7a into 
eq 5c and solving the differential equation thus obtained. 
This yields

[III*] = c \ e ~ t,Tl + c 2e ~ tlT'1 + c 3e ~ t/ r3 + c 4e ~ t,Ti (8 ) 
where

fesai k 5a 2 k 3a 3Ci -  ; c2 = --------- ; c3 = --------- ;
— - 1  J__ J _ _ !
r4 Ti T4 T2 T4 7-3

1
c 4 -  Ci +  c 2 +  c3; r4 -  —

«8

74 is the decay constant of the doubly ionized species and is 
the longest lifetime associated with III* (~17 ns). c4 is

therefore positive. Of the other three amplitudes cq is posi­
tive (since aj < 0 ) while c 2 and c 3 are negative.

Since the suggested species II* serves as an intermediate 
between I* and IV*, it will decay with the same decay con­
stants as these two species. All three amplitudes associated 
with it will be positive. The emission maximum of II* could 
not be identified in the steady-state or rime-resolved emis­
sion spectra due to its low relative intensity but it is rea­
sonable to assume that it would contribute to the longer 
wavelength emission band.

Since the longer wavelength emission band contains a 
contribution from III*, it should show all four lifetimes t \ 
to t4. The amplitude associated with ri is probably very 
small since the negative amplitude it has in the expression 
for [IV*] tends to be cancelled by the two positive ampli­
tudes associated with t \ in [III*] and [II*]. This, combined 
with its very short lifetime, results in the masking of t \ by 
T2 which is also associated with a negative amplitude in this 
spectral region. r3 will be associated with a net positive am­
plitude since the negative amplitude it has in the expres­
sion for (III*] is reversed by the much larger positive am­
plitude it has in the expression for [IV*], which is the dom­
inant emitting species in the long wavelength band at neu­
tral pH.
Conclusion

Advances in instrumental techniques and procedures for 
data analysis have made nanosecond fluorometry a power­
ful tool for investigation of excited-state reactions. The de­
velopment of nanosecond time-resolved emission spectros­
copy makes it possible to identify spectral intermediates 
which are not easily seen in steady-state spectra. 2-Hy­
droxy-1 -naphthaleneacetic acid differs from the hydroxy- 
naphthoic acids in that the carboxyl is separated from the 
aromatic ring by a methylene group and thus its ionization 
does not have a large effect on the fluorescence spectra. 
While steady-state fluorescence measurements might 
suggest that this is a two-state system similar to 2 -naph- 
thol, nanosecond fluorometry provides strong evidence for 
emission from three distinct species (I*, III*, and IV* in 
Scheme II) and tentative evidence for a small contribution 
by a fourth species to the fluorescence emission.
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