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Ion-Molecule Reactions in Thiols and Alkyl Sulfides. Photoionization of Methyl, Ethyl, 
Propyl, and ferf-Butyl Mercaptan, and Methyl and Ethyl Sulfide
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Photoinduced ion-molecule reactions of the primary ions occurring in a number of thiols and alkyl sulfides 
have been investigated over the pressure range 1-20 mTorr using a Kr resonance lamp (10.03 and 10.6 eV) 
as the excitation source. Rate coefficients at 298 K have been determined for the reaction R2 „+SH„ + R2_nSH„ 
— R2_n+SHn+1 + R2 nSHr (-H) (kt), n = 0,1. For the mercaptans values of kt were found to be 14.1,12.5,11.3, 
and 5.7 X 10~10 cm3 s~‘ for R = CH3, C2H5, C3H7, and (CH3)3C. These values agree with the general trend 
established for the analogous reactions in amines. In the case of (CH3)2S and (C2H5)2S, no hydrogen transfer 
was observed. Photoionization of C2H5SH in CH3OH could indicate that mercaptans behave as hydrogen atom 
acceptors rather than as proton donors. However, for feri-butyl mercaptan, the proton transfer reaction (CH3)3C+ 
+ (CH3)3CSH — (CH3)2CCH> + (CH3)3CS+H2 (k2) was also observed.

Introduction
Previous studies of ion-molecule reactions occurring in 

the gas phase have yielded rate constants for hydrogen 
atom and proton transfer reactions. Comparison of ex­
perimental results with theoretical predictions have shown 
that most unambiguous H+ transfer processes2 3 are ad­
equately described by the average-dipole-orientation 
(ADO) model4 if they are not sterically hindered. In a 
previous study from this laboratory5 it has been suggested 
that the unit mass transfer reactions in alkylamines 
(methyl, ethyl, and propyl) can be adequately described 
by a reaction model which assumes a collision complex in 
which the polar molecule is aligned with the ion similar 
to that invoked by Solka and Harriscn,6 and the actual 
transfer rate is determined by the number and type of 
hydrogen atoms in the molecule.

In the present study, the hydrogen transfer reactions' 
occurring in a number of simple thiols and alkyl sulfides 
have been investigated with the aim of determining the 
rate coefficients for the reactions:

RSH + RSH ^  RSH2 + RSH(-H) (1)

for R = CH2, C2H5, C3H7, (CH3)3C, and

R2S + R2S - - R 2SH + R,S(-H) (2)

for R = CH3 and C2H5. With the exception of H2S8“11 and 
CH3SH8 12 there appear to be no previous reports on the 
determination of rate coefficients of these systems. 
Furthermore, all of the above studies were carried out 
using electron beams as sources of ionization in contrast 
to the photoionization technique reported in this work.

In their investigation of the ion-molecule reactions of 
H2S, Huntress and Pinizzotto11 found that the unit mass 
transfer process occurred with almost equal probability via 
the H-atom and H+-transfer pathways. This is in contrast 
to the NH3, CH4, and H20 systems which proceed pri­
marily via proton transfer. This difference in chemical 
behavior was attributed to the fact that H abstraction by 
the parent ion from the neutral reactant would leave the 
MH+ ion (M = NH3, CH4i H20) in an unfavorable geo­
metrical configuration. This is not the case for H2S.

Experimental Section
All experiments were carried out using a high pressure 

(up to 20 mTorr) quadrupole mass spectrometer with a Kr 
resonance lamp (10.03 and 10.6 eV) as the photoionization 
source. The energy of the 10.03-eV line, which accounts

1125
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P (m torr)

Figure 1. Plot of log t, vs. pressure for methyl mercaptan: solid circles, 
decay of CH3S+H; open circles, formation of product ion CH3S+H2. Each 
experimental point represents the average of three determinations of 
f, at each pressure.

for about 90% of the total lamp intensity, was 13.6,17.2,
19.4, and 20.5 kcal mol-1 in excess of the ionization po­
tential (IP) for methyl, ethyl, propyl, and tert-butyl 
mercaptan,13 and 31.1 and 36.9 kcal mol1 in excess for 
methyl and ethyl sulfide, respectively, using thermo­
chemical data from the literature.14-17 The experimental 
apparatus, as well as the procedure for data reduction, have 
been discussed previously.5 All compounds were reagent 
grade materials which were outgassed and fractionally 
distilled in vacuo. Electron impact mass spectral analysis 
of the purified compounds showed only trace amounts 
(<0.05%) of contaminants. Also, the photoionization mass 
spectra taken at the time of kinetic measurements gave 
no indication of any impurities in the reaction cell.

Results
Photoionization of methyl, ethyl, and propyl mercaptan 

was performed over the pressure range 1-15 mTorr and 
298 K. The two ions, corresponding to the parent ion at 
mass m and the secondary ion at mass m + 1 resulting 
from reaction 1, were monitored in each case. In the case 
of CH3SH the m -  1 ion (CSH3+) was also observed as were 
ions at m/e 63 (C2H7S+) and m/e 96 (C2H8S2+), the latter 
two only appearing at the upper end of the pressure range. 
After determination of the mole fraction of the parent ion, 
/i = Im/Um + fm+1) at each pressure from the observed ion 
intensities (/¡), plots of In f{ vs. pressure were constructed. 
One such plot for CH3SH is shown in Figure 1. The plots 
for C2H5SH and C3H7SH are similar in appearance and 
are not included. From the slopes of these plots the rate 
constants for the unit mass transfer reactions were then 
determined relative to the standard reaction 

*0
n h 3+ + n h 3 n h ;  + n h 2

using k0 = 2.1 X  1(T9 cm3 s“1 which was reported by Sieck 
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+  f-C4HgSH(-H); lower plot corresponds to reaction 3. Solid circles 
and open circles correspond to loss of the primary ion and formation 
of secondary ions, respectively. Each experimental point represents 
the average of three determinations of 1, at each pressure.

et al.,18 for ammonium ions produced by photoionization 
of NH3 at 10.6 eV.

For tert-butyl mercaptan, a fragment ion at m/e 57 
corresponding to the species (CH3)3C+ was also observed. 
This ion was found to undergo the proton-transfer reaction

(CH3)3C + (C H ,)3C S H ^  (CH 3)2CCH2 + (C.H3)3CSH2 (3)

The ion intensity for (CH3)3CS+H2 (m/e 91) at each 
pressure was separated into the contributions from re­
actions 1 and 3 by consideration of the charge balance. If 
I +̂i denotes the contribution to the m + 1 ion from re­
action 3 we can write the charge balance as 
T° =  T 4 -  t -  tO )1 m -* m ' -* m +1 * m -fl

T °  =  T +  /33)1 m -3 3  1 m —33 ^  1 m  +  1

where /¡’refers to the primary ion current in the absence 
of secondary reactions. We now define the ratio ¡8 = 
Pm-w/Pm and hence obtain

= + /m+1) - / m-33]/( i  + p)
The resulting fractional ion currents for primary ions in 
terms of observed or calculable ion intensities are therefore
f m  =  I m  / (A n  +  I m  +  i ~  1 ^ +  1) 

for the parent ion of m/e 90, and

f m - 33 =  /m —3 3 / ( /m —33 +  / m + l )

for the fragment ion of mass m/e 57. The value of 0 is 
obtained as a first approximation by extrapolation to zero 
pressure a plot of /m-33/(/m + Im+1) as a function of 
pressure. Plots of log f\ vs. pressure for reactions 1 and 
3 in tert-butyl mercaptan are shown in Figure 2. A value 
of k3 = 1.1 X  10“9 cm3 s 1 was found for the proton transfer 
reaction 3.

With the aim to determine whether the mercaptans 
behave as H+ donors or H acceptors, a mixture of 50%
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TABLE I: Results and Comparison of Rate Constants“
R3_nNH„ k , Ref R2_„SHn k A D O b k j k  A V O

n h 3 21.3 18 HSH 7.5° 14.5 0.52
c h 3n h 2 1 2 .2 d CH3SH 14.1 16.4 0 .8 6
c2h 5n h 2 1 2 .6 5 C2HsSH 12.5 15.8 0.79
c3h ,n h 2 1 1 .6 5 c 3h , sh 11.3 15.3 0.74

(CH3)3CSH 5.7 14.9 0.38
(CH3)2NH 1 0 .2 5, d (CH3)2S e 15.5 < 1
(C2Hs)2NH 8.3 5 (C2H5)2S e 14.9 < 1
(CH3)3n 5.5 5

6 .8 d
(C2Hs)3N 4.7 5

° In units of 10"'° cm3 s '1. Estimated reproducibility in k t is ±5%. b Calculated ion-molecule collision number based on 
average-dipole-orientation theory, ref 4. Molecular polarizabilities were calculated using bond polarizabilities in ref 24, and 
dipole moments were taken from ref 25. c Average of values tabulated in ref 11. d L. Hellner and L. W. Sieck, Int. J. 
Chem. Kinet., 5, 177 (1973). e Estimated upper limit in k

C2H5SH in CH3OH was photolyzed. The IP of CH3OH 
is 0.25 eV above the 10.6 eV Kr resonance line and hence 
any observed CH30 +H2 ions must result from the H+- 
transfer reaction

C2H5SH + CH3OH -  C2H5SH(-H) + CH3OH2 (4).
AH = 8.5 kcal mol'1

Photoionization o f this mixture showed only ions at m /e  
62 and 63 corresponding to C2H5S+H and C2H5S+H2 which 
clearly demonstrates that proton transfer from C2H5S+H 
to CH3OH does not take place. However, the analysis of 
this data showed an enhanced production of C2H5S+H2 
which suggests the reaction

C2H5SH + CH3OH -  C2H5SH2 + CHjOH(-H) (5)
AH =  7 ± 2 kcal mol' 1

with a rate constant of k5 = 4.4 ±  0.3 X 10 10 cm3 s“1.
The photoionization mass spectra of methyl and ethyl 

sulfide, when corrected for isotope effects, show only one 
ion in each case. To ensure that this ion was the primary 
ion of mass m for methyl sulfide and not a fragment ion, 
e.g., m -  1, a mixture o f 50% (CH3)2S in (CH3)3N was 
prepared. Photoionization of this mixture showed peaks 
at m /e 58 through 63. The peaks corresponding to m /e 
58-61 result from the normal photoionization mass spectra 
of (CH3)3N where m /e 58 identifies the m -  1 cracking ion, 
m /e 59 the trimethylamine parent ion, m /e 60 results from 
the hydrogen or proton transfer reaction between 
(CH3)3N+ and (CH3)3N, and m /e 61 is the isotopic con­
tribution to the m + 1 peak. Of the remaining two peaks, 
the major one at m/e 62 was unambiguously identified as 
the primary ion (CH3)2S+, while that at m/e 63 could be 
accounted for as its isotopic contribution. From this 
experiment it was deduced that neither the H-transfer nor 
the H+-transfer reactions

(CH3)2S+ + (CH3)2S -  (CH3)2SH + CH2SCH3 (6 )
AH  ^ 8  kcal m ol1

occurred. The absence of the m /e 63 peak above the 
normal isotopic abundance indicates also that the reaction

(CH3)3N+ + (CH3)2S -  (CH3)2NCH2 + (CH3)2SH (7)
AH -  29 kcal mol' 1

did not occur 70 any significant degree. By analogy, for 
ethyl sulfide reactions 6 and 7 must also be very slow. 
However, analysis of the trimethylamine data in the re­
action mixture (CH3)3N /(C H 3)2S again revealed that the 
production of (CH3)3NH+ was enhanced, which can be 
accounted for by the reaction

(CH3)3N+ + (CH3):S -  (CH3)3NH + CH2SCH3 (8 )
AH = - 1  to +5 kcal m ol'1

<  1 0 " 1 cm 3 s '1.

The rate constant for this reaction was estimated to be k8 
= 9.2 ± 0.6 X 10"11 cm3 s"1 based on the assumption that 
(CH3)2S+ is not a proton donor (cf. reaction 6).

The experimental rate constants, fe1( for the sulfur 
containing compounds and the analogous amines are 
summarized in Table I and compared with the collision 
numbers predicted by the ADO theory.4

Discussion
With reference to Table I the rate constants for the 

mercaptans are found to decrease with increasing alkyl 
substitution. The collision efficiencies iki/kA00) are 
somewhat less than unity in each case, which can be at­
tributed to structural factors in the reactant ion.19 These 
observations agree with the trends previously established 
for the alkylamines.5 The rate constant for CH3SH is 
comparable to the value o f 11.9 ±  0.6 X 10~10 cm3 s“1 re­
ported to Nagy et al.20 in a study using the electron impact 
pressure variation technique. The agreement is considered 
satisfactory if one takes into account their ion exit energy 
of 3.4 eV compared to the field free reaction chamber used 
in the present work. In a more recent study using the 
ion-trapping technique Solka and Harrison® report for 
methyl mercaptan an overall disappearance rate coefficient 
of 7.7 ±  0.2 X 10 10 cm3 s 1 at low (unspecified) ionizing 
electron energy but do not discuss the difference with the 
earlier work.

A survey of the thermochemistry for the sulfur 
compounds6,1417 indicates that reaction 9 is thermoneutral 
or slightly exothermic

CHjSH + CHjSH -  CH,SH, + CH3S (9)
AH —  1 kcal m o l'1

The enthalpy change for unit mass transfer in ethyl and 
propyl mercaptan is expected to be similar. Solka and 
Harrison12 and Hemsworth et al.21 have shown that for 
proton transfer reactions the collision efficiency ki/kAD0 
is essentially unity for reactions which are exothermic by 
more than 10 kcal mol 1 and the collision coefficiency 
decreases with decreasing exothermicity. The situation 
with respect to endothermic reactions where the ion has 
some excess energy as a result o f photoionization could 
show a similar trend. The observation of H transfer from 
CH3OH to C2H5SH+ where the excess ion energy is up to 
10 kcal moT1 above the endothermicity o f the reaction (AH 
«= 7 kcal mol"1) would support this view. Furthermore the 
observed H transfer from CH3OH to C2H3SH+ rather than 
H+ transfer from C2H3S+H to CH3OH strongly suggests 
that mercaptans behave entirely as H-atom acceptors and 
not as proton donors although both reactions are endo­
thermic.

According to the model proposed to account for hy­
drogen transfer in alkylamines,3 the rate constant, ki, for
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(CH3)3CSH should be approximately one-half that o f H2S 
since fert-butyl mercaptan has only one “ transferable” 
hydrogen atom.22 Inspection of Table I shows that this 
is at least qualitatively the case. Also, it would be an­
ticipated that k1 for CH3SH, which has four transferable 
hydrogen atoms, would be significantly larger than that 
for (CH3)3CSH, an expectation which is also roughly borne 
out. These observations suggest that the parameters 
controling the rate of hydrogen transfer in amines are 
probably also operative in the analogous mercaptans. The 
low rate constants for hydrogen or proton transfer reac­
tions in methyl and ethyl sulfides stand in sharp contrast 
to those observed for dimethyl- and diethylamines. The 
thermochemical data for (CH3)2S suggests that reaction 
6 is endothermic by ca. 8-15 kcal mol . 3 Despite an ion 
energy between 23 and 16 kcal m ob1 in excess of this 
endothermicity no hydrogen transfer occurs. It is not clear 
how this possible excess energy is dissipated and it must 
be assumed that either only a fraction of the excess ion 
energy is accessible during the lifetime of the collision 
complex or factors other than energy content, such as 
structure, are paramount in limiting the transfer rate for 
this reaction. The very low values of &i/&ado (Table I) for 
sulfides may be a direct consequence of this situation.
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The rate law for the production of HCN over the temperature range 1850-2900 K was established by recording 
the time-dependent infrared emission from this species at 3.0 pm in the reflected shock zone. Four mixtures 
of C1CN and H2 dilute in argon, differing in the ratio of initial reactant concentrations and initial shock pressures, 
were studied in order to determine the various order dependencies. The formation of the product was in all 
experiments observed to be nonlinear with respect to reaction time. The data were fit to the equation 1 -  
/ h c n / / h c :w  = exp(: fe[ClCN]oa5[H2]001[Ar]a4t2), where k = 1021'8±006 exp(-70.3 ± 0.6/RT) cm3 mob1 s“2. The 
units for the activation energy are kcal mol '. Experiments in which the reflected shock zone was analyzed 
with a time-of-flight mass spectrometer revealed the products to be HCN, HC1, and C2N2. Computer calculated 
profiles cf HCN using a 14 step atomic mechanism with available literature rate constants failed to reproduce 
the experimental profiles.

Introduction
Previous reports from this laboratory have concerned 

the nonlinear time dependence of product formation and 
the importance of this observation with regard to the 
existence of complex mechanisms in exchange systems 
involving simple molecules; H2 +  D2,2 HC1 + D2,3 HCN 
+ D2,4 and HBr +  D2.5 The nature of the multistep se­
quence for the first three reactions is not known in detail 
but it has been suggested that excitation to the higher

vibration and/or rotational levels of the ground electronic 
state is a prerequisite to product formation.6 Evidence has 
been presented for the exchange of HBr +  D2 to proceed
via atomic pathways.3

Two metathetical reactions of limited complexity have 
also been studied, C2N2 +  H2 -*■ 2HCN7 and H2 +  C02 -*  
H20  + CO.8 In both of these systems, the time dependence 
for product formation was shown to be quadratic and 
arguments were made to demonstrate that their respective
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mechanisms were not atomic and that the rate laws could 
be explained in terms similar to the three exchange systems 
previously mentioned.2 4 However, both of the investi­
gations were performed with limited objectives (testing of 
symmetry predictions for C2N2 +  H2 and formation of 
known amounts of water from a practically thermoneutral 
reaction) and as a consequence the individual reactant 
concentrations and total mixture pressures were not varied 
extensively.

The reaction of cyanogen chloride and hydrogen is an 
appealing prospect for a more complete rate law deter­
mination for several reasons: it is a relatively clean reaction 
at high temperatures; the infrared emission from one of 
the major products HCN is free from interference of other 

. ’emitting species; the products and possible intermediates 
appear in a conveniently observed portion of the time- 
of-flight mass spectrum; and lastly, most of the elementary 

. rate constants necessary for computer calculation of the 
product formation profiles (assuming an atomic mecha­
nism) are available in the literature.

Although the metathesis has received surprisingly little 
attention, the pyrolysis of C1CN has been studied with the 
single pulse shock tube technique9 and the dissociation of 
hydrogen has been reported by many shock tube workers 
employing a variety of analytical methods.10

Experimental Section
The source of the kinetic data reported herein was taken 

from a shock tube which was equipped to record simul­
taneously the infrared emissions from HCN and C1CN in 
the reflected shock zone. Experimental details pertaining 
to the apparatus and procedure have been described.5 An 
interference filter centered at 3.0 ¿¿m (0.10-Mm bandpass 
at half-peak height) was used for HCN emission while a 
4.45-^m narrow band filter served for C1CN.

The following mixtures were tested for interference at 
the 3.0-/um filter observation port: 2% C1CN; 2% HC1; and 
3% C2N2. The balance of the three mixtures was argon. 
Interference was observed only at the 4.45-Mm station. 
Therefore, only the initial signal from that detector was 
used and solely for the purpose of establishing time zero 
for product formation.

Four reacting mixtures, labeled A-D, respectively, were 
prepared by the method of partial pressures: 1.5%
C1CN-1.5% H2, P j = 5 Torr; 1.5% C1CN-1.5% H2, Px = 
10 Torr; 3% ClCN-3% H2, P, = 5 Torr; 3% ClCN-9% H2, 
Pi = 5 Torr. The diluent for all four mixtures was Linde 
argon (99.95%). Cyanogen chloride was purchased from 
Matheson and further purified by three consecutive liquid 
nitrogen bulb-to-bulb distillations in which only the middle 
fraction was retained in each step. Mass spectrometric 
analysis revealed impurity levels of 0.6% HCN and 1.1% 
HC1. No other foreign species were detected. Linde H2 
(99.95%) was treated by trapping the gas onto a previously 
purged Linde type 4A molecular sieve at 77 K. After slight 
warming, the middle fraction of the desorbing vapor was 
employed for mixture blending.

Three calibration mixtures were shocked to test the 
relation of detector signal amplitude and HCN concen­
tration: 1.5% HCN-1.5% H2; 3% HCN-3% H2; 3% 
HCN-9% H2. The diluent was argon. Hydrogen was 
added to suppress the formation of cyanogen from the 
reaction 2HCN ->- C2N 2 +  H2 and to simulate a collision 
partner environment more similar to reaction conditions. 
Hydrogen cyanide evolved from KCN upon addition of 
concentrated sulfuric acid was collected and purified by 
bulb-to-bulb distillation.

Two Biomation 610 B transient recorders were con­
nected in parallel to monitor the emission signal from the

Reaction of Cyanogen Chloride and Hydrogen

3.0-^m filter station. One recorder was set to digitize the 
signal at selected sampling intervals of 0.5-2.0 ms in order 
to maximize data collection during the initial stages of the | 
reaction. These settings were chosen to minimize any 
heating effects due to reaction exothermicity (-25 kcal 
moL1). The second recorder was set at a 5-ms sampling rate 
in order to determine the maximum signal intensity 
achieved by HCN production. Some 255 data points were 
generated by each Biomation. Polaroid pictures of os­
cilloscope traces of the emissions passing through the 3.0- 
and 4.45-Mm filters were taken at sweep speeds of 50 and 
10 Ms/cm, respectively. The faster speed picture was used 
to determine time zero for the reaction from an analysis 
of the initial C1CN emission at 4.45 Mm. The other picture 
provided a check on the Biomation recorders.

A time-of-flight (TOF) mass spectrometer was utilized 
to sample the reflected shock zone which contained 
mixture A in a diluent of neon-1  % Ar. The primary 
purpose was to detect the presence of minor products and 
intermediates. Peaks corresponding to HCN, HC1, C1CN, 
and C2N2 were measured at 2 0 - ms intervals during a total 
observation time of 440 ms. A mixture of 1.5% HCN, 1.5% 
C1CN, 1.5% C2N2, balance N e-1%  Ar, was prepared for 
static analysis in order to measure the relative ionization 
sensitivities of those species containing CN.

Hydrogen was used as the driver gas for all experiments 
performed in either the TOF or IR emission shock tube.

Results
Dynamic sampling of reaction mixture A by the TOF 

at 20-ms intervals revealed that the major products were 
indeed HCN and HC1 and that, at high temperatures, 
minor amounts of C2N2 were formed. Cl2 was not observed 
nor was any other readily identifiable intermediate. The 
temperature range covered was 1784-2455 K. The peak 
heights corresponding to m/e 27 (HCN), 52 (C2N 2), and 
61 (CNC1) were measured as a function of reaction time.

An expression for the mole fraction of HCN for an 
equimolar mixture of reactants was used:

/hcn = LHCN]/([C1CN]0 + [H 2]0) (1)
= [H C N ]/2[C1C N ]U (2)

Mass balance for CN is given by the following equation:

[C1CN]0 = [HCN] + 2 [C 2N 2] + [C1CN] (3 )

Substitution of eq 3 into eq 1 along with the relative 
ionization sensitivities as determined from static analysis 
of a mixture of known concentrations of the various species 
yielded the working equation

j . __________1.5P27___________________________________ . . .

' HCN~ 2(1.5P27+ 2.0P52 + P61) ( )

where P represents the respective peak heights. Other 
mole fraction equations were likewise constructed and plots 
of / h c n , / c ic n , and / HCi are displayed in Figure 1.

In addition to identifying the species present during the 
course of the reaction, the TOF data showed clearly the 
near disappearance of CICN and the nonlinear time de­
pendence of product formation. The long time mole 
fraction levels recorded by the TOF runs were in accord 
with equilibrium calculations on this particular mixture. 
The calculated mole fractions are listed in Table I. The 
chlorine amounts predicted were below the detectability 
threshold in our experiments.

The instrumentation which processed the infrared 
emission signals produced a 10- to 40-fold increase in the 
number of data points during the initial stages of HCN
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Figure 1. Mole fraction profiles of HCN, CICN, and HCI for TOF ex­
periment at 2339 K.

TABLE I: Mole Fractions in C1CN-H2 Reaction at 
Equilibrium (Initial Mixture Equimolar)

T, K HCN HCI CICN h 2 c 2n 2 Cl2
1700 0.441 0.498 0.002 0.030 0.028 3 X lO '6
2000 0.427 0.496 0.004 0.038 0.035 1.7 X lO '5
2300 0.414 0.493 0.007 0.046 0.040 6.2 X 1 0 -
2500 0.406 0.491 0.009 0.052 0.042 1.2 X 10-“
2800 0.396 0.486 0.013 0.059 0.046 2.8 X 1 0 -

formation. Thus, the product profile could be determined 
at early reaction times thereby reducing the effects of heat 
release. Shocked mixtures of 2% CICN, 2% HCI, and 3% 
C2N 2 (each diluted with argon) revealed an absence of 
signal at the 3.0-/um filter detector station. Calibration

Figure 2. Infrared emission record from mixture B reacting at 2104  
K. HCN emission is lowest trace on left-hand side. The sweep speed 
is 50 ¿is/cm.

experiments conducted with the 1.5% HCN and 3% HCN 
in argon mixtures demonstrated that, within experimental 
error, the signal intensity doubled with a twofold increase 
of HCN concentration over the temperature range spanned 
for the reaction mixtures. These facts, coupled with the 
circumstance that time zero is more accurately determined 
in the IR shock tube than in the TOF shock tube, indicated 
that analysis of the HCN emission signal was the best 
source of kinetic data for this system.

A typical oscilloscope record for a reacting mixture is 
displayed in Figure 2. The abruptly increasing signal on 
the left-hand side of the figure is due to CICN emission 
and was used primarily to determine time zero for the 
reaction. It is interesting to note that the CICN emission 
signal does not diminish to a level consistent with that 
shown in Figure 1 or Table I. This observation is easily 
explained by the emission at 4.45 nm of other species 
formed during the reaction, thus rendering the signal 
unsuitable for kinetic analysis.

The signal at 3.0 nm was due entirely to HCN emission 
and was treated according to the following equation:

Q  =  I/ l-m a x  =  fH C N  I  fH C N ,m a x  ( 5 )

where /  is the signal intensity at known reaction intervals 
and 7max is the maximum signal intensity plateau observed 
during a given run. The further equation of intensities to 
mole fractions is derived from the results of the calibration 
experiments.

The data were fit successfully to the following equation

1 -  Q = exp (-k 'tz) (6 )

where z is the time dependence for product formation. 
The value of z was determined by a plot of the In In of the 
left-hand side of eq 6 vs. In t. The slopes in all cases were 
linear and fell into the range 1.7-2.1 with no apparent 
pattern emerging with regard to temperature or mixture 
composition. A typical plot is shown in Figure 3. Since 
a constant time power is helpful in comparing rates, the 
value of 2.0 was chosen for z in all rate calculations.

After selection of the quadratic time dependence, the 
value of k'for each experiment was calculated. In order 
to minimize the effect of temperature change in the re­
flected shock zone due to reaction exothermicity, only 
those points with Q less than 0.5 were utilized. The best 
fit profile along with the experimental data were plotted 
for all runs. A typical example is displayed in Figure 4. 
An Arrhenius plot of the four mixtures studied (A-D) is 
shown in Figure 5.
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TABLE II: Rate Constants for C3CN-H2 Reaction

T, K

106p 5 10“14fc 
mol cm3 m o l'1
cm“3 s“2 T, K

106PS
mol
cm“3

10“ 14 k 
cm3 mol“ 1

s“2
A. 1.5% CICN-1.5% H,, P, = 5 Torr

1877 1.82 0.526 2368 2.01 18.8
1899 1.83 0.558 2423 2.02 29.3
1942 1.85 0.689 2538 2.06 50.3
2003 1.88 1.29 2617 2.08 80.7
2005 1.88 1.13 2659 2.09 90.1
2032 1.89 1.45 2761 2.12 184
2045 1.89 2.03 2819 2.13 193
2130 1.93 2.78 2829 2.14 260
2198 1.95 6.07 2843 2.14 163
2330 2.00 13.6 2897 2.15 273
2331 2.00 17.5

B. 1.5% iCICN-1.5% H,, P. = 10 Torr
1968 3.73 0.848 2298 3.96 15.0
1989 3.73 1.48 2319 3.98 11.3
2068 3.80 2.25 2363 4.01 22.9
2104 3.83 2.91 2375 4.01 18.6
2229 3.91 7.91 2401 4.03 24.8
2257 3.94 11.2 2620 4.16 90.1
2263 3.94 13.5

C. 3% ClCN-3% h 2, p , = 5 Torr
1972 2.00 0.785 2333 2.14 18.9
2018 2.02 1.26 2373 2.16 19.7 •
2040 2.03 1.71 2390 2.16 22.3 •
2092 2.05 2.61 2526 2.22 51.2
2109 2.06 2.55 2544 2.22 64.5
2129 2.06 3.95 2564 2.22 78.3
2178 2.08 3.99 2566 2.22 56.5
2183 2.09 5.53 2648 2.25 88.3
2236 2.11 8.10 2654 2.25 102
2258 2.12 8.56 2656 2.25 98.2
2276 2.12 10.8 2691 2.26 133
2289 2.13 11.3

D. 3% ClCN-9% H = 5 Torr
1855 2.08 0.373 2228 2.26 7.30
1867 2.09 0.319 2236 2.26 7.29
1869 2.09 0.393 2313 2.27 13.4
1946 2.13 0.705 2331 2 30 15.9
1950 2.13 0.905 2377 2 32 23.3
1952 2.13 0.821 2410 2.33 29.5
1992 2.15 1.21 2441 2.35 27.5
1998 2.15 1.09 2445 2.35 29.8
2011 2.16 1.52 2474 2.36 35.0
2016 2.16 1.43 2533 2.38 53.6
2075 2.19 2.65 2547 2.38 48.8
2091 2.20 2.12 2561 2.39 62.5
2150 2.23 4.03 2668 2.43 106

The order of the reaction with respect to C1CN, H2, and 
Ar was found from the following equation

k' = /j(C lC N )0a(H 2)ob(A r)c (7)

where a, b, and c are the respective individual orders. A 
computer program, into which the reflected shock zone gas 
density for each experiment was input, employed an it­
erative routine to calculate the set of orders which gave 
the least statistical variance. The best fit values were a 
= 0.5, b = 0.1, and c = 0.4. The concentration independent 
rate constant k was calculated for all IR experiments and 
is represented by the following Arrhenius equation:

k = lO 21-78“ -06 e x p (-7 0 .3  ± 0 .6/RT)
cm 3 m ol' 1 s' 2 (8 )

TABLE III : Arrhenius Parameters for Computer 
Simulation Program“

Reaction log A E* Ref
a 16.53 91.5 9
b 13.97 88.9 16
c 14.00 34.0 9
d 13.05 6.0 9
e 13.78 5.0 Est
f 13.78 5.0 Est
g 13.92 5.5 17
h 13.53 7.0 18
i 13.78 10.0 Est
j 14.52 2.9 Est
k 16.79 117.1 19
1 9.82 70.0 20
m 16.81 98.6 21
n 10.94 48.0 22

“ Units: A  = cm 3 mol“ 1 s“ 1; E* = kcal mol“ ;.

Discussion
The inert gas dependence and the nonlinear production 

of HCN argue persuasively against a direct bimolecular 
mechanism involving the reactants and suggest that the 
reaction is proceeding via a series o f elementary steps.

Of prime consideration is an atomic mechanism con-
sisting o f the following steps: 

C1CN + Ar ^  CN + Cl + Ar (a)
H2 + Ar ^  2H + Ar (b)
Cl + C1CN ^  Cl2 + CN (c)
CN + C1CN ^  C2N2 + Cl (d)
H + C1CN «  HCN + Cl (e)
H + C1CN -  HC1 + CN (f)
Cl + H2 -  HC1 + H (g)
CN + H2 ^ HCN + H (h)
H + C2N2 -  HCN + CN (i)
H + Cl2 -  HC1 + Cl (j)
HCN + Ar -  H + CN + Ar (k)
HC1 + Ar ^  H + Cl + Ar (1)
C2N2 + Ar -  2CN + Ar (m)
Cl2 + Ar ^  2C1 + Ar (n)

All but four of the forward direction rate constants have 
values in the literature. Reasonable estimates for those 
not measured were made11“13 and the values used in a 
computer calculated profile of HCN are listed in Table HI. 
The appropriate thermodynamic data necessary for the 
reverse reaction rate constants were taken from the JA- 
NAF tables.14 Calculations were performed at 1900, 2300, 
2600, and 2800 K for each of the four mixtures studied, 
A -D , at their respective initial shock pressures.15

The resulting profiles were observed to have nonlinear 
shapes similar to those recorded experimentally. In fact, 
the resulting profiles could be fit for each of the mixtures 
by eq 5 and 6. Values of the time dependence z were found 
to be in the range 2.08-2.11. The respective values of k' 
for each mixture were used to calculate the individual 
Arrhenius lines. Lastly, the reaction orders a, b, and c were 
determined, which yielded the following result:

k' = fc(ClCN)o0-50(H2)0°*2(Ar)0-77 (9)

The units for the activation energy are kcal m o l1. The 
rate constants and the best fit line are presented in Figure 
6 and listed in Table II. The reflected shock pressures 
varied from 0.28 to 0.89 atm.

A grand Arrhenius line for the computer generated profiles 
was obtained

k = 10295 e x p ( -9 4 .5 /R T )  (10)
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Figure 4. Reaction profile for HCN from an IR experiment at 2178 K.

The units for the preexponential factor are (cm3 mol1) 189 
s~2.

Comparison between an experimental HCN profile and 
a computed profile is shown in Figure 7. The Arrhenius 
line for eq 10 appears in Figure 8.

The fractional orders, inert gas dependence, and non­
linear time dependence are all predicted by an atomic 
mechanism. The most serious discrepancy with regard to 
experimental results is the magnitude of the activation 
energy: 70.3 vs. 94.5 kcal mol1. Variation of the rate 
constants of the three center reactions did not produce 
“agreement”. The most significant steps are the disso­
ciations of the reactants and the computed magnitude of

the apparent activation energy for the metathesis reflects 
this fact.

One possible reconciliation involves the proposal of a 
reactant catalyzed dissociation occurring with an activation 
energy some 19-21 kcal less than that measured with an 
inert gas.
C1CN + H2 -  Cl + CN + H2 ( o )

H2 + C1CN -  H + H + C1CN (p)

There exists no evidence to support this proposal and there 
is indirect evidence that decompositions occur with an 
activation energy not much different from that recorded 
with an inert gas. The dissociation of H2 have been
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Figure 5. Arrhenius plot of k '  rate constants for mixtures A -D : (O ) 
A; (□ )  B; (X ) C; (V ) D.

Figure 7. Comparison of experimental (dashed line) and atomic 
mechanism (solid line) profiles for HCN at 2178 K.

bUJCO H
u
_J
or

3 0 35  3 0  45  5 0  55

1 0 ‘ /T no

Figure 6. Arrhenius plot for data in Table II. Symbols identical with 
those used in Figure 5.

measured with Ar, H2, and H as collision partners.16 The 
respective rate constants differ hut the difference is not 
o f the magnitude required to explain the results herein.

&H2-Ar = 9.35 X 1013 exp(-88900/i?T) (11)

fcm-H, = 3.30 X 101S expC-lOSSOO/ET) (12)

kĤ  = 2.12 X 10ts exp(-87200/1?T) (13)

The reactions represented by eq 12 and 13 may be con­
sidered in the same category as (o) and (p), since it is well 
known that the respective exchange reactions take place 
with activation energies of 402,6 and 723 kcal mol“1. The 
corresponding dissociations occur at rates closer to the

\
S

I i
3 0 3 5 4~0 c~S k b

'0 ' '  <
Figure 8. Combined Arrhenius plot for rate constants derived from 
atomic mechanism. Symbols are the same as those in Figure 5.

noncatalyzed H2-A r decomposition.
The remaining possible mechanism involves the exci­

tation of the reactants to certain rotational-vibrational 
states prior to the collision events which lead to products. 
This idea has been advanced previously6 and its appli­
cation to C1CN + H2 is similar to the C 0 2 + H2 system.8 
Unfortunately, the tabulation of relevant rate constants 
for a computer simulation is not yet available. However, 
results from laser photochemistry experiments indicate 
that vibrational excitation of reactants can have a dramatic 
effect upon product formation. For instance, vibrational 
excitation of HC1 by radiation from a HC1 laser increases 
the rate 5000-fold of the reaction

O + HC1 -  OH + Cl (q)
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compared to the ground state reaction rate.24 

References and Notes
(1) (a) Paper presented at the 32nd Southwest Regional Meeting of the 

American Chemical Society, Fort Worth, Tex., Dec, 1976. (b) Support 
of this work by the National Science Foundation, Q-ant CHE 76-08529, 
is gratefully acknowledged.

(2) R. D. Kern and G. G. Nika, J. Phys. Chem., 75, 1615 (1971).
(3) R. D. Kern and G. G. Nika, J. Phys. Chem., 75, 171 (1971).
(4) R. D. Kern and J. M. Brupbacher, J. Phys. Chem., 76, 285 (1972).
(5) R. D. Kern and G. G. Nika, J. Phys. Chem., 78, 2549 (1974).
(6) S. H. Bauer and E. Ossa, J. Chem. Phys., 45, 434 (1966).
(7) J. M. Brupbacher and R. D. Kern, J. Phys. Chem., 77, 1329 (1973).
(8) J. M. Brupbacher, R. 0. Kern, and B. V. O'Grady, J. Phys. Chem., 

80, 1031 (1976).
(9) D. Schofield, W. Tsang, and S. H. Bauer, J. Chem. Phys., 42, 2132

(1965).
(10) R. D. Kern, Compr. Chem. Kinet., 18, 1 (1976).
(11) S. W. Benson, “Thernochemical Kinetics” , Wiley, New York, N.Y., 

1968.

(12) M. R. Dunn, C. G. Freeman, M. J. McEwan, and L. F. Phillips, J. Phys. 
Chem., 75, 2662 (1971).

(13) K. Tabayashi, 0 . Kajimoto, and T. Fueno, J. Phys. Chem., 79, 204 
(1975).

(14) “JANAF Thermochemical Tables” , 2nd ed, U.S. Department ‘of 
Commerce, Washington, D.C., 1971.

(15) Dr. A. M. Dean kindly provided us with a copy of his computer 
program.

(16) W. D. Breshears and P. F. Bird, Symp. (In t.) Combust., [P roc .], 
14th, (1972).

(17) P. G. Ashmore and J. Chanmugam, Trans. Faraday Soc., 49, 254 
(1953).

(18) P. Hartel and M. Polanyi, Z. Phys. Chem. B, 11, 97 (1930).
(19) T. Just and P. Roth, Ber. Bunsenges. Phys. Chem., 80, 171 (1976).
(20) T. A. Jacobs, N. Cohen, and R. R. Giedt, J. Chem. Phys., 46, 1958 

(1967).
(21) T. Fueno, K. Tabayashi, and 0. Kajimoto, J. Phys. Chem., 77, 575 

(1973).
(22) A. C. Lloyd, In t. J. Chem. Kinet., 3, 39 (1971).
(23) A. A. Westenberg and N. de Haas, J. Chem. Phys., 47, 1393 (1967).
(24) E. Stark, Ind. Res., 18, 78 (1976).

Rate Constants for the Reactions of Hydrogen 
Atoms with Some Silanes and Germanes^

E. R. Austin and F. W. Lampe*

Davey Laboratory, Department o f Chemistry, The Pennsylvania State University, University Park, Pennsylvania 16802 (Received 
November 5, 1976)

Publication costs assisted by the U. S. Energy Research and Development Administration

Rate constants for the reactions of H atoms, formed by mercury photosensitization of H2-substrate mixtures 
at 32 °C, with (CH3)„SiH4 „ and (C2H5)nSiH4_n for n = 0,1, 2, 3; with (CH3)nSiD4„  for n = 0,1; and with Si2H6, 
Si2D6, GeH4, and Ge2H6 have been determined in experiments involving the competitive reaction of H atoms 
with C2H4 and i-C4H8. Activation energies, estimated from these rate constants, have been combined with 
thermochemical data by means of a bond-energy-bond-order (BEBO) method of calculation to yield a consistent 
set of dissociation energies for Si-H bonds in the R„SiH4_„ series of silanes for n = 0, 1, 2. 3.

Introduction
During the past decade there has developed a consid­

erable body of consistent kinetic data pertaining to the 
gas-phase reactions o f methyl,1“9 ethyl,310 propyl,10 and 
fluoromethyl3,11 11 radicals with various silanes and me- 
thylsilanes. The predominant reaction that occurs is the 
abstraction of a hydrogen atom bound to silicon and this 
process is followed by the combination and dispropor­
tionation of the silyl radicals.18”23 The rate constants for 
the abstraction reaction exhibit strikingly little variation 
in the preexponential factors and in the activation energies 
for attack by different alkyl radicals on the same sili­
con-hydrogen bond.24 Comparatively little kinetic data 
are available for the reactions of hydrogen atoms with 
silanes20'25”31 and practically no such information exists for 
germanes.30 Moreover, serious disagreements exist among 
the rate constants at room temperature reported for the 
reaction of hydrogen atoms with monosilane, the ratio of 
the highest30 to the lowest31 value being of the order of 20.

We have conducted mass-spectrometric studies of the 
rates of hydrogen-atom induced decomposition of a 
number of silanes and germanes relative to the rate of 
hydrogen-atom addition to ethylene at 32 °C. From these 
studies, we have determined the specific reaction rates for 
hydrogen-atom attack on the substrate molecules and this 
paper is a report of our results.

 ̂ U.S. Energy Research and Development Administration Doc­
ument No. EY-76-S-02-3416-1.

Experimental Section
Hydrogen atoms were generated by Hg(3P 4) photo­

sensitization of hydrogen-substrate mixtures wbicb in all 
cases contained about 98% hydrogen. Under these 
conditions more than 95% of the Hgi'Tj) atoms that 
undergo collisional quenching react with hydrogen, thereby 
forming hydrogen atoms. Most of our experiments were 
conducted in the pressure range of 35-60 Torr although 
in a few instances pressures as low as 20 Torr were used. 
At these pressures gas-phase recombination of hydrogen 
atoms and diffusion of hydrogen atoms to the walls is 
negligible compared with the reported rates of reaction 
with substrate molecules.20,25”38

The reactions were carried out in a photolysis cell 
containing a pin-hole leak leading into the ionization region 
of a Bendix Model 14-101 time-of-flight mass spectrometer. 
The photolysis cell is connected via 0.25-in. stainless steel 
and 6-mm pyrex tubing to large reservoirs (5-12 L) 
containing the reactants. Premixed reactant gases thus 
flow continuously through the pin-hole leak into the mass 
spectrometer. The reaction cell is uniformly illuminated 
and the average times required for diffusion of reactive 
transients (i.e., H atoms, >Si radicals, and >C radicals) 
from the center to the most remote regions of the cell are 
shorter by at least a factor of 30 than the mean residence 
time of a molecule in the cell (i.e., ~500 s). Before turning 
on the light the reactant concentration in the cell attains 
a steady state determined solely by the flow rates into and 
out of the cell as indicated by the constancy o f the per­
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tinent ion-current with time. When the shutter is opened 
and the cell is irradiated a chemical reaction loss channel 
is' suddenly opened. It can be shown by straightforward 
kinetic analysis that the derivative of the ion current with 
respect to time, evaluated at the instant the shutter is 
opened, is equal to the rate of the chemical loss channel 
provided by the illumination. The flow rates are such that 
during the course of a single experiment (typically 2-3 min) 
the pressure decrease in the reservoir is of the order of
0.5% or less. The apparatus has been previously described 
in detail.23

The source of 2537-Â radiation for generation of Hg(3P!) 
atoms was a General Electric 4-W G4T4/1 germicidal 
lamp. Measurements of the initial rate o f formation of 
n-C4H 10 in H2-C 2H4 mixtures, assuming a dispropor­
tionation-to-combination ratio39 o f 0.1, indicate that hy­
drogen atoms are formed in our experiments at a rate of
6.7 X 1013 atoms/cm3 s. This number, which is presented 
only to orient the reader, is actually a lower limit, since 
we have neglected formation of HgH in the interaction of 
Hg(3P,) with H2.40 Although HgH will' not react with 
C2H4,49,41 its possible reaction with C2H5 radicals to form 
C2H6 and Hg (and therefore not C4H10) will tend to make 
our estifnate of the formation rate of H atoms too low. In 
the competitive experiments the presence of NO prevents 
the reaction of HgH and C2H5 with each other, 2 and in 
ahy event the concentration of H atoms does not play a 
role since it cancels out in the initial-rate ratio expression 
(cf. eq 11). The temperature of the photolysis cell was 
measured using a chromel-alumel thermocouple and was 
found to be 32 ±  2 °C.

Monosilane, hydrogen, nitric oxide, and isobutylene were 
obtained from Matheson Gas Products; methylsilane, 
dimethylsilane, diethylsilane, trimethylsilane, and tri- 
ethylsilane were obtained from Peninsular Chemresearch; 
and disilane-d6 was obtained from Merck and Co. 
Ethylene was obtained from Phillips Petroleum Co. 
Monosilane-d4 and methylsilane-d3 were obtained by the 
reduction o f tetrachlorosilane and trichloromethylsilane, 
respectively, with lithium aluminum deuteride. Similarly, 
disilane and ethylsilane were prepared by the reduction 
of hexaehlorodisilane and trichloroethylsilane, respectively, 
with lithium aluminum hydride. Monogermane was 
prepared by reacting an aqueous solution of potassium 
hydroxide, germanium dioxide, and potassium tetra- 
hydroborate with glacial acetic acid. Digermane is also 
produced in the monogermane synthesis, to the extent of 
about 10% , and these latter two compounds were always 
run simultaneously. All compounds were purified on a 
high-vacuum line prior to use.

Results and D iscussion
1. Basis of the Relative Rate Measurements. Consider 

a gaseous system containing C2H4, some other substrate 
X , Hg vapor, and an excess of H2. If it is supposed that 
H 2 is in such great excess that electronically excited 
Hg(3Pj) atoms are collisionally deactivated only by H2, 
irradiation of this gaseous mixture by 2537-Â radiation 
initiates the following reaction sequence:

Hydrogen Atom Reactions with Silanes and Germanes

H g( ‘ S0) + hv(2537 A )  -> H g(3P ,)  (1)

H g(3P , ) +  H2 - H g ( ' S 0) +  2H (2a)

H g(3P ,)  + H2 -» HgH + H (2b )

H + X  -> free radical produ c t  (3 )
a (M )

H + C 2H 4 ? C 2H 5* ------ C 2H 5 (4 )
b c

The rates o f reactions 3 and 4 can be determined from 
the time dependencies of the concentrations of X  and C2H4

provided the free-radical products of these reactions are 
intercepted and thereby prevented from reacting with X , 
C2H4, and each other. On the basis o f previous studies in 
this43,44 and other laboratories,18 NO at a level of 1-2% of | 
the total substrate concentration, i.e., [X] +  [C2H4], would 
appear to be an excellent interceptor. W ith NO present 
we must add to the above reaction sequence the following:
Pr- + N O  -> PrON (5)

C 2H 5 + NO -> C 2H 5NO (6)

in which Pr- represents the radical product o f (3). In 
reaction 5 addition of this radical to the oxygen atom is 
indicated because in most of our studies Pr- is a silyl radical 
and silyl radicals have been shown18'43 to add to NO in this 
manner. We think it is likely that germyl radicals will add 
the same way. It has been shown that PrON- radicals react 
further with NO and produce intermediates that attack 
silanes,18,43 and presumably germanes. However, such 
reactions will be observed in our experiments43 as sec­
ondary processes and will not affect our results, provided 
we measure initial rates of depletion of X  and C2H 4.

Assuming that H atoms are at a steady-state concen­
tration, the initial rates of disappearance of reactants are
- ( d [ X ] / d f )0 = fe3[ H ] [ X ] 0 (7)

- ( d [ C 2H4]/d i)o  = fc4[H ] [C 2H4] 0 (8 )

where the subscript zero indicates initial values. If s is an 
ion of m/e that is unique to the mass spectrum of the 
standard, C2H4, and x is an ion o f m/e that is unique to 
the mass spectrum of X , then the relationships between 
initial ion currents and those at some later time are

i j i °  = [C 2H4] / [ C 2H4] 0 (9)

l'x/ix° = [X] /[X ] 0 (10)
Substitution of these latter expressions into (7) and (8) 
followed by division of (7) by (8) yields the expression

is° (d ijd t)o  _ k3
ix ° (d ijd t)0 k4 (11)

Therefore, according to (11) we may determine the ratio 
k3/k4 simply from measurements of the initial ion currents 
of s and x and their initial rates of decrease during irra­
diation. Absolute calibrations relating observed ion 
currents to ion-source concentrations are not required. 
Typical recorder tracings of such experiments are shown 
in Figure 1. It is clear that reliable initial slopes can be 
obtained and k3/k4 calculated.

The simple expression in (11) was derived with the 
assumption that Hg(3Pi) atoms are collisionally deactivated 
only in collisions with H2. This is only approximately true 
because, as pointed out in the Experimental Section, the 
gases C2H4 and X  can contribute up to about 5% of the 
total collisional deactivation of H g /T ,).45 It is easy to show 
that inclusion of collisional quenching by X  and C2H4, with 
rate constants of k2x and k2s, respectively, transforms (11) 
to (12), for our conditions of [H2] /[X ]  = [H2]/[S ] = 98.

1135

is° (d ix/d f )0 fe3 ]
I 196 + ~  (2 + ~  )

G° (d ijd t)0 k4 ii fe2S/„ k3 \ k2K196 + (1 + —= ) —
K2 \ /  k2

Comparison of values of k3/k4 calculated from (11) with 
those calculated from (12) using available quenching cross 
sections18,45 shows that the maximum error introduced in 
the ratio by use of the simple expression is 2% and is
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TABLE I: Rate Constants for H-Atom Induced Decomposition at 32 °C°
fc,(cmJ/s )x  10l! fej(cm3/s) X 10“

Substrate m/e No. o f runs fc3/k4 (this work) (lit.)
(CH3)2C=CH2 56 10 5.6 ± 0.5 4.7 ± 0.8b 5.3 ± 1.5,c 3.8 ± 0.6d

3.4 ± 1.0,e 4.6 ± 1.2f  
4.8 ± 1.3*

SiH„ 31 12 0.51 ± 0.07 0.43 ± 0.09 0.45 ± 0.03,b 2.6 ± 0.3,! 
8.5 ± 0.7'

SiD4 32 10 0.18 ± 0.01 0.15 ± 0.02 0.27 ± 0.05 ,'k 0.18b
Si,H6 62 9 4.40 ± 0.06 3.7 ± 0.6 3.6'
Si,D6 68 10 1.80 ± 0.05 1.5 ± 0.2 2.3'
CHjSiHj 43 11 0.73 ± 0.03 0.62 ± 0.10 1.2 ± 0.2‘
CH,SiD3 48 10 0.27 ± 0.02 0.23 ± 0.04
(CH3)2SiH2 59 13 0.78 ± 0.07 0.66 ± 0.12 0.41 ± 0.091
(CH3)3SiH 59 11 0.67 ± 0.06 0.56 ± 0.10 0.37 ± 0.101
(CH3)4Si 88 1 <0.01 <0.01
C2H,SiH3 60 10 0.89 ± 0.06 0.75 ± 0.13
(C2Hs)2SiH2 88 9 1.5 ± 0.2 1.3 ± 0.3
(C2H5)3SiH 87 9 1.2 ± 0.1 1.0 ± 0.2
GeH4 70,72 17 2.4 ± 0.2 2.0 ± 0.4 430 ± 3O'
Ge,H6 148 16 19 ± 2 16 ± 3

a All experiments were carried out using an ionizing energy o f 50 eV except for the isobutylene experiments which were 
done at 15 eV. b This value is taken as the average o f the results o f ref 47 and 4^. c Reference 32. d Reference 33. 
e Reference 46. f Reference 47. e Reference 48. h Reference 31. * Reference 29.' '  Reference 30. k Reference 28.
' Reference 20. *

Figure 1. Typical competitive rate curves: (a) CH3SiD3 ( m / e  48) vs. 
C2H4 ( m / e  26); (b) CH3SiH3 ( m / e  43) vs. Si2D6 ( m / e  68).

usually less than 1 %. Since this lies within our precision 
of measurement of initial slopes we have calculated the rate 
constant ratios by the simpler expression in (11).

Although the reaction mechanism and kinetic treatment 
have been written with C2H4 as the standard, mass in­
terferences from products of the C2HS +  NO reaction 
forced us in some cases to use secondary standards. For 
example, as shown in Figure lb, the depletion rate of 
CH3SiH3 (m/e 43) was measured relative to that of Si2D6 
(m/e 68). It was not possible to use C2H4 as a standard 
for CH3SiH3 because of mass interferences from products 
o f the C2H5 +  NO reaction in the m/e range of 43-45. The 
rate constant of the H + Si2D6 reaction relative to that of 
the H + C2H4 reaction had been determined previously 
(cf. Table I).

2. Rate Constants and Activation Energies. The values 
of the rate constant ratios k3/k4 determined as the average 
of many replicate experiments are shown in Table I. Also 
shown in Table I are the numbers of replicate experiments 
involved, the m/e values of the ions used in the mass- 
spectrometric monitoring of the substrate X  concentra­
tions, the absolute values of the rate constants, and cor­
responding literature values for these latter quantities. 
The ion of m/e 26 was used to monitor C2H4 concentration.

Conversion of the relative rate constants in the fourth

column of Table I to absolute values of k3 in the fifth 
column of this 'table requires knowledge of k u the rate 
constant for addition of H atoms to C2H4. Since the in­
ternally excited ethyl radicals, C2H5*,61’ formed by (4a) may 
decompose back to the reactants by (4b) before being 
collisionally stabilized by (4c), the rate constant for H-atom 
removal by C2H4 is actually pressure dependent. It may 
be written as

<13)
The high-pressure limiting value of k4, for which M M ]  
»  fe4b, is known to be 1.21 ±  0.19 X 10 12 cm3/s .32' 38 
Within our experimental error and limited pressure range 
we were unable to detect a pressure dependence of the 
relative rate constants. However, evidence46 does exist 
which indicates that the effective rate constant for H atom 
removal by C2H4 will be somewhat below the high-pressure 
limit. On the other hand, it has been shown that H-atom 
removal by C3H6 and C4H8 is in the high-pressure limit 
over our entire pressure range.46 Cvetanovic and co- 
workers32,47,48 have carried out a number of studies of the 
competitive addition of H atoms to C2H4 and i-C4H8 under 
conditions such that both reactions are in the high-pressure 
limit. As stated in the two latter papers,47,48 their most 
reliable value for the ratio fe(i-C4H8)/fe(C2H4) is 3.90 ±  0.08. 
This value is in excellent agreement with the same ratio 
calculated from the absolute values of the rate constants 
reported by Braun and Lenzi,33 namely, 3.80. Comparison 
with the corresponding ratio in Table I of 5.6 ±  0.5 in­
dicates that the absolute rate constant for removal o f H 
atoms by C2H4 in our experiments is (70 ±  6)%  of the 
high-pressure limit, or 0.85 ±  0.05 X  10 12 cm3/s. This 
latter value is in reasonable accord with experimental 
studies of the pressure dependence of k4.34,37,46'49 Ac­
cordingly we have used this latter value of k4 to convert 
the rate constant ratios k3/k4 to absolute values of ks. 
These absolute values are shown in the fifth column of 
Table I.

Inspection of Table I reveals that our values for the rate 
constants for H-atom attack on SiH4, S:D4, Si2H6, and 
Si2D6 are in satisfactory agreement with those reported by 
Potzinger,31 Potzinger, Glasgow, and Reimann,28 and 
Pollock, Sandhu, Jodhan, and Strausz.20 There is also
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Figure 2. Reactivity of alkylsilanes expressed in terms of (k 3/ k 4U  as 
a function of the number of S i-H  bonds: ( • )  H +  (C2H5)4_„SiH„; (O) 
H +  (CH3)4_„SiH„; (A ) D +  (CH3)4_„SiH„ (ref 26); (□ ) H +  (CH3)4̂ „SiD4.

TABLE II: Arrhenius Parameters for H-'Atom 
Induced Decomposition o f Silanes

10 " A  E,
Substrate c m 3/s* * k c a l/m o l

SiH4 2.7 . 2.5
CH3SÍH3 2.0 -  2.1
(CH3)2SiH2 , 1.3 1 .8
(CH3)3SiH , 0.67 1.5
C2H5SiH3 2.0 ; 2.0
(C2H5)2SiH2 1.3 '  1.4
(C2H5)3SiH 0.67 1 . 1
S1D4 . 2.9 3.2
CH3SÍD3 2.2 2.8

approximate agreement of our values for the reaction of 
H atoms with (CH3)2SiH2 and (CH3)3SiH with those re­
ported by Cowfer, Lynch, and Michael,29 although the 
latter authors’ value for the rate constant for H + SiH4 
is higher than ours by a factor of about 6 and their value 
for the H +  CH3SiH3 is higher by a factor of about 2. The 
recent values reported by Choo, Gaspar. and Wolf30 for the 
rate constants of the reactions of H atoms with SiH4 and 
GeH4 appear to be much too high.

As mentioned earlier, and shown in Figure 2, the rate 
constants measured in this work for the reactions of H 
atoms with (CH3)4_nSiH„ (n = 1, 2, 3, 4) follow the same 
trend as the analogous values for the reactions of D atoms 
with methylsilanes.26 Moreover, the general trend in the 
rate constants with number of Si-H bonds is not changed 
when CH3 is replaced by C2H5 and, although we have only 
two points, the same behavior appears to obtain in the 
methylsilanes when Si-D bonds are present rather than 
Si-H bonds. The observed magnitude of the variation of 
k3/k4 with n in Figure 2 is many times smaller than the 
analogous variation that exists for H-atom attack on 
(CH3)3CH, (CH3)2CH2, CH3CH3, and CH4. The principal 
reason for this contrast in reactivity is difference in ac­
tivation energy.26 Unfortunately, it was not possible to 
vary the temperature in our experiments and so, from our 
data alone, it is not possible to calculate Arrhenius rate 
parameters for these reactions. However, Potzinger, 
Glasgow, and Reimann28 have carried out a study of the 
temperature dependence of the H +  SiD4 reaction from 
which they report an activation energy of 3.2 kcal/mol. In 
addition, Mihelcic, Potzinger, and Schindler27 have studied 
the D + SiH4 reaction as a function of temperature and 
find an activation energy of 2.5 kcal/mol. Using these two 
activation energies and our rate constants from Table I, 
we have estimated the Arrhenius parameters by making 
use of the following assumptions:
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TABLE III: Dissociation Energies0 o f Silicon-Hydrogen 
Bonds and Standard Enthalpies o f Formation0 
o f Silyl Radicals

Molecule
D(>Si-H),
kcal/mol

A //f°(>Si-),
kcal/mol

SiH4 93 49
CH3SÍH3 90 34
(CH3)2SiH2 88 19
(CH3)3SiH 85 3
C2H5SiH3 90 30
(C2H5)2SiH2 84 8
(C2H5)3SiH 80 - 1 2

0 On the basis o f comparisons with the literature and of 
consideration of approximations involved we estimate the 
uncertainty in these values to be ±3 kcal/mol.

(1) It is assumed that the preexponential factors per 
Si-H  bond and per Si-D bonds, obtained from the above 
activation energies27,28 and the specific reaction rates in 
Table I, are constant over the series (CH3)4 „SiH„ and 
(C2H5)4_nSiH„ with n = 1, 2, 3, 4 and (CH3)4„„SiDn with 
n = 3, 4. This assumption is supported by the observation 
that for the reactions of CH3 radicals with (CH3)4̂ nSiHn 
(n = 1, 2, 3, 4) the preexponential factors per Si-H  bond 
are remarkably constant at 9.0 ±  1.1 X 10 13em3/s .4,9

(2) It is assumed that the activation energy./or the 
reaction of H atoms with SiH4 is the same as th$t for D 
atoms with SiH4. Since the same bond is being •broken in 
both cases and the energies of the bonds being formed 
differ by only 0.8 kcal/mol,5(1 this is surely valid well within 
the approximation involved in assumption 1.

The Arrhenius parameters A and E (k = Ae E/RT) that 
are obtained for the silanes by this admittedly crude 
approximation are tabulated in Table II. It is to be noted 
from Table II that the activation energies fall off slowly 
as the Si-H  bonds in SiH4 are successively replaced by 
Si-CH3 and Si-C2H5 bonds. The same effect appears when 
an Si-D bond in SiD4 is replaced by an Si-CH3 bond. The 
molecules Si2H6 and Si2D6 are not included in the estimates 
shown in Table II because the total H atom induced 
decomposition of these substances appears to involve two 
parallel reactions, one being attack on the Si-H bonds and 
the other being attack at the Si-Si bond.20

3. Dissociation Energies of Si~H Bonds. The con­
tinuous lowering of the activation energy by successive 
replacement of the first three H atoms in SiH4 with alkyl 
groups is observed also in the paraffin series. Thus for the 
reaction of H atoms with the molecules R„C-H 4_„, where 
R is an alkyl radical, it is well known that the activation 
energy parallels smoothly the dissociation energy o f the 
= C -H  bond as n changes from 0 to 3. The same trend 
in activation energies for the reactions of H atoms with 
R„Si-H4 ,,, seen in Table II, suggests that there should exist 
an analogous decrease in dissociation energy’ of the = S i-H  
bond in the series RnSi-H 4̂ „ as n changes from 0 to 3. 
Confirmation of this suggestion by comparison with known 
dissociation energies of Si-H bonds is not possible, 
however, because of the present imprecise knowledge of 
these quantities. The most recent, and probably most 
reliable, determination01 reports a value of 89 ±  4 kcal/mol 
for all of the = S i-H  bonds in the series (CH3)„SiH4 „  with 
n = 0, 1, 2, 3.

The most successful semiempirical technique of relating 
activation energies for H-atom abstraction to bond dis­
sociation energies is that known as the bond-energy- 
bond-order (BEBO) method.52 We have used this method 
to calculate Si-H bond dissociation energies in the series 
R„Si-H4 n that are consistent simultaneously with the error 
spread reported in these values01 and with the activation
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energies shown in Table II. For the calculation we used 
the same input data, with the exception of the Si-H bond 
energies, as other authors.26 53 A dissociation energy of the 
H3Si-H  bond, within the range reported, was chosen and 
the Sato parameter of the BEBO method52 adjusted such 
that the calculated activation energy agreed with the 
measured value of 2.5 kcal/mol. The dissociation energies 
of the Si-H bonds in R„Si-H 4̂ n (n = 1, 2, 3) that brought 
the calculated activation energies into agreement with 
those of Table II were then determined. The process was 
repeated until a set of bond dissociation energies were 
obtained which fell within the experimental range of 85-93 
kcal/m ol (i.e., 89 ±  4)51 and simultaneously were in 
agreement with the activation energies of Table II.

The results are shown in Table III. It may be seen there 
that the bond dissociation energy changes by 2-3 kcal/mol 
with each successive replacement of an Si-H bond in SiH4 
by an Si-CH:) bond. This is in agreement with the con­
clusion of Hosaka and Rowland34 from their studies of the 
reactions of hot tritium atoms with silanes. Also, the 
dissociation energies of the H ,Si-H and (CH3)3Si-H bonds 
are in accord with values derived from other kinetic ev­
idence.33“59 Successive ethylation of the Si-H  bonds in 
SiH4 appears to have a somewhat greater effect of lowering 
the dissociation energy of the Si-H bond. We are unaware 
of thermochemical data with which to compare our esti­
mates of the dissociation energies of the ethylsilane series.

Combination of the Si-H bond dissociation energies with 
%  standard enthalpies of formation of the parent 
molecules3160 yields the standard enthalpies of formation 
o f the corresponding silyl radicals which are also given in 
Table III.
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Molecular beam-mass spectrometry has been used to determine the complete microstructure of a 10.1% 
CH4-21.2% 0 2-67.6% Ar-1.1% CF3Br flame and its uninhibited analogue, both stabilized at 32 Torr on a cooled 
flat flame burner. Composition and temperature profiles for the inhibited flame are shown. Kinetic analyses 
of the profiles yield values for the rate coefficients for the reactions H + CH4 —► H2 + CH3, H + 0 2 —• OH 
+ 0, CO + OH — C02 + H, and CH3 + 0  -*  H2CO + H over the temperature ranges 1500-1600 and 1725-1825
K. Comparison of clean and inhibited flames shows more pronounced “ inhibition” effects with 1.1% CF3Br 
than previously observed. These effects include, for the flame containing 1.1% CF3Br, a shift of the primary 

t reaction zone to high temperature, a higher final flame temperature (quenched flames), a reduction in maximum
H2CO concentration, and a reduction in the concentrations of H, O, and OH at low temperature. Comparison 
of flames containing 1.1 and 0.3% CF3Br initially shows the net reaction rate of the inhibitor also shifted to 

. higher temperature in the former. CF3Br is judged to decay by thermal decomposition as well as by abstraction
'  reactions.

Introduction
In the preceding papers1,2 of this series we have reported 

on the general character of the microstructure of low 
pressure methane flames containing a small amount of 
CF3Br and on the .detailed kinetics and mechanisms for 
flames containing 0.3% CF3Br in comparison with its 
uninhibited analogue. It was clear from examination of 
these flames that the fluorine part of the inhibitor molecule 
reacts rapidly in the flame, but it was not possible to detect 
the CF3 radical despite the ability to detect and measure 
other flame radicals with mole fractions o f the order of 
10“4-10-5. It was found that although the H atom con­
centration was reduced at low temperatures in the in­
hibited relative to the clean flame, some manifestations 
of inhibition observed for other chemical inhibitors, e.g., 
HBr,3 were only marginally evident. We therefore chose 
to examine the detailed microstructure of a flame con­
taining significantly more CF3Br in order to improve our 
chances of observing the CF3 radical, to look for more 
pronounced effects of the inhibitor, and to obtain more 
data for clarifying mechanisms in this complex reaction 
system.

A large amount of information is generated in flame 
microstructure studies where both radical and stable 
species profiles are measured. We choose to emphasize 
here observations on the rate coefficients determined for 
“ well-known” reactions, comparisons between clean and 
inhibited flames, and the reactions related to the decay 
of the inhibitor. Part IV will examine the behavior of 
inhibitor related species in the flame. Other papers have 
emphasized different aspects of this study which, however, 
are useful for the present discussion, and the results of 
those considerations are summarized here.

An examination4 o f the effect of CF3Br on the con­
centrations of the principal radical species, H, O, and OH, 
reveals that, for flames containing 0.3% CF3Br initially, 
only H atoms are reduced at equivalent temperatures 
below ~1600 K relative to the clean flame. At higher 
inhibitor concentration, 1.1% CF3Br, all three radicals are 
reduced in the low temperature region of the flame. The 
maximum radical concentrations are those expected as­

suming the characteristic H2/ 0 2 reactions balanced at the 
final flame temperature. These maximum concentrations 
may increase or decrease, and both were observed, with 
inhibitor in quenched flames. The methyl radical con­
centration is also reduced in inhibited relative to clean 
flames below 1500 K, but the peak methyl radical con­
centration occurs at a higher temperature and is actually 
larger in the 1.1% CF3Br flame than its clean analogue.

Experimental Section
Two flames were examined at 0.042 atm, an uninhibited, 

slightly lean CH4- 0 2-A r flame and one of similar stoi­
chiometry containing 1.1% CF3Br initially. These 
quenched, flat flames differ from those studied previously 
in initial mass flow rate and, therefore, in burning velocity. 
A burning velocity of about 48 cm s '1 for the clean flame 
was found to give satisfactorily stable (for quantitative 
microstructure determinations) inhibited flames when the 
CF3Br was added.

The molecular beam sampling-mass spectrometric de­
tection system was the same as described previously, as 
were the techniques for radical detection and measure­
ment.1'2 Only departures from previously described 
procedures will be given here.

The formaldehyde profiles, determined at 30 amu, were 
corrected for C180 ; this correction was not made in pre­
viously reported profiles for H2C 0 .2,5 The effect o f this 
correction to flames I and II, the clean and 0.3% CF3Br 
flames, respectively, was to reduce the maximum X H2co 
by 15% in flame I and 25% in flame II and to eliminate 
the apparent residual H2CO in the secondary reaction zone.

The change in burning velocity for the clean flames from 
that previously used resulted in a different final flame 
temperature. The area expansion ratio profile was also 
different at the lower linear flow velocity. The two flames 
studied may be described as follows: Flame III, initial 
composition 10.1% CH4-21.5% 0 2-68.4% Ar, u0 = 47.6 cm 
s '1, Tmax = 1781 K; Flame IV, initial composition 10.1% 
CH4-21.2% 0 2-67.6% Ar-1.1% CF3Br, v0 = 48 cm s '1, 
Tmax = 1966 K; Area ratio, A(z) = 1.0 +  0.35z (cm) for 0 
< z < 1 cm. The temperature maxima cited are those
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determined in the absence of the sampling probe.
Mass spectral sensitivities for CH3Br, CH2CF2, F2CO, 

HF, and Br in the 1.1% CF3Br flame were determined by 
direct comparison with the flame containing initially 0.3% 
CF3Br. That is, the 0.3% CF3Br flame served as the 
calibration standard for the named species in the 1.1% 
CF3Br flame. For CH3Br (±10% ), CH2CF2 (±2% ), and 
F2CO (±18% ), the relative ionization cross section cal­
culations were also performed in the manner previously 
described3 and the agreement between the two approaches 
is given in the parentheses. This agreement gives an 
indication of the precision of the cross section calculations 
from one set of ionizer conditions to another. For HBr 
(±8% ), Br (<1% ), and HF (±6% ) conservation of mass 
calculations showed good agreement, as noted paren­
thetically, with the 0.3% CF3Br flame calibration pro­
cedure and this is an indication of the precision with which 
these flames can be reproduced on the burner over ex­
tended periods of time.

For CF3Br, the initial points of the profile were set equal 
to the known, initial CF3Br concentration. This is a more 
reliable procedure for CF3Br than calibration with the 
initial, cold gas mixture because of possibly different 
temperature dependencies in the scattering function for 
CF3Br and Ar, and the possible temperature effects on the 
CF3Br fragmentation pattern. Both of these effects are, 
quantitatively, unknown but, since the temperature over 
the initial portion of the profile reaches 900 K, the pro­
cedure adopted essentially corrects for them up to that 
temperature.

In addition to the CF2 radical,6 two other previously 
Unobserved species were observed and measured. They 
are CF3H and Br2. CF3H was monitored as CHF2+ at mass 
51, corrected for l3C contributions from mass CF2+ at mass 
50. The latter ion is formed from several other inhibited 
flame species. At the position in the flame for which CF3H 
is a maximum, these corrections amounted to 10% of the 
observed intensity at 51 amu. An ionization efficiency 
curve for 51 amu determined at the maximum yielded an 
appearance potential of 15.4 ±  0.5 eV. The lowest reported 
appearance potential for CHF2+ from CF3H is 15.75 eV.' 
Other compounds8 for which CHF2+ appearance potentials 
have been reported can be eliminated either on the basis 
of their appearance potentials, or, in the case of some 
unlikely molecules because of lack of supporting mass 
spectral evidence for their existence in this flame. Lifshitz 
and Long9 calculated a value of 15.7 eV for CHF2+ from 
CH2CF2, which is present in the flame, but consider that 
the rearrangement required to give this ion has a very low 
probability of occurrence. The profiles of mass 64 and 
mass 51, determined simultaneously in order to test this 
conclusion, are sufficiently different to ensure that they 
derive from different species. The cross section technique6 
was used to estimate the CF3H concentration. Two cal­
culations were made, with the comparison ion CF2+ at 50 
amu from CF3Br and with FCO+ at 47 amu from F2CO. 
The results were the same to ±10% .

Br2 was identified by its characteristic triplet at 
158-160-162 amu, a feature not observed in the mass 
spectrum of CF3Br or HBr. The uncertainty in the ab­
solute concentration of Br2 is great on account of the need 
to estimate a partial ionization cross section for CF3Br+, 
the only possible comparison ion to minimize discrimi­
nation in the mass filter. The value for X Br2(max) that we 
calculate, ~ 3  X  10 5, is probably good only as an order of 
magnitude.

The physical model and computational techniques used 
to analyze the profile data as well as a program listing and

0 0 25 0.50 0 7 5  - . 1.0

DISTANCE FROM BURNER SURFACE,, cm

Figure 1. Element conservation for clean and inhibited flames: (A) 
carbon, hydrogen, oxygen in flame III;  (B) carbon, hydrogen, oxygen 
in flame IV; (C) bromine and fluorine, in flame IV; (D ).s a m e a s in C  
except that thermal diffusion Is ignored In the flux calculation,

. • «

output for one flame have been published.10 From the 
concentration profiles, profiles of fractional mass flux, Giv 
for each species are calculated according to the equation

I d M T
V v / L  dz TlJ dz 

• •„
where z is the normal to the burner surface, X\ denotes 
mole fraction, Mi molecular weight, D,.Ai the binary dif­
fusion coefficient in argon, kT. the thermal diffusion ratio, 
and v the average bulk flow velocity. Individual species 
net reaction rates, the difference between the sum of the 
rates of all the reactions forming and the sum of the rates 
of all the reactions consuming a given species, are cal­
culated as

Gi =
Mi

r, Povo (dGA
1 ~ A fzjM ^ d z J

where p0 and vo are the cold gas density and bulk velocity, 
respectively.

Application of the requirements o f conservation of 
matter at the atomic level provides a test of the internal 
consistency and accuracy of the concentration profiles and 
their reduction to fluxes.11 At each point in the flame the 
deviation of the net flux of any atomic species from its 
known inlet flux should be zero. Figure 1 shows the results 
of these calculations for C, H, and 0  in flames III and IV, 
and for F and Br in flame IV. Figure ID is a calculation 
for flame IV in which kT was set equal to zero. This 
calculation suggests that part of the reason for the low F 
and Br flux at low z, where the CF3Br profile is nearly flat, 
is an error in evaluation of the thermal diffusion flux for 
the inhibitor. Whether this is due primarily to the use of 
unrealistic molecular parameters10 in calculating kT for 
CF3Br or in probe perturbation to the temperature gra­
dient close to the burner is not known. In the region of 
the flame where the net reaction rate for CF3Br is near its
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r .3M- 4

Figure 2. Composition profiles for the major stable species unrelated 
to the inhibitor flame IV .

FLAME 4

LEGEND 
CE3BR » 0 .5  
HE * 0 .3  
HBR » 2.0 
BR *  0 .6  
CH3Br x 4 .0  
P2C0 « 2 .0  
TEMPERATURE

Figure 4. Composition profiles for major stable species related to the 
inhibitor in flame IV.

flame; 4

LEGEND
OH
0
CH3 * 5 .0  
CE3BR
TEMPERATURE

Figure 3. Composition profiles of principal unstable species (except 
H) and the inhibitor, flame IV.

FLAME 4

Z, DISTANCE FROM BURNER SURFACE ICR)

LEGEND ' 
o -  H2C0 » 20 0 
O -  H X 0 .7  
a -  BR2 x 0 .0  
- -  CE3H x 14 0 .0  
x -  CH2CP2 x 10 .0  ' 
o -  CE2 ¥ 0

Figure 5. Composition profiles for minor intermediate species, both 
stable and unstable, and for H atom, flame IV.

maximum, z ~  0.6, and at higher temperatures, the 
thermal diffusion term is very small and errors in the term 
make negligible differences in KCF3Br- Thus, calculation 
of reaction rate constants involving CF3Br in this part of 
the flame are not strongly affected by errors in the 
modeling of thermal diffusion. At lower temperature, e.g., 
1400 K where KcF3Br ~  0 .lA CF3Br(niax), she net reaction 
rate is about 50% higher with kT = 0.

Results and Interpretation
Composition. As before, the complete microstructure 

of a clean flame and its inhibited analogue were deter­
mined. We emphasize here the inhibited flame. Figures
2-5 show the mole fraction profiles determined for the 
inhibited flame for z < 1 cm. In these figures, the symbols 
are the data points and the lines through them are the 
results of application of smoothing techniques10 to the data 
points for the purpose of calculating smooth first and 
second derivatives. Profiles were actually measured, 
though with a smaller density of data points, as far as z 
= 13 cm; and the smoothing was carried out using data 
points to 1.7 cm, and the ostensibly too low, flat portion 
of the Br curve reflects the average of all these data points. 
The H, O, and OH profiles shown here appear to be in­
conveniently truncated at z = 1 cm. Extended profiles of 
these species are given in ref 4. No attempt was made to 
measure the radicals HCO and HO2 in either flame, al­

though both had been observed in earlier studies.
A comparison of the maximum concentrations of species 

related to the inhibitor in flames containing 0.3 and 1.1% 
CF3Br initially shows them to be 3-4 times greater in the 
latter flame. This corresponds roughly to the ratio of 
initial CF3Br concentrations and implies no marked 
changes in the mechanism of formation and decay of these 
species between the two inhibited flames. In detail, of 
course, this must depend upon the relative temperature 
dependencies of the reactions involved. CF3H and Br2 
have maximum mole fractions of 6.6 X  1(T5 and 2.6 X  HT5, 
respectively, in flame IV. They were not observed in the
0.3% CF3Br, probably because (1/ 3—1/ 4) of these maxima 
is near the limit of detection for our apparatus as presently 
used. For the same reason, we could not unambiguously 
detect the CF3 radical in either flame. The observation 
of CF3H provides a route for calculating the concentration 
profile for CF3.6 This calculation gives a maximum mole 
fraction of CF3 of about 3 X  HT5 occurring at z = 0.52 cm 
in flame IV. Because the appearance potential for CF3+ 
from CF3 is only 2 eV less than that from CF3Br, and 
because of the relatively broad electron energy spread of 
the ionizer, it is not surprising that such a small contri­
bution to the 69 amu intensity could not be identified in 
the “ tail” of the relatively very strong signal from CF3Br.

Rate Coefficients. From the appropriate species net 
reaction rates, rate coefficients for the following four
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Figure 6. Rate coefficients determined for elementary reactions 
occurring in methane flames: dashed lines, results from flame III;  solid 
lines, results from flame IV .

reaction^ were calculated over a 100 K range in each flame
H + C H 4 - H 2 + C H 3 (1)
H + O, — OH + O (2)
CO + OH -* C 0 2 + H (3)
CHj + O — HjCO + H (4)

The details of these calculations have been discussed 
elsewhere.2,12 The results are shown in Figure 6 where In 
k is plotted vs. 1 /T  K, for each reaction. The broken lines 
are from flame III, 1500-1600 K, and the solid lines from 
flame IV, 1725-1825 K. Individual data points are shown 
only at the beginning and end of the range.

The rate constants shown in Figure 6 are similar in 
absolute value and temperature dependence to those 
obtained for the same reactions in earlier flame structure 
studies in our laboratory. There are several points to be 
made regarding these results. The first is in regard to 
observed temperature dependencies for H +  CH4 and CO 
+  OH. It is the case that the rate coefficient for H +  CH4 
exhibits curvature above about 1000 K.13“15 Thus, straight 
line extrapolation of the rate coefficients in Figure 6 to 
lower temperature will lead to erroneously low values for 
k for this reaction. A smooth extrapolation is not possible 
even over thè 100° gap that separates temperature ranges 
covered in these two flames. This reflects upon the 
precision with which the temperature dependence of a rate 
coefficient can be determined for a flame reaction when 
the calculation relies upon the net reaction rate for a 
species (CH4) being consumed by other significant reac­
tions (CH4 +  OH —*■ H20  +  CH3). For reaction 3, we 
cannot discern any temperature dependence for the rate 
coefficient over the temperature range available in a single 
flame. However, the difference between the average values 
for k3 in each flame gives an activation energy consistent 
with recent results for this reaction in this temperature 
range.16

For flame IV, k} is calculated without consideration of 
the possible interfering reaction
Br + CH„ -> HBr + CH3 (5)

This reaction has been proposed in some mechanisms of 
halocarbon inhibition as the source of regeneration of HBr, 
which is considered to be the principal radical scavenger. 
At the maximum rate of methane disappearance in flame 
IV, the temperature is 1790 K and reaction 5 can be

DISTANCE FROM BURNER SURFACE, cm

Figure 7. Net reaction rate as a function of distance from the burner 
surface for methane and oxygen in flames I I I  and IV . The temperature 
is given at several values of z .

calculated to account for about 6% of the observed net 
reaction rate for methane, using a rate constant for fe1( 
determined in clean flames14 and for fe5 extrapolated from 
low temperature studies.1' To the extent that this ex­
trapolation is correct, reaction 5 is not important over the 
range of temperature for which k4 is calculated in flame
IV. Similar considerations apply to the calculation o f k4 
in flame IV. If in the inhibited flame there áre significant 
new routes for methyl radical disappearance, then k4 will 
be lower than calculated here. One possible reaction is 
CF2 + CH3 -  CH2CF2 + H (6)

and consideration of this reaction would reduce k4 by 
|fe6(X CF2/ X 0)j at every point in flame IV. The ratio 
X CyJX 0 is 1 at 1600 K and ~0.02 at 1800 K. A reasonable 
estimate for k6 is 1013 cm3 m o l1 s ', bv analogy with a 
similar reaction involving methylene,18,15 so that k4 might 
be lower than shown in Figure 6 by as much as 12% at the 
low temperature end of its range in the inhibited flame.

The relatively good temperature overlap of the rate 
constants shown in Figure 6, reaction 1 notwithstanding, 
between clean and inhibited flames suggests that no 
significant changes in mechanism are occurring for the 
reaction of the species in question (CH4, 0 2, C 0 2, CH3) in 
the regions of the flame where they are reacting most 
rapidly. These reactions are simply delayed to higher 
temperatures when the inhibition is present.

Comparisons Among Clean and Inhibited Flames. As 
with the flame containing 0.3% CF3Br, the profiles shown 
in Figures 2-5 are all shifted downstream relative to those 
of the clean flame. The shift is greater here, about 2 mm. 
The net reaction rate profiles for methane and oxygen, 
Figure 7, are also shifted to higher temperatures and are 
narrower in the inhibited flame. This effect was not 
pronounced with the lower inhibitor concentration.2,5 
These results are similar to those obtained by Wilson and 
co-workers3 for very lean CH4- 0 2 flames at 0.05 atm 
containing initially 1.88% HBr. Radicals could not be 
observed in that study, but a recent molecular beam in­
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vestigation of a clean flame of similar composition and 
pressure20 shows that OH and 0  are the dominant chain 
carriers and are first detected at about the same value of 
z. The concentration of hydrogen atom is at least 4-5 
times smaller than [OH] and [0 ] in the lean flame.28 In 
the nearly stoichiometric clean flames studied here, H is 
the chain carrier in greatest concentration everywhere in 
the flame and it is observed earliest in the flame. The 
onset o f OH and 0  is downstream of that for H, but the 
concentration differences among the three radicals are not 
as great in the stoichiometric as in the lean flame. Thus, 
even though different radical species predominate in the 
early part of these flames, the inhibitor has the same effect 
on the rates of disappearance of fuel and oxidant in each 
case. There are no data available that show directly the 
effect of CF3Br or HBr on the radical species concentration 
in lean flames.

The shifting of the primary reaction zone to higher 
temperature with the addition of inhibitor is responsible 
for the observed increase in peak methyl radical con­
centration in flame IV and also provides some insight into 
the nature of the reactions responsible for the decay of 
formaldehyde. The reactions forming methyl radical are 
reaction 1 and the analogous reaction with OH and, less 
important, with 0 . The rate coefficients for these reactions 
are temperature dependent. In the inhibited flame they 
occur at a higher temperature and therefore CH3 is formed 
at a faster rate than in the clean flames. The principal 
reaction removing CH3, reaction 4, is not temperature 
dependent so its rate of decay is about the same in both 
flames (at the peak X CH. in each flame, the concentration 
o f 0  atoms is about the same). The net effect is a higher 
peak concentration for CH3 in the inhibited flame.

On the other hand, the product of reaction 4, form­
aldehyde, is reduced by nearly a factor of 4 in the 1.1% 
CF3Br flame. A reduction of formaldehyde peak con­
centration was observed for the flame containing 0.3% 
CF3Br2 and in methane flames containing HBr.3 Since its 
formation rate is not substantially different between flames 
III and IV, the decrease in maximum [H2CO] must be 
caused by a greatly increased rate of decay in the inhibited 
flame. This implies a strongly temperature dependent rate 
coefficient for the reactions responsible for that decay. It 
is possible to estimate that temperature dependence. At 
any given z, the net reaction rate for H2C0 is the difference 
between the overall rate of formation, Kf, and the overall 
rate of decay, Kd, o f formaldehyde at that point in the 
flame
^ h2co  = Kf -  K d
If it is assumed that reaction 4 is the only significant 
process forming H2C0 then
Kt = k4[ CH3] [ 0 ]
K a = fc4[C H 3] [ 0 ]  -  ^ h 2co (I)

The decay processes are usually11,21 thought to be ab­
straction reactions
H (0,0H ) + H2CO -> H2(0H ,H 20 ) + HCO (7)

and there is evidence22 that thermal decomposition re­
actions may be particularly important, e.g.
H2CO + M -  H2 -  CO + M (8)

We can write
Ka = fe7[H 2C O ]£ [i] i = H, O, OH 

or

Kd = fc8[H 2CO ] [M] (II)

Flame Structure Studies of CF3Br-Inhibited Methane Flames

TABLE I : Temperature for Maximum Rate o f Decay o f 
Fuel and Inhibitor in 0.042 atm, Stoichiometric 
CH4- 0 2-Ar Flamed

1143

Initial

Flame
[C F jB r],

% f̂ilial
T at

|V ch4 'max
T at

' VcFjBr'max
I 0 1858 1640

III 0 1781 1570
II 0.3 1911 1660 1310

IV 1.1 1966 1790 1675
a All temperatures are in Kelvin.

where approximation is made that all o f the abstraction 
reactions represented by (7) have the same magnitude and 
temperature dependence. Substituting one of the equa­
tions (eq II) into eq I, it is possible to solve for k7 or k8 at 
any point in either flame. These calculations were carried 
out for both flames and spanned a temperature range of 
over 500 K.

The activation energy calculated for reactions 7 was 26 
kcal mol 1 and for reaction 8, 44 kcal mol“1. Such high 
activation energies suggest that reaction 8 or a similar 
thermal decomposition reaction is responsible for a sig­
nificant part of the decay o f formaldehyde, since the 
abstraction reactions have, characteristically, E:i ~  2-4 kcal 
m o l1.23'24 This is not to say that abstraction reactions do 
not occur. Indeed, the fact that the activation energy 
calculated for (8) is rather higher than previously measured 
suggests that attributing all the H2CO decay to (8), as is 
done in the calculation described here, overestimates ks. 
Our observations are consistent with a distribution be­
tween abstraction and thermal decomposition reactions 
first suggested by Mahnen and Peeters in their studies of 
lean CH4- 0 2 flames.20

One model of flame inhibition proposes a zone of in­
hibition between the transport zone and the primary 
reaction zone of the flame.20 In this region of the flame, 
the inhibitor and/or its products o f decomposition are 
thought to scavenge radicals efficiently and to compete 
with the normal chain propagating or branching reactions, 
delaying those reactions until the temperature has in­
creased to a point where the inhibiting reactions can no 
longer compete. Much of the data we have obtained is 
consistent with this model. The directly observed re­
duction of chain carrier concentrations in the low tem­
perature region of inhibited relative to clean flames, the 
early reaction of the inhibitor molecule relative to fuel, and 
the shifting to higher temperatures of the net reaction rate 
of fuel and oxidant in the presence of inhibitor are ex­
amples. However, the behavior of the inhibitor in the 1.1% 
CF3Br flame relative to the 0.3% flame is not similarly 
consistent. In each case, the inhibitor does begin to react 
and achieves its maximum rate of decay earlier (i.e., at 
lower z and T) than methane, but the CF3Br reacts rapidly 
at significantly higher temperature in the 1.1% flame than 
in the 0.3% flame. Figure 8 shows K(:VsRt as a function of 
temperature in flames II and IV. Table I lists the tem­
peratures at which the maximum rates of decay occur for 
methane and CF3Br in all four flames examined. Flames 
I and III differ initially in mass flow rate only and hence 
the difference in final flame temperature.2’ The tem­
perature at which CH4 disappears most rapidly reflects the 
difference. Flames II and IV differ similarly in initial mass 
flow rate as well as in initial inhibitor concentration. The 
final flame temperature is 50 K higher for IV, but the 
maximum net reaction rate for CF3Br occurs at a tem­
perature 365 K higher in IV than II. The appearance of 
KcF,Br in flame IV relative to flame II, Figure 8, is not 
unlike that of methane in the inhibited relative to the clean

The Journal of Physical Chemistry, Vol. 81, No. 12, 1977



1144 J. C. Biordi, C. P. Lazzara, and J. F. Papp

Figure 8. Net reaction rate for the inhibitor as a function of temperature 
for two nearly stoichiometric methane flames containing initially different 
amounts of CF3Br.

flames. The maximum rate of decay of CF3Br in IV is 
greater than that in II and this is due to the greater initial 
CF3Br concentration in the former.

With increasing inhibitor concentration, the zone of 
inhibition, if that idea is at all applicable, is also shifted 
to higher temperature, and the reaction of the inhibitor 
itself is also delayed. At equivalent temperatures the 
concentrations of H, 0 , and OH are smaller than in flame
II,4 and the observed delay in inhibitor decay seems to be 
a consequence of this reduction in radical concentration. 
The implication is that of the several possible reactions 
that can be written to account for the observed reduction 
of radical concentration in the low temperature region of 
the flame, those between CF3Br and radicals, e.g.

H + CFjBr — HBr + CF3 (9)

are not the most important. Reaction 9 does occur and 
is still a significant reaction destroying CF3Br in the flame, 
as will be discussed presently, but it is delayed to higher 
temperatures, just as reaction 1.

The Disappearance of CF:iBr. In the 0.3% CF3Br flame 
it was found that at the maximum rate of disappearance 
of CF3Br, thermal decomposition could account for, at 
most, 8% of the decay rate. The rate constant, k^, given 
by Benson and O’Neal26 was used. Reaction with H atom 
to give HBr and CF3 was responsible for the disappearance 
of CF3Br and a rate constant could be calculated. The 
result was given by 2.2 X 1014 exp(-9460/RT) for 700 < 
T < 1550 K. In the flame containing 1.1% CF3Br initially, 
at the maximum disappearance rate for CF3Br, the pre­
dicted rate of thermal decomposition (again using Benson 
and O’Neal’s rate constant) is nearly 10 times greater than 
the observed decay rate.

The value for the thermal decomposition rate coefficient 
recommended by Benson and O’Neal is from an RRK 
calculation and represents an attempt to calculate the limit 
high pressure value. The only experimental value for kuh 
reported by Sehon and Szwarc27 is more than a factor of

Figure 9. The rate constant for thermal decomposition of CF3Br, 
expressed as first order, calculated assuming Br atom abstraction occurs 
with the rate constant previously determined:2 solid line, flame IV; 
dashed line from ref 27.

10 lower than Benson and O'Neal’s. Thus, at the tem­
perature of interest, using Sehon and Szwarc’s number, 
we might conclude that CF3Br disappears by thermal 
decomposition.

Hydrogen atoms are present in the region of the flame 
over the temperature range in which CF3Br disappears. 
Although H atom concentration at any given temperature 
below the maximum temperature is lower than in flame 
III, these concentrations are not negligible. At the point 
of maximum CF;,Br decay, if we assume the abstraction 
reaction alone is responsible for the decay we calculate a 
value of kg = 1.6 X 1013 cm3 mol 1 s ’ 1, T = 1666 K. The 
number agrees well with value (1.3 X 1013) extrapolated 
using the expression given earlier.

Thus assigning the decay of CF3Br to either thermal 
decomposition or to H atom abstraction would yield values 
for the rate constant for these reactions which are not 
inconsistent with what is known about either reaction. 
This holds over the range of CF ,Br decay for which 1600 
< T < 1800 K.

It is not reasonable to suppose that, in this flame, CF3Br 
is consumed solely by one or the other of these two re­
actions. It is more likely that both types of decay occur. 
If we assume that the abstraction reaction occurs with the 
rate coefficient measured in flame II, we can estimate a 
CF3Br decay rate due to abstraction. Where the observed 
CF3Br decay rate is greater than this calculated rate, we 
assign the difference to thermal decomposition. For T > 
1670 K the difference is positive and the thermal de­
composition rate constant, expressed as a first-order 
coefficient, is the solid line shown in Figure 9. At 
temperatures lower than 1670 K, the abstraction reaction 
predicts a greater rate of CF:iBr decay than observed, and 
so a meaningful kld cannot be calculated. At 1600 K, e.g., 
the observed KcF3Br is 75% of that required if the ab­
straction and thermal decomposition were occurring, the 
latter proceeding at a rate required by extrapolating the 
solid line in Figure 9 to 1600 K. On the basis of this 
analysis, thermal decomposition accounts for about 50% 
of the CF3Br disappearance rate at its maximum in flame 
IV and at higher temperature.

We expect12 to be able to use net reaction rate curves, 
Figure 8, to about i'/TCjim ax), 1550 < T < 1780 K. The 
fact that we cannot utilize the low temperature portion of 
the X CF3Br is an inconsistancy that is ultimately due to 
experimental limitations of this flame data: the errors in 
modeling thermal diffusion noted earlier; error in deter­
mining the absolute value of H atom concentration,
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particularly at low z; and possibly inadequacies in the new 
curve smoothing operation which give somewhat different 
second derivatives for reactant type profiles at low 2 than 
previous techniques. All of these possible sources of error 
diminish in magnitude with increasing 2 and T.

The dashed line in Figure 9 is the expression for kti of 
Sehon and Szwarc; extrapolated to flame temperature. 
The conditions of Sehon and Szwarc’s experiment were
5-20 Torr and 1020-1090 K. From Benson and O’Neal’s 
calculations, it is likely that these conditions are well into 
the pressure falloff region for CF. Br decomposition. The 
pressure here is higher, 32 Torr, but so is the temperature, 
and our conditions are also probably well in the pressure 
falloff region. In absolute value, our calculated rate 
constant for thermal decomposition is not very different 
from expectations from Sehon and Szwarc’s measurements, 
and both are at least an order of magnitude lower than the 
computated high pressure limiting value.

As before,5 reactions of CF3Br with O and Br atoms were 
found to be negligibly important. Abstraction by methyl 
radial to give CH3Br accounted for 10-30% of the decay 
rate of CF3Br below 1700 K. The reaction was considered, 
quantitatively, in making the calculations for the con­
tribution of thermal decomposition. The reverse reactions, 
forming CF3Br, are also unimportant in the flame.

Sum m ary
The microstructure, including radical species, of nearly 

stoichiometric CH4- 0 2-Ar flames containing initially 1.1% 
CF3Brhas been determined. These data are analyzed in 
light o f previous microstructure studies of flames con­
taining 0.3% CF3Br initially and of the analogous clean 
flame.

Comparison o f the maximum concentration of inhib­
itor-related species in flames containing 1.1 and 0.3% 
CF3Br initially suggest similar mechanisms for formation 
and decay of these species are operating in both flames. 
These reactions, as well as those responsible for the dis­
appearance of the major reactants and production of the 
major products, are shifted to higher temperatures in the 
presence of 1.1% CF3Br. The effect of this inhibitor on 
the net reaction curves for methane and oxygen, and on 
the maximum concentration of formaldehyde, are similar 
to effects observed with HBr in very lean flames where 
different chain carriers predominate in the preheat zone 
of the flame.

The different temperature regions for the primary re­
action zones in the inhibited vs. the analogous clean flame 
account for the greater maximum CH3 concentration in 
the former. The difference in formaldehyde maxima 
between the inhibited and clean flames is consistent with 
a mechanism of decay for that species that includes a large 
contribution from thermal decomposition reactions.

The behavior of CF3Br in the 1.1% flame is different 
from its behavior in the 0.3% flame. Its net reaction rate 
is shifted to higher temperature and is narrower in the

Flame Structure Studies of CF3Br-Inhibited Methane Flames

flame containing more inhibitor. By analogy to the major 
reactants, we conclude that the decay o f CF3Br is also 
delayed on account of the reduction of radicals at low 
temperature in the inhibited relative to the clean flame. 
This observation is inconsistent with the idea of a zone of 
inhibition just prior to the primary reaction zone in which 
the inhibitor and/or its decomposition products scavenge 
radicals in direct competition with chain branching re­
actions.

Analysis of the decay of CF3Br suggests that, in contrast 
to the earlier study, the inhibitor is consumed not only by 
reaction with H, but also by thermal decomposition. Each 
pathway is equally important at the maximum rate of 
decay of CF3Br.
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A low pressure flow reactor was set up to measure the extent of destruction of H3BCO and of B2H6 when injected 
into an excess of either oxygen or nitrogen atoms. High concentrations of these atoms were generated by 
microwave discharges. The atom densities were measured by titration with NO. Losses of the H3BCO or of 
B2H6 as a function of flow time were determined with a TOF mass spectrometer coupled to the reactor through 
a supersonic molecular beam sampling system. A detailed analysis was made of the fidelity of sample transfer 
from the reactor, at several Torr, into the mass spectrometer ion source at ~10'5 Torr. The bimolecular rate 
constants, measured under pseudo-first-order conditions, were, at 295 K, k\0 + H3BCOj = 3.9 X  1011 mol"1 
cm3 s '1; fe{N + H3BCO| ~  4  X  1011; fejO + B2H6j = 2.7 X  109 mol'1 cm3 s '1; fefN + B2H6j not observable. Upper 
limits were estimated for the rate constants of the attack of these boranes by N20, NO, N 02, and 0 2; these 
were all less than 106 mol'1 cm3 s '1. Emission spectra for mixed flows of H3BCO + 0  (in the absence of 0 2) 
showed only A2II -»■ X 22 for BO, up to v' = 11 for the upper state (103 kcal above the ground level). To account 
for the mass spectra, the chemiluminescence and the observed stoichiometry one must assume that the borane 
carbonyl is destroyed by oxygen atoms via two initiation steps, one in which 0  atoms abstract H’s from H3BCO, 
and another wherein the 0  atoms attach the B atom ejecting the CO.

Introduction
The oxidation reactions of boron hydrides and related 

compounds are characterized by rapid rates, large exo- 
thermicities, and, frequently, strong visible and ultraviolet 
chemiluminescence. These observations led to the 
speculation that the reactions may generate products in 
nonthermal distributions, and consequently could be used 
to construct chemical lasers at visible wavelengths. Despite 
this interest few data are available on the mechanisms and 
elementary rates of attack of oxidizing agents on borane 
adducts; also there is no concensus on the mechanism for 
the attack on B2H6 by 0  atoms. We report here the in­
vestigation of the reaction of borane carbonyl and of di- 
borane with ground state oxygen and nitrogen atoms. The 
rates of primary atom attack were measured in a fast flow 
reactor coupled to a mass spectrometer. Some reaction 
products and intermediates were identified in this way. 
Also, emission spectra were taken to identify the source 
of chemiluminescence from H3BCO + 0  mixtures and 
these facilitated the elucidation of the reaction mechanism.

Experimental Section
Apparatus. The flow reactor, shown schematically in 

Figure 1, was a pyrex tube 2.0 cm i.d., with a 30 cm long 
reaction zone. Accurately known flow rates of the various 
gases were established by metering valves which were 
calibrated by observing the rates of pressure decrease in 
a known volume. Various atomic species were generated 
in a microwave discharge, and introduced into the reaction 
zone through a side arm. Borane carbonyl was injected 
by means of a multiholed teflon mixer (detail, Figure 1) 
on the end of a 0.25-in. o.d. pyrex tube, which slid along 
the axis of the reactor. The vacuum seal for the injector 
tube was far enough behind the side arm so that atomic 
species would not come in contact with the vacuum grease 
on the tube. The reactor was pumped by a 55 cfm Stokes 
mechanical pump, which was usually baffled to control its 
effective pumping speed, and minimize oil contaminations.

The interface between the reactor and mass spec­
trometer, shown schematically in Figure 2, consisted of a 
differentially pumped orifice-skimmer combination. The

reacting gases at 1-4 Torr total pressure, expanded in 
near-continuum flow through a 0.076-cm orifice, into a 
region where the background pressure was maintained at 
less than 10'3 Torr by a 4-in. oil diffusion pump. The 
orifice was placed on the end of a short cone in order to 
ensure that sampling took place outside of the end wall 
boundary layer. The centerline portion of the expanded 
jet passed through the 0.041-cm skimmer aperture and into 
the ion source of the mass spectrometer, which was 
maintained at less than 10'5 Torr by a 2-in. mercury 
diffusion pump. The drift section is evacuated by a 
trapped 6-in. mercury diffusion pump.

The following comments briefly summarize the extensive 
analysis we made of the design parameters for a “ beam” 
source, to maximize the intensity of the sample in the 
ionization region and to retain fidelity of composition in 
transfering the sample from the reactor to the mass 
spectrometer. For ideal gas dynamic behavior Parker1 
derived an expression for the flux through the skimmer. 
Early attempts to test his equation showed large discre­
pancies between the theoretical and observed intensities, 
the latter generally being low. There are many factors 
which introduce nonideal behavior; these are as follows: 
(1) viscous effects in the vicinity o f the sampling orifice 
may cause depletion of reactive species; (2) viscous dis­
sipation in the core of the free jet retards the growth of 
M (Mach number) and hence decreases the beam intensity;
(3) scattering of jet molecules by the background gas can 
decrease the beam intensity; so can (4) shock formation 
upstream of the skimmer, and (5) interaction of beam 
molecules with the gas inside the skimmer cone; (6) mass 
separation in the jet may alter the sample composition.

In the sampling process, only a small portion of the gas 
from the reactor passes through the orifice, while the 
remainder of the flow is diverted radially. Thus the flow 
pattern between the end of the flow tube and the end wall 
may be treated approximately as axisymmetric stagnation 
flow, as shown in Figure 3, where U and IT are the axial 
and radial velocity components, respectively. In fric­
tionless (potential) flow, the axial and radial velocity 
components have the form (Schlichting2) 17 = -2az; W =
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Figure 1. Schematic of reactor, showing movable mixer for injecting 
H3BCO or B2H6 into the discharged gas flow.

Figure 2. Scale drawing of the sampling orifices. The position of the 
0.076-cm  opening can be varied under operating conditions relative 
to the fixed location of the skimmer, by means of an external gear.

ar; where a is a constant determined by the boundary 
conditions. The actual flow pattern is modified by viscous 
effects which require that IV = 0 at the end wall. 
Schlichting solved for the actual velocity components near 
the end wall, u and w, and defined a boundary layer 
thickness 5 as the height at which w/W = 0.99. For la­
minar flow, 5 = 2.8(vh/u)1/2, where v is the kinematic 
viscosity, h is the distance between the reactor terminus 
and the end wall (0.5 cm), and u is the mean flow velocity 
in the reactor.

If the sampling orifice consists of a small hole drilled 
in the end wall, it will sample gas from the boundary layer, 
which does not, in general, have the same composition as 
the gas in the reactor. Therefore it is imperative that the 
sampling orifice be placed on the end of a small cone which 
protrudes well beyond the end wall boundary layer of 
thickness 8, as shown in Figure 3. It is also imperative that

Reactor wall

u

Figure 3. (a,b) Schematics which illustrate stream lines for axisymmetric 
flow, boundary layer growth, and shock locations for various experimental 
conditions.

the sample have a nonzero flow component toward the 
orifice (u).

When the flow through the sampling orifice is con­
sidered, another viscous effect is noted, boundary layer 
growth around the tip and on the inside of the orifice cone, 
which reduces its effective cross-sectional area. However, 
as long as the boundary layer does not grow too rapidly, 
the centerline flow remains unaffected. According to 
Chang,3 Knudsen numbers (ratio of local mean free path 
to orifice diameter) less than 2 X 10 3 are sufficient to 
ensure that the centerline flow is not perturbed by this 
factor.

Low pressure sources lead to low orifice Reynolds 
numbers, and under these conditions viscous dissipation 
due to velocity and temperature gradients in the core of 
the free jet may be important. Ashkenas and Sherman4 
used a perturbation approach to treat this factor. Cal­
culations showed that some viscous dissipation was to be 
expected in our configuration, but it was difficult to es­
timate how much, since the rapid transition to free mo­
lecular flow would be expected to occur in the same region
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of the jet where the viscous effects were becoming sig­
nificant.

In the derivation of Parker’s equation one assumes that 
the free jet expands into a perfect vacuum, so that all the 
molecules on the axis of the jet pass through the skimmer. 
However, with finite background pressures, collisions 
between jet molecules and background gas may cause 
considerable intensity loss due to scattering. This is es­
pecially true for low pressure sources, where the flow 
changes from continuum to free molecular very close to 
the orifice. Weakening of the barrel shock in such a case 
makes the jet “ porous” . Fenn and Anderson5 experi­
mentally determined the orifice-skimmer distance at which 
the background gas reached its ambient concentration in 
the free jet, for a wide range of pressure ratios, orifice 
diameters, and for gases with different heat capacity ratios. 
On this basis, jet permeation in our unit was expected to 
occur at very short axial distances, requiring short orif­
ice-skimmer distances to prevent excessive beam degra­
dation.

Two types of shocks may exist upstream of the skimmer:
(i) the Mach disk of the free jet, and (ii) shocks due to 
disturbance o f the flow by the skimmer. We set the or­
ifice-skimmer distance such that the skimmer tip was 
located well upstream of the position of the Mach disk, 
as calculated via the Ashkenas-Sherman equation.4

The shock at the skimmer will interfere with sampling 
if it is detached; however, when it is attached to the 
skimmer cone, the centerline flow is unaffected. For a 
given minimum Mach number, there exists an external 
angle for the skimmer such that the shock will be attached 
for all Mach numbers greater than the specified minimum. 
Standard gas tables are available for determining the shock 
attachment angle for cones in supersonic flow.6

A third type of shock is formed when the flow outside 
the skimmer impinges on the end wall. If its standoff 
distance is large enough to engulf the skimmer lip serious 
depletion o f beam intensity may occur, as shown by 
Bossel.7 For the low density jets in the present study, this 
type of shock is so weak and diffuse as to have a negligible 
effect on the beam intensity.

In a mixture of gases of different molecular weights, the 
beam composition may differ from that of the source gas, 
for a variety of reasons, some of which are related to the 
nonideal effects discussed above. For example, background 
scattering may be more effective in removing lighter 
molecules leading to an enrichment of the heavier species. 
If curved shock fronts exist between the orifice and 
skimmer, they will affect heavy and light molecules dif­
ferently, giving rise to a velocity separation. Radial dif­
fusion and flow due to radial pressure gradients in the jet 
also will enrich the beam in heavy molecules. In general, 
the conditions required to minimize mass separation in the 
jet are the same as those required to eliminate background 
and viscous effects, namely, high orifice Reynolds numbers, 
low orifice Knudsen numbers, and low background 
pressures. Mass separation also occurs in the free mo­
lecular flow regime, where the higher transverse velocities 
of the lighter molecules lead to beam enrichment of the 
heavier species. Since not all causes of mass separation 
can be eliminated, careful calibration of the entire system 
is required if absolute concentration measurements are 
desired.

In the early work, skimmer interactions were found to 
contribute most to the discrepancy between the predicted 
and measured beam intensities. Although the exact nature 
o f these interactions is still uncertain, a good correlation 
exists which allows one to predict the magnitude of the

Figure 4. Schematic of the experimental configuration for recording 
the chemiluminescence spectra for H3BCO +  O mixtures (in the absence 
of 02).

effect. Fenn and Deckers8 showed that reasonable frac­
tions of the theoretical beam intensity may be obtained 
only if the skimmer Knudsen number is approximately 
equal to (or greater than) the Mach number at the 
skimmer. The quantitative application of the quoted 
relations led to an optimum design, compatible with the 
available pump speeds. Details are given in Anderson’s 
dissertation.9 Similar design aspects were considered by 
Petrel,10 and comparable features were incorporated in his 
sampling system. Additional references to previous studies 
are cited therein.

The mass spectrometer was a Bendix 1009 SP, TOF 
operated in the pulsed mode, at 30 kHz. The electrostatic 
lens in the ion source was modified to permit large ionizing 
currents at low electron energies (15-25 V).

The spectroscopic data were obtained with the con­
figuration shown schematically in Figure 4. A quartz 
observation window was placed immediately downstream 
of the fixed H3BCO injector. The chemiluminescence was 
recorded with an Engis (0.75 m, Czerny-Turner) spec­
trograph, at a linear dispersion of 10 A /m m  in the first 
order, on Royal-X sheet film, and developed in D-76.

Reagents. Helium, Airco (99.996%), was passed through 
an activated carbon trap at 77 K, 10 psig, to remove air 
and hydrocarbon impurities. Oxygen, Airco (99+%), was 
used as supplied. The nitrogen was Airco “ prepurified” 
(99.995%) N2. Nitric oxide, Matheson (98.5%), was passed 
through a silica gel trap at 195 K to remove N 0 2, the major 
impurity. Borane carbonyl, H3BCO, was synthesized by 
the method of Burg and Schlesinger,11 by equilibrating 
B2H6 and CO. The adduct was isolated by freezing at 113 
K (isopentane slush) and pumping off the volatile CO and 
B2H6. It was stored at 77 K, and used at its vapor pressure 
above the liquid at 195 K (about 320 Torr). Diborane, for 
some experiments, was obtained as a byproduct from a 
borazine preparation. Mass spectral analysis showed it to 
be 99+% pure. For later experiments, B2H6 was obtained 
from an old cylinder (Callery Chemical Co.). Extensive 
conversion to B4 and B5 hydrides, plus H2, had taken place. 
The higher hydrides were removed by trapping at 195 K, 
and the H2 was removed by freezing out the B2H6 at 77 
K and pumping.

Procedure. To illustrate the procedure we used to 
measure atom-molecule rate constants, we described in 
this section the sequence of operations for measurement 
of the rate of disappearance of H3BCO in an excess of 
oxygen atoms. Pseudo-first-order kinetics were applicable. 
Oxygen atoms were generated (and measured) by the 
standard visual titration procedure:
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N + N + M — N2* + M ——— ► N; + M (Rl)
( yellow )

N(4S) + NO(2n) -1 N2('x) + 0 ( 3P) (R2)

N O + ' 0  + M -► N 02* + M — NO,  + M (R3)
(green)

The nitrogen atoms were generated in a microwave dis­
charge through a He-N2 mixture. Nitric oxide was added, 
thus producing 0 (3P) by the rapid reaction R2. When the 
NO flow rate was less than the initial flow rate of nitrogen 
atoms, the yellow afterglow was seen. When the flow rate 
of NO exceeded that o f N, the green air afterglow was seen. 
When the N and NO flow rates were equal, no emission 
was observed downstream of the NO injection port since 
at the total pressures employed in this work (R2) is much 
faster than (Rl) or (R3). The titration procedure had two 
desirable features: (i) the oxygen atom concentration was 
measured directly by the known NO flow rate, and (ii) 
molecular oxygen was absent from the system (except for 
the 0 2 produced by atom recombination, a negligible 
amount under the flow conditions employed). The 
presence of 0 2 would have seriously complicated the 
analysis of the reaction mechanism.

Borane carbonyl was metered into the stream of atoms 
such that the initial concentration was less than 10% of 
the oxygen atom concentration. The mass spectrometer 
was tuned to the H3BCO fragment at m/e 41, and the 
signal intensity was recorded as a function of the distance 
between the movable mixer and the sampling orifice.

Determination of the Rate Constants. To determine 
a pseudo-first-order rate constant from the measured 
spatial concentration profiles, it is necessary to determine 
how the effective reaction time is related to the distance 
flowed in the reactor. This is most often done by intro­
ducing the “ plug-flow” assumption

dc _ 1_ dc^ ... .
dz u dt

where u is the bulk, or average velocity of flow. This 
procedure is not necessarily valid for laminar flow, which 
always obtains for low pressure flow reactors. Equation 
1 rests on the following two assumption: (1) axial diffusion 
is too slow to affect significantly the concentration profile, 
and (2) radial diffusion is fast enough to average out the 
distribution of residence times over the radius of the 
reactor [due to the parabolic velocity profile for laminar 
flow, u(r) = 2fl(l -  r2/R2), where R is the radius of the 
reactor]. The first of these assumptions can be shown9 to 
valid when

Dabk/u 2 «  1 (2 )

where Dah is the binary diffusion coefficent of the reactant 
a (H3BCO) in the diluent b (mostly helium), and k is the 
pseudo-first-order rate constant for the disappearance of
a. The second assumption is valid12 (for 10% accuracy in 
k) when

Dab/(kR2) >  0.3 (3)

Hence, it is necessary that

0.3 kR2 < D ab« u 2/k (4)

Since Dab is inversely proportional to the pressure, the 
above relationship can only be valid in a limited range of 
pressures and flow speeds, for a given rate constant.13 In 
this study, the above inequality held, and the required 
correction factors for deviations from plug flow amounted

Reaction of H3BCO and B2H6 with Oxygen and Nitrogen

TABLE I: Apparent Rate Constants at 295 K for the 
Reaction H,BCO + O — Products

(First
set)

Run
u X 10 3 

cm/s
P „

Torr

[O] X
1010

mol/cm3

kA X

10-" cm3 
mol'1 s“1

1 1.73 2.22 0.865 8.10
2 1.39 3.82 2.32 4.76
3 1.39 3.82 2.32 7.80
4 1.52 3.87 2.04 4.66
5 1.53 4.50 1.94 5.69
6 1.48 3.33 1.41 5.87
7 1.47 4.04 7.16 4.43
8 1.71 3.13 2.84 6.71
9 1.42 2.84 3.33 3.95

10 1.30 3.01 3.61 2.44
11 1.30 3.01 3.61 2.44
12 1.31 2.98 4.09 2.68
13 1.25 3.11 5.03 4.20
14 1.31 2.99 5.45 4.42

to less than 10%. For the reaction
H,BCO + O — products (R4)

where [O] = [0]° »  [H3BCO]0, the following rate law 
holds:

d [H 3BCO] /dt = - fc [H ,B C O ]

where k = fe4[0]. On introducing the plug-flow assumption 
and integrating

In { [H 3B C O ]/[H 3BCO] ° }= - f e z /u  (5 )

The raw data were plotted in the form of In (S -  Sb) vs. 
z, where S is the H3BCO signal from the mass spectrometer 
(arbitrary units), and is the background m/e 41 signal. 
The slope gave the pseudo-first-order rate constant, from 
which the bimolecular rate constant was derived.

To check on the accuracy and internal consistency of 
the apparatus, the metering of flows, and the absence of 
severe viscous interaction effects, the rate of the well- 
studied reaction between atomic oxygen and ethylene was 
measured. The rate constant at 295 K for the disap­
pearance of CoH4 was determined from the decrease of the 
m/e 27 signal in the present of excess of O atoms. These 
were produced by means of a microwave discharge of 
H e -0 2 mixtures or He-N2 mixtures, followed by titration 
with NO. In a representative run the slope of the In (S 
-  Sh) line was found by least squares to be -227 s'1. 
Dividing by the measured O atom concentration (7.87 X 
10 10 mol cm '3) gives the bimolecular rate constant, 2.89 
X 1011 cm3 mol"1 s'1. The results for several runs averaged 
to 2.87+o146) x  1011, in acceptable agreement with the lit­
erature values.14

Results
Mass Spectrometric Data. H^BCO + O. The apparent 

rate constants derived from the first series of measure­
ments for (R4) are listed in Table I. The initial con­
centration of H3BCO was not measured in each case, but 
generally it was less than 10% of the oxygen atom con­
centration. The large variation in the apparent rate 
constant showed no systematic trends with reactor 
pressure, flow speed, or oxygen atom concentration. In 
addition, the decay plots showed considerable curvature 
in some cases, indicating a breakdown of pseudo-first-order 
conditions. The only variable that seemed to have a 
systematic effect on these rate constants was the condition 
of the reactor walls. Large values were always obtained
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TABLE II: Measured Rate Constants at 295 K for the 
Reaction H3BCO + O -> Products with 
Varying Wall Conditions

Apparent
Run Wall condition cm 3 mol 1 s'
15 Coated with Si(CH3)2(C l)2 3.87 X 1 0 "
16 Clean 6.06 X 1 0 "
17 Products from run 16 5.32 X 1 0 "
18 Products from runs 16-17 4.80 X 1 0 "
19 Products from runs 16-18 4.11 X 1 0 "
20 Coated with Si(CH3)2(Cl)2 3.50 X 1 0 "

Figure 5. First-order decay curve for H3BCO in excess 0  atoms.

when the reactor walls were freshly cleaned with hydro­
fluoric acid. The observed rate decreased as a white 
powdery reaction product (probably B20 3) built up on the 
walls. We surmise that the tube walls were catalytic, 
probably by adsorption of H3BCO on the OH sites of the 
glass. To test this possibility, a rate was measured after 
coating the walls with dichlorodimethylsilane, which covers 
the reactive sites and generates a surface of methyl groups. 
The coating was found to be inert to oxygen atoms. The 
result of this run (run 15) is given in Table II, and the 
decay plot is shown in Figure 5. Next the walls were 
cleaned with hydrofluoric acid and dried with hot air. A 
series of rate measurements were made (runs 16-19) in 
which the reaction products were allowed to build up on 
the walls from run to run. Finally, in run 20, the walls were 
cleaned and again coated with Si(CH3)2Cl2. Runs 15 -*■ 
20 were made under identical conditions with the following 
initial partial pressures: He, 2.87 Torr; N2, 0.21 Torr; 0 ,
0.011 Torr; H3BCO, 0.000 55 Torr. Table II shows that the 
reaction is strongly catalyzed by a clean glass surface. The 
results of runs 15 and 20 are probably closest to the un­
perturbed homogeneous rate constant. After correcting 
for diffusion effects, the average of runs 15 and 20 gives 
fe4 =  3 .9 2 " o1643° X  1011 cm3 mol 1 s"1 (T =  295 K).

Under flow conditions similar to those for run 15, except 
for a larger flow rate of H3BCO, the absolute change in 
concentration of both 0  and H3BCO was measured for a 
fixed reaction distance, giving the following stoichiometry:

A [ 0 ] /A [ H 3BCO] = 2.0 ± 0.5

Mass spectrometer scans were made in an attempt to 
observe the reaction products and reactive intermediates. 
A strong signal was detected for H2, which increased at 
approximately the same rate as the H3BCO decreased. 
Measurement of other products and reactive intermediates 
was beset with many difficulties. Most of the possible 
intermediates are expected to be more reactive toward 0  
atoms than the parent compound. Since 0  atoms were
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TABLE III: Transient Species Observed from 
(HjBCO + O) Mixtures

Probable
parent

m/e species Emission spectra

2 (s) H2 BO(A2n ) is produced
with u up to 11; 103 
kcal above ground level

26 (vw ) (B 10O) Strongest emission from v' = 4
27 (vw) (B " 0 )
28 (vw) (H B "0 ) OH emission (weak) at 3064

and 3077 A
29 (w)
30 (w)

(HBOH)
H2BOH,

(H 3BO)
No B 0 2 emission observed ,

32 (m) 
43 (m)

unless 0 2 is present in system
0 2
b o 2 No BO(B2X* -*■ X 2S + ) emission

44 (m) OBOH

present in excess, the residual concentrations o f these 
species would be very low. Second, the products and/or 
intermediates reacted rapidly with the walls, as evidenced 
by the deposits which accumulated. There was also the 
possibility of loss of reactive species in the end-wall 
boundary layer. Finally, of those molecules which were 
sampled, the presence of some species may have been 
masked by interference with others in the background of 
the mass spectrometer ion source. For example, BH, BH2, 
and BH3 would have been masked by the corresponding 
peaks produced in the fragmentation of H3BCO, which 
could not be avoided even at electron energies as low as 
20 V. Peaks due to HBuO and CO would have been 
overwhelmed by the N2 peak. The species BuO and B 10O, 
while known to be present, could not be observed because 
of interference from the fragmentation of B2H6, which 
could not be completely eliminated from the H3BCO 
preparation. Finally, the production of OH and H20  could 
not be demonstrated because of the very large background 
signals due to H20  in the ion source.

To increase the sensitivity of detection o f reactive in­
termediates, and to discriminate between beam and 
background molecules in the ion source, a “ chemical 
modulation” technique was installed. The power delivered 
to the microwave discharge cavity (from which the 0  atoms 
were derived) was square-wave modulated at 17 Hz. The 
electrometer output of the mass spectrometer was fed to 
a lock-in amplifier while the spectrometer was slowly 
scanned from 10 to 50 mass units. Although the back­
ground signals were minimized, the results were rather 
disappointing. Large signals were seen for O and H3BCO, 
of opposite polarity (as atoms are produced, H3BCO is 
destroyed), but the only evidence for other species were 
several weak and quantitatively nonreproducible peaks in 
the range m/e 26-28. The failure of this technique may 
have been due to the loss of reactive intermediates on the 
reactor walls, or simply to their high mutual reactivity and 
consequent low steady state concentration. A listing of 
our observations of reactive intermediates (including 
spectroscopic data) is given in Table III. Most of the 
assignments are tentative; only H2, BO, and B 0 2 were 
observed with certainty; the latter two are based on 
spectroscopic data.

Emission Spectra. HsBCO + 0. In the absence of 0 2, 
the injection of H3BCO into a stream of O atoms gave a 
deep blue reaction zone. The recorded spectra covered the 
range 2700-3900 A; virtually all the emission was due to 
the A2n  — X 2S transition in BO. The photographed band 
system was identical with that observed by Mulliken,15 
except that bands extended to significantly higher vi­
brational quantum numbers (in the A2n  state) than
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previously reported.- The strongest emission came from 
the v'=  4 and v' = 5 levels, but levels up to o ' = 11 were 
observed. Very weak A —*• X  emission from OH was also 
recorded at 3064 and 3077 Â. Otherwise, no other species 
(including B 0 2) could be positively identified in emission, 
although there were several very weak, diffuse bands below 
3000 Â which defied identification. In the presence of 
molecular oxygen, when the oxygen atoms were generated 
by discharging H e-02 mixtures, the “ flame” had a bright 
green appearance. A spectrum of the 5250-5850-À region 
showed the diffuse, undulating bands characteristic of B 0 2. 
A photograph of the 3250-3850-A region showed that BÔ 
bands were also present, with intensities similar to those 
observed in the absence of 0 2.

Mass Spectrometric Data. H%BCO + N and B ,H(l +  O. 
The reaction between H3BCO and N atoms was studied 
under very nearly the same conditions as was the [H3BCO 
+  O] pair. Here also the apparent rate constant showed 
large variations from run to run, due to wall catalysis and 
atom depletion. The results for four runs averaged to 1.54 
X 1011 mol"1 cm3 s"1 (295 K). However, the conditions 
under which these runs were made were later found to have 
up to 80% depletion of the original atom concentration. 
Since most of the depletion took place at very short re­
action times, the curvature of the In (S -  Sb) vs. z plots 
would have been apparent only at very short reaction 
lengths, where no data were taken. Subsequent runs were 
made in an attempt to minimize atom depletion by using 
very small flow rates for the H3BCO. This gave a value 
5 times larger. In turn, we suspect that strong wall ca­
talysis was occurring in this run (clean walls), since 
measurement of the [H3BCO + O] rate immediately after 
this run gave a large values (8.1 X 10u) for attack by 
oxygen. We conclude that the bimolecular homogeneous 
rate constant for the reaction between H3BCO with N is 
about the same as with O atoms.

Two measurements of the stoichiometry of the (H3BCO 
+  N) system gave the following results:
A [N ] /A [H 3BCO] = 3 .6 ; 3.8
On mixing H3BCO with N atoms an intense blue-green 
chemiluminescence was produced. Unfortunately, time did 
not permit a detailed spectroscopic analysis.

The reaction between diborane and oxygen atoms was 
slow compared to that of H3BCO. The reactor conditions 
had to be altered to permit its measurement. A smaller 
flow velocity was employed, and a H e-O z mixture was 
discharged to give the highest possible atom concentra­
tions. Even so, the B2H6 signal decreased by only about 
10% over the length of the reaction zone. The derived rate 
constant is 2.68 X 109 cm3 m ob1 s"1 (295 K). A mass 
spectral scan showed weak evidence for H2, BO, and B 0 2.

The system (B2H6 +  N) was unlike the previous three 
in that an induction time appeared in which the B2H6 
concentration did not change significantly, followed by a 
rapid decay of B2H6. The blue-green chemiluminescence 
(similar to that from H3BCO + N) reached its maximum 
intensity at about the same time that the B2H6 signal 
started to change rapidly. No quantitative data were 
obtained.

It has been stated that B2H6 and HsBCO react spon­
taneously (sometimes explosively) at room temperature 
with air and other oxygen-containing molecular species. 
We attempted to measure the rate of reaction of these 
boron hydrides with 0 2, N20 , NO, and N 0 2. Flow con­
ditions had to be suitably adjusted, since these rates were 
expected to be much lower than the rates with the atomic 
species. Very low flow speeds were used (approximately 
300 cm/s), no helium diluent was added, so that the small

Reaction of H3BCO and B2H6 with Oxygen and Nitrogen

reactant flow was introduced into a vast excess of oxidant. 
Despite these efforts, no decrease in reactant signal could 
be observed for any of the above combinations. The 
signal-to-noise ratio of a particular experiment determined 
what extent of reaction would be barely detectable; this 
in turn set an upper limit to the rate constant for the 
reaction in question. They ranged from 2.5 to 9.7 X 105 
m ob1 cm3 s '1.

D iscu ss io n
For (H3BCO + O) the magnitude of the rate constant 

provides the clue for the initial step of the reaction. It is 
known16 that at room temperature and above H3BCO 
rapidly attains equilibrium with borane and CO
HjBCO r  BH, + CO (R5)

If the dissociation of H3BCO were the rate limiting step 
in the oxidation, followed by the rapid reaction of BH3 with 
O atoms, our observed first-order rate constant for the 
decay of H3BCO would have to be less than (or nearly 
equal to) the rate constant for the forward step of (R5). 
On the basis of Burg’s data1' for the thermal decomposition 
of H3BCO, one finds for the unimolecular rate constant 
(R5) at room temperature 2.0 X 10"3 s '1. Since our ob­
served first-order rate constant for the decay was on the 
order of 2.0 X 102 s '1 (a factor of 105 larger) clearly reaction 
R5 plays no important role in the O atom attack on borane 
carbonyl; the initial step must be a direct reaction be­
tween O and H3BCO.

It seems unlikely that the CO group is directly involved 
in the reaction. This leaves two plausible reaction paths:
(a) abstraction of one or two hydrogens, followed by the 
breaking of the B:CO bond, and (b) formation of a B -0  
bond (eliminating CO), followed by rearrangement and/or 
fragmentation of the excited complex. The available 
evidence suggests that both mechanisms operate con­
currently. The initiation steps, and subsequent reactions 
needed to account for our observations, are given in Table
IV. The corresponding heats of reaction were calculated 
in most cases from the heats of formation listed in the 
JANAF Thermochemical Tables.18

Initiation mechanism 2 accounts for many o f the ob­
served products and intermediates, but fails to account for 
the emission spectra. BO was produced in the A2II state 
with up to 11 quanta of vibrational energy. This state lies 
103 kcal/mol above the ground state of BO (X 22, v"=  0). 
The (A2n, v' = 4) state, which appeared to give the 
strongest emission, lies more than 81 kcal/mol above the 
ground state. Thus, the reaction(s) producing BO must 
lie highly exoergic. Although the intermediates from 
mechanism 2 may react further to produce BO (R12, R13, 
etc.), none of these is sufficiently exoergic to account for 
these emissions. However, the intermediates from 
mechanism 1 (BH and BH2) can produce BO at the ob­
served levels of excitation via (R14) and (R15). Indeed, 
Hand and Derr14 proposed that reaction R14 is the source 
of BO chemiluminescence in the B ,H,; 4- O system.

The observation of 0 2 as a minor product can be most 
easily accounted for by reaction R19, which has a room 
temperature rate constant19 of 2.52 X 1013 cm3 mol"1 s '1. 
This very high rate indicates that OH could not play an 
important role in the initiation mechanism, since the 
steady state concentration of OH would always be much 
lower than the concentration of O atoms, which were 
initially in excess. The very weak OH UV emission could 
have arisen from collisional excitation of OH by BO*.

The direct and indirect evidence for the presence of OH 
seems to favor (R6) over (R7) for the initiation step, if only 
mechanism 1 were considered. If the reaction sequence
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TABLE IV: Postulated Mechanism for the H,BCO + O System

Reaction

Estimated
^ r ° 298 ,
kcal/mol

Initiation (mechanism 1) O + H3BCO -> OH + [H.BCOl * -> OH + BH , + CO - 4 R 6
-  H.O + [HBCO] * -* H.O + BH + CO - 1 2 R7

Initiation (mechanism 2) O + H,BCO -  [H ,B O ]* + CO -» BO + H, + H + CO -9 R8
HBO + H, + CO -8 0 R9

-> HBOH + H + CO -2 6 R10
-  H.BOH + CO -1 3 1 R l l

BO formation HBO + O -  BO + OH -3 1 R12
HBO + OH — BO + H 20 -4 7 R13
BH, + O — BO + H, -1 0 8 R14
BH + O -  BO + H -1 1 3 R15
BH, + O -  BH + OH + 7 R16

BO, formation BO + O + M -  BO, + M -1 6 9 R17
BO -f 0 2 -*■ B 0 2 + O -5 0 R18

O, formation OH + O -  0 2 + H -1 7 R19

proceeded entirely through (R6), however, the observed 
stoichiometry would have been at least three oxygen atoms 
consumed per H3BCO consumed, via
O + H,BCO -> OH + BH, + CO (rate limiting) (R 6 )
OH + O -  O, + H (fast) (R19)

BH 2 + O — BO + H, (fast) (R14)

A stoichiometry of 2 would be expected if the 
tiation step were (R7), via

only ini-

O + H,BCO -  H.O + BH + CO (rate limiting) (R7)
BH + O -  BO + H (fast) (R15)

The stoichiometry anticipated for any of the initiation 
steps in mechanism 2 is less than 2, since the products of 
reactions R8 through R l l  are more stable than BH and 
BH2, and are expected to react more slowly with 0  atoms. 
The observed stoichiometry of 2.0 ±  0.5 suggests that (R7) 
may be the dominant initiation step, but (R6), and to a 
lesser extent the reactions in mechanism 2 [(R8)-(R11)], 
also contribute.

The observations regarding B 0 2 emission may be ra­
tionalized by considering reactions R17 and R18. The 
former requires a termolecular collision to remove excess 
energy, which may explain why no B 0 2 emission was 
observed when molecular oxygen was not present in the 
initial reactants, i.e., three-body processes would have been 
very slow at the low pressures involved. The small amount 
of B 0 2 observed in the mass spectrometer was probably 
due to the reaction of BO and 0  on the reactor walls. The 
green B 0 2 emission observed when 0 2 was present in the 
initial reactants was probably generated by reaction R18.

In summary, there is evidence that the (H3BCO + 0 ) 
reaction proceeds via two mechanisms, one in which the 
0  atom abstracts hydrogen(s) from the BH3 group, and 
the other in which the 0  atom directly attacks the boron 
atom. In the first case, the remaining fragment reacts 
rapidly with 0  atoms to produce highly excited BO, which 
gives rise to chemiluminescence in the visible and near UV.

Superficially the (H3BCO + N) system resembles 
(H3BCO + 0); the rate of attack on the adduct is the same, 
and strong chemiluminescence is observed in both cases. 
However, the origin of the blue-green emission from this 
system is in doubt, since no spectroscopic measurements 
were made.

Two band systems for electronically excited BN have 
been reported in the literature. The Douglas-Herzberg20 
transition ( II — X 3II) appears at 3400-4000 A, when BC13 
is injected into a stream of active nitrogen. Under similar

conditions, Anderson21 observed an additional band system 
in the spectral range 5900-10000 A, which he tentatively 
identified as the A3S —*■ X 3II transition. The blue-green 
emission from the (H3BCO + N) system does not seem to 
correspond to either of these unless one assumes that the 
emission is from high vibrational levels (v'>  7) of the state 
which Anderson designated as A 32. It is not likely that 
blue-green emission was due to an oxygen impurity which 
would generate BO* and B 0 2*. This was demonstrated 
by titrating the N atoms with NO, in which case the fa­
miliar blue BO* emission was seen, but green B 0 2* 
emission was absent. The (H3BCO + N) pair deserves 
further study, since the emission may belong to a new band 
system of BN, or to some polyatomic species that has not 
been observed previously.

The stoichiometry (3.6) for the (H3BCO +  N) reaction 
is greater than that for (H3BCO +  O), suggesting a more 
complicated mechanism. Perhaps one of the intermediates 
catalyzes the recombination of N atoms. Without spec­
troscopic data or observations of intermediates and 
products, no definite conclusions can be made regarding 
this mechanism.

The observed rate constant for the disappearance of 
B2H6 when mixed with O atom, 2.68 X 109 cm3 m ol'1 s"1, 
agrees very well with the value reported by Hand and 
Derr,13 (2.5 ±  1.6) X 109. They also observed BO (a) 
emission bands, down to wavelengths corresponding to the 
transmission limit of their pyrex reactor, but report that 
this emission was visible only when B2H6 was in excess, 
in contrast to the present study. In our experiments, 
emission was seen under all conditions. In addition, they 
observed a stoichiometry of about 10 oxygen atoms con­
sumed per B2H6 consumed. We cannot explain these 
differences; we have no stoichiometric data and we have 
no evidence for reactive intermediates other than BO.

In two older investigations of the B2H6/ 0 / 0 2 system 
alternate mechanisms were suggested, based on qualitative 
observations of product distributions. Fehlner and 
Strong22 proposed an initiation step analogous to the left 
half of R8: B2Hb + O —*■ H3B +  H3BO. The nascent 
borane oxide is presumed to decompose into H2 and a solid. 
Their major gaseous products were characteristic of the 
borane pyrolysis, as anticipated, since they investigated 
fuel rich compositions in a reactor which incorporated a 
closed loop for recirculating the mixture through a quartz 
photolysis cell. The mechanism cited by Carabine and 
Norrish23 is difficult for us to rationalize. They observed 
high levels of OH in absorption. Clearly this radical plays 
a major role in near stoichiometric mixtures of B2H6 +  0 2,
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while our data indicate that it is relatively unimportant 
in fuel lean mixtures. However, they proposed not a single 
step which includes 0  atoms, they include three four-center 
reactions of 0 2 with several borane species, and some of 
their key steps are substantially endoergic.

Conclusion
Concurrent data collection via mass spectrometry and 

emission spectroscopy can yield information on reaction 
mechanisms which neither technique by itself can pinpoint. 
Heterogeneous effects, however, can give rise to misleading 
rate measurements as well as difficulties in observing 
reactive intermediates.
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Primary Processes in the 147- and 123.6-nm Photolyses of 
1,1,1-Trifluoro-2-chloroethane
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Trifluorochloroethane (CF3CH2C1) was photolyzed at 147 and 123.6 nm in the presence and absence of nitric 
oxide. The effects of added CF4 were also studied. The quantum yields of molecular processes increase with 
decreasing wavelength. The quantum yield for FC1 elimination is small at 147 nm (4> < 0.07) but becomes the 
major mode of photodecomposition at 123.6 nm (4> = 0.38). Substantial hydrogen chloride elimination occurs 
at both wavelengths (4> = 0.15-0.19) and hydrogen fluoride elimination is also observed. The results are 
interpreted in terms of the preferential formation of a Rydberg state as the photon energy increases.

Introduction
Previous investigations of the photolyses of haloethanes 

in this laboratory have been restricted to 147 nm.1 4 At 
this wavelength molecular eliminations are the dominant 
primary processes. However, some parallel carbon-halogen 
and carbon-carbon bond rupture is generally observed and 
we have previously concluded that more than one excited 
state may initially be formed upon absorption of the 
monochromatic radiation. We have also suggested that 
carbon-halogen bond fission is probably associated with 
the first (n —>- cr*) absorption band of the species in 
question,5-7 while the molecular elimination processes are 
more clearly associated with the higher “ Rydberg type” 
transitions, for example, n —► 4s. We believe it is the broad 
overlapping nature of the ultraviolet absorption spectra0 
that allows this simultaneous formation of distinctly 
different states and it is therefore reasonable to suppose 
that small changes in the wavelength of the incident ra­
diation might well result in modifications of the relative 
populations and lifetimes of the excited states so formed. 
Some experimental evidence already supports these ideas. 
Cremieux and Herman8 photolyzed ethyl chloride at 123.6 
nm and found a higher proportion of molecular HC1 
elimination than that observed at 147 nm.1 There was also

evidence that the excited state precursor formed at 147 
nm was sufficiently long-lived to undergo collisional 
modification. This was not the case at 123.6 nm. The 
photolysis of 1,1-C2H4C12 at 147 nm is characterized by 
competitive molecular eliminations.2 However, at wave­
lengths longer than 190 nm, no elimination of HC1 is 
observed and the molecule decomposes mainly by car­
bon-chlorine bond fission.9 The photolysis of CF3CH2C1 
is a continuation of our work with haloethanes to establish 
the nature and extent of molecular elimination processes 
occurring in the vacuum ultraviolet. In these experiments 
we were particularly interested in the wavelength de­
pendence of the quantum yields of these processes.

Experimental Section
Photolyses were carried out at room temperature in the 

same conventional apparatus used in previous work.1 4 
The xenon and krypton resonance lamps were powered by 
a microwave generator (KIVA Instruments Inc., Model 
MPG 4M). The lamps were operated at intensities of 3.5 
±  0.3 X  1013 and 8.5 ±  1 X  1012 photons s ', respectively, 
and for periods such that overall conversions were less than
0.1%. The chromatic purity of the lamps was checked 
using a McPherson (218-0.3 m) vacuum ultraviolet
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TABLE I: Photolysis o f  CF3CH2C1 at 147 and 123.6 nm“
P-

Run (CF3CH2C1), 
no. Torr

P-
(additive),

Torr
Quantum yields (i>)

CF2CH2 c f 2c h f CF2CHC1 CF3H CHjCl (C4H4F 6) C4b
1 5.6 0.22 0.13 0.04 0.07 0.13 0.20
2 6.4 0.20 0.14 0.05 0.07 0.01 0.11 0.22
3 9.7 0.16 0.15 0.04 0.06 0.02 0.10
4 10.9 0.16 0.16 0.04 0.06 0.22
5 12.7 0.15 0.15 0.04 0.06 0.01 0.09
6 20.0 0.13 0.16 0.03 0.06 0.01 0.10 0.24
7 282 0.06 0.17 0.04 0.05

8 7.7 NO 0.4 0.070 0.15 0.02 0.0 0.0 0.0 0.0
9 11.9 NO 0.7 0.070 0.15 0.02 0.0 0.0 0.0 0.0

10 12.5 H2S 0.2 0.12 0.15 0.03 0.08 0.06

11 10.0 CF4 210 0.057 0.15 0.03 0.06 0.01
12 10.5 CF4 380 0.050 0.15 0.04 0.07 0.01

13 10.2 NO 0.5
CF4 122 0.060 0.16 0.02 0.0 0.0 0.0 0.0

14 13.8 NO 1.2
CF4 292 0.055 0.17 0.02 0.0 0.0 0.0 0.0

15 11.0 NO 0.7
CF4 410 0.050 0.18 0.01 0.0 0.0 0.0 0.0

16 11.5 NO 0.7
CF4 538 0.047 0.19 0.0 0.0 0.0 0.0

17 7.9 0.43 0.18 0.09 0.06 ~0 0.10
18 10.7 0.44 0.20 0.10 0.07 0.01 ~0
19 14.0 0.43 0.19 0.11 0.07 0.01 ~0 0.09

20 10.5 NO 0.4 0.38 0.20 0.10 0.0 0.0 0.0 0.0
21 11.9 NO 0.2 0.38 0.19 0.09 0.0 0.0 0.0 0.0
22 13.2 H2S 0.3 0.43 0.20 0.11 0.08 0.06

23 11.9 NO 0.4
CF4 204 0.36 0.19 0.11 0 0 0 0

24 11.7 NO 0.3
CF4 356 0.38 0.19 0.10 0 0 0 0

“ Runs 1-16, 147 nm. Runs 17-24, 123.6 nm. b Sum of the two products thought to be chlorinated fluorobutanes.

monochromator. For the liquid oxygen cooled xenon The l,l,l-trifluoro-2-chloroethane was obtained from
lamp,4 contributions from the 129.5-nmL line were minimal. Peninsular Chemresearch Inc. Prior to its use, low boiling
The titanium filament gettered krypton lamp was similar impurities were removed by trap to trap distillations. The
in design to that described by Gordon et al.10 The only final purity was better than 99%. The H2S and CF4 from
undesirable emission observed between 110 and 200 nm Matheson, of stated purities 99.5 and 99.7%, respectively,
was at 165 nm. However, the intensity relative to the
123.6-nm line was very small (<1% ). The 0.5-mm 
thickness lithium fluoride window of the krypton lamp was 
opaque to wavelengths shorter than 110 nm.

Actinometry was based upon the production of acetylene 
from the photolysis of ethylene (4> = 1.0 at 147 and 123.6 
nm).11 The extinction coefficient of l,l,l-trifluoro-2- 
chloroethane at 147 nm was determined by measurement 
of the photoionization currents of mixtures of CF3CH2C1 
and (CH3)3N.12

Product analysis was by flame ionization gas chroma­
tography (Varian Aerograph 1740). Low molecular weight 
products (C, and C2) were separated on a 3-m Porapak N 
column at 125 °C and a helium flow rate of ~30 cm3 min"1. 
The three higher molecular weight products were separated 
at 60 °C on a 1.5-m SE30 column at a helium flow rate of 
40 cm3 min"1. Identification of the products CF2CH2, 
CF2CHF, CF2CHC1, CF3H, and CH3C1 was by comparison 
with the retention times of authentic samples. The first 
product peak eluting after CF3CH2C1 was thought to be
1,1,1,4,4,4-C4H4F6 though this could not be confirmed. The 
two remaining high molecular weight products were 
tentatively identified as chlorofluorobutanes. All three 
products were arbitarily assigned detector sensitivities of 
twice that of ethylene. Authentic samples of the appro­
priate isomeric butanes could not be obtained.

were used without further purification. The NO, also from 
Matheson, contained traces of N 0 2 which were removed 
by distillation at -78 °C.

Results
The extinction coefficient of CF3CH2C1 at 147 nm and 

296 K was found to be 332 ±  33 atm"1 cm"1. The corre­
sponding value at 123.6 nm was not measured but is known 
to be an order of magnitude larger than at 147 nm for this 
class of compounds.13

Table I shows the quantum yields of the products as a 
function of the pressure of CF3CH2C1 and o f the added 
gases NO and CF4. The quantum yields o f the major 
olefinic products were also found to be independent of 
photolysis time in the ranges 30-85 min (147 nm) and 
50-90 min (123.6 nm).

At 147 nm and low pressures (~ 10  Torr), CF2CH2 is a 
major product. The yield, however, decreases with in­
creasing pressure both in the presence and absence of NO. 
Runs 8 and 9 indicate clearly that much of the CF2CH2 
formed at low pressures is of free radical origin. At 123.6 
nm the yield of CF2CH2 is even larger and much less 
dependent upon total pressure and the pressure of NO. 
Trifluoroethylene (CF2CHF) is a major product at both 
wavelengths. At 123.6 nm the yield is constant. At 147 
nm there is an indication that the yield of CF2CHF in­
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creases slightly with increasing pressure. Runs 8 and 13-J6 
suggest that this increase might well be related to the 
decreases in the yields of CF2CH2 and CF2CHC1 with 
increasing pressure. The yields of CF2CHF obtained in 
runs 11 and 12 are somewhat inconsistent with the trends 
established by the remaining data. One might expect them 
to be a little larger. As is the case with CF2CH2, the yield 
of CF2CHC1 is also fairly constant at 123.6 nm (<t> = 0.1). 
At the longer wavelength, the yield is again lower and 
dependent upon the presence of NO.

Corresponding to the large radical yield of CF2CH2 at 
147 nm at lower pressures there is a significant yield of the 
product tentatively identified as hexafluorobutane. In the 
presence o f NO this product is not observed. Not too 
surprisingly, at 123.6 nm the yield of hexafluorobutane is 
close or equal to zero at low pressures even in the absence 
of NO, since there is obviously little CF2CH2 of radical 
origin. There is also a corresponding decrease with de­
creasing wavelength of the total yield.of the remaining C4 
products. While the yield of C4 products is substantial at 
147 nm, subsequent discussion will indicate that the yield 
is still somewhat lower than one might expect.

The maximum yield of CF3H is the same at both 
wavelengths (4> = 0.08, runs 10 and 22) and virtually in­
dependent of pressure in the absence of H2S. Its formation 
is suppressed completely by the addition of NO and it is, 
therefore, presumably entirely of free radical (CF3) origin. 
Similarly it is likely that CH3C1 is formed from CH2C1 
radicals. The maximum yield of CH3C1 (4> = 0.06) ob­
tained in the presence of H2S is similar to that for CF3H. 
However, unlike CF3H in the absence of H2S, the yield is 
considerably lower.

Discussion
Since the quantum yield of CF2CH2 at 123.6 nm is 

hardly affected by the presence of NO and there is no 
evidence o f a large yield of free radicals, most, if not all, 
o f the CF2CH2 produced at 123.6 nm would appear to be 
formed by a molecular elimination of FC1 in a primary 
process represented by reactions 1 and 2. The numbered

CF3CH2C1 + hv  -  CF3CH2C lt(') (1)
CF3CH2CltO> CF2CH2 + FC1 (0 123.6 = 0.38) (2)

dagger identifies one of two or more initially formed 
electronically excited states. The experiments performed 
at 147 nm in the presence of NO show that the quantum 
yield for the same process at the longer wavelength is much 
lower and there is in addition a discernable decrease in the 
quantum yield with increasing pressure (4>147 = 0.07 —
0.047). The data are similar for CF2CHC1. The quantum 
yield at 123.6 nm is constant and unaffected by the ad­
dition of NO. At 147 nm it is again much lower and a 
decrease with increasing pressure is just discernable in the 
presence of NO. Therefore, it is reasonable to suppose that 
the molecular elimination of HF is a process analgous to 
reaction 2:

C F jC H .C lK 1) -  CF.CHCl + HF ( 0 123.6 = 0 .0 9 )  (3 )

The quantum yield at 147 nm has a maximum value of
0.02. The fact that at ~12 Torr (cf. runs 9 and 21) the 
yields of CF2CH2 and CF2CHC1 both rise by a factor of 
approximately 5, as the wavelength decreases, lends 
support to this view, as does the fact that both processes 
are a,/3 in nature.

At 123.6 nm the quantum yields of CF2CH2 and 
CF2CHC1 are quite large and yet the yields of radical 
products (e.g., combination products) are small. Thus it 
would seem that the FC1 and HF undergo very little

Photolyses of 1,1,1-Trifluord-2-chloroethane

subsequent dissociation at this wavelength despite the very 
large excess energies available to the products. Fur­
thermore, no substituted acetylenes are formed and it is 
therefore difficult to assign the major fraction of the excess 
energy to the olefins unless one postulates that the olefins 
are formed in electronically excited states which cannot 
further decompose. In view of the above, at 147 nm, there 
is even less reason to suppose FC1 and HF dissociate and 
the free radicals which are produced at this wavelength 
must presumably have another origin. The imposition of 
constraints upon energy distributions among the products 
of primary molecular eliminations as a result of a lack of 
appropriate secondary products is not uncommon in the 
ultraviolet photolysis of haloethanes at 147 nm (see ref 2, 
3, and 4, for example). It is, however, difficult to accept 
the more severe constraints that the observed lack of 
radical products and/or appropriately substituted ace­
tylenes at 123.6 nm demand. Nevertheless we have no 
alternative explanation.

The yield of CF2CHF at 123.6 nm is also constant and 
unaffected by the addition of NO. However, the yield at 
147 nm, unlike those of CF2CH2 and CF2CHC1, is similar 
in magnitude. If we allow CF2CHF to be formed by the 
a , a  molecular elimination of HC1 from a second initially 
formed excited state, CF3CH2Clt(2), and in addition pro­
pose, as previously,1 that the decreases in the yields of 
CF2CH2 and CF2CHC1 at 147 nm with increasing pressure 
are the result of a collisionaly induced cross over of the 
longer-lived CF3CH2Clt(1) to the second state, then we are 
also able to account for the corresponding increase in 
CF2CHF with increasing pressure at 147 nm:

CF3CH2C1 + h v  -  CF3CH2Clt<!> (4)
CF3CH2Clt(2> -  CF,CH* + HC1 (5)

1--------- ► CF2CHF (<*>,„ > 0 .1 5 )
CF3CH2Cl+(,> + CF3CH2Cl+<2> (0 147 < 0.043) (6)

At 123.6 nm, the quantum yield of reaction 5 is approx­
imately 0.20 and constant. That is, reaction 6 is not 
observed. The increases in the quantum yields of reactions 
2, 3, and 5 with decreasing wavelength then simply reflect 
the decrease in lifetimes of CF3CH2C1+(1) and CF3CH2Cltl2), 
particularly the former, as a function of their vibrational 
energy contents. Again there is little evidence that the 
products of reaction 5 undergo any further decomposition.

Reactions 2,3, 5, and 6 are simple competitive processes. 
If at 147 nm reaction 6 occurs upon every collision and 
there are no sources of CF2CH2 other than secondary 
radical disproportionations, then a plot of 1 /  4>cf2ch2 vs. 
total pressure, from data obtained in the presence of NO, 
should be linear with a positive slope equal to k6/k2. 
Figure 1 shows that this is indeed the case at 147 nm. If 
the collision frequency at 1 Torr is ~  10‘ s '. then k2 (147 
nm) = 1.0 ±  0.5 X 109 s '1. The lack of a pressure de­
pendence of the quantum yield of CF2CH2 at 123.6 nm 
enables us to estimate a minimum value of k2 (123.6 nm) 
of 1.6 X 1010 s '1. The lifetime {l/k2 = 1 X 10 3 s) of 
CF3CH2Cl+tl) at 147 nm is similar to those of C2H5Cltai (3.6 
X 10'10 s) and l,2-C2H4FClt(1) (3 X 10"10 s), previously 
reported.12

The formation of CF3H and CH3C1 particularly in the 
presence of H2S indicates carbon-carbon bond cleavage 
is also a primary process, reaction 7. There is little or no

CF3CH2C r  -  CF, + CH2C1 (0 -  0.08) (7)

apparent increase in the quantum yield with decreasing 
wavelength (cf. runs 10 and 12). Therefore, the state 
undergoing decomposition is unlikely to be CF3CH2Cltll).
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Figure 1. 1 / <Ì , (C f !,c h 2 ) v s . total pressure in the presence of NO.

A third state which is antibonding with respect to the 
carbon-carbon bond is a possibility. The lower yield of 
CH3C1 produced in the absence of H2S is a reflection, no 
doubt, of the lower predicted reactivity of CH2C1 radicals 
compared with CF3.14

The sum of the quantum yields of molecular processes 
and carbon-carbon bond cleavage at 147 nm is 0.32 and 
at 123.6 nm it rises to a value of 0.75. The formation of 
“ scavengeable” CH2CF2 and C4 compounds means that 
carbon-halogen bond cleavage occurs, particularly at 147 
nm. The preferential formation of one olefin particularly 
at low pressures is again characteristic of ultraviolet ha- 
loethane photolyses.1,3 The fact that disproportionation 
products such as CF3CH2F are not seen leads us to con­
clude that the major disproportionation reaction is a 
chlorine atom transfer between CF3CH2 and CF2CH2C1 
radicals and that both carbon-chlorine and carbon-fluorine 
bond fission, therefore, occur.

We have indicated earlier in the introduction that we 
believe that the ultraviolet photolysis of haloethanes is 
characterized by the simultaneous formation of two or 
more states corresponding to the overlap of the n-o* and

“ Rydberg type” absorption bands aftd that a small de-* 
crease in the wavelength should favor the formation of- 
shorter-lived Rydberg states. The increases here in thè 
quantum yields of molecular processes and the corre­
sponding decrease in carbon-halogen bond fission with 
increasing photon energy are certainly further evidence for 
this viewpoint, as is the “ disappearance” at 123.6 nm of 
the pressure dependence of the quantum yields of CF2CH2, 
CF2CHF, and CF2CHC1 in the presence of NO. The 
quantum yield of carbon-halogen bond fission, however, 
cannot be 0.68 at 147 nm or 0.25 at 123.6 nm. There are 
insufficient disproportionation/combination products. 
Thus one or more of the initially formed states may also 
undergo some photophysical decay processes leading to the 
regeneration of the ground state of CF3CH2C1.
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Positron lifetime measurements were performed in the optical isomers of six organic chiral molecules, such 
as 2-methylbutanol, 2-aminobutanol, octanol-2, a-methylbenzylamine, carvone, and diethyltartrate over a 
temperature range from -196 to 100 °C. No significant differences in the lifetimes of r, and r2, and the intensities, 
/, and / 2, associated with the short- and long-lived components in the positron lifetime spectra could be observed 
between the D and L enantiomers of these chiral molecules if the experiments were carried out in the liquid 
state. Since h  is directly related to the (relative) number of orthopositronium atoms formed, the experimental 
results provide no evidence for the assumption that optical isomers display different cross sections for or­
thopositronium formation. The failure to observe such differences appears to be inconsistent with the predictions 
of previously proposed models for the interaction of longitudinally polarized positrons with spin polarized electrons 
in chiral molecules. Possible reasons for these discrepancies such as the invalidity of (1) the “helical electron 
gas model” and the general assumption that electrons in chiral molecules possess a certain helicity when they 
form Ps with positrons, and (2) the assumption that positrons retain their longitudinal polarization until they 
form Ps are discussed. Differences observed in the / 2 values if the above experiments were carried out in the 
solid state are most likely due to variations in phase and crystalline structure and not related to the different 
helical structures of the enantiomers.

In troduction
One of the most intriguing problems in chemical evo­

lution. is the origin of optical asymmetry in biomolecules.
It is a well established fact that amino acids occurring 

in natural proteins belong overwhelmingly to the L series 
whereas natural sugars are made up almost exclusively of 
D optical isomers. However, very little is known about the 
origin of this asymmetry.

Several theories which do not consider the predominance 
of the L-amino acids in natural proteins as a matter of 
chance have been suggested.

One “nonchance” explanation is based on the unequal 
decomposition of optical isomers and the subsequent 
generation of optical activity in light mediated reactions.2 5

In 1959 Ulbricht6 discussed a possible connection be­
tween the asymmetry at the level of elementary particles 
and at the molecular level. He proposed a novel mech­
anism which would relate the phenomenon of asymmetry 
found in biological systems with parity nonconservation 
in weak interaction. This mechanism is essentially based 
on the discovery by Lee and Yang7 who showed that 
electrons emitted in 8 decays are polarized.

Ulbricht and Vester8 suggested several possible 
mechanisms by which polarized d radiation may induce 
optical activity in matter. They postulate, for example, 
that longitudinally polarized /3-decay electrons are in­
teracting in matter to generate circularly polarized 
bremsstrahlung9 which in turn may undergo reaction with 
organic matter leading to asymmetric syntheses or deg­
radation. Attempts by Ulbricht and Vester9 to induce 
optical activity with polarized /3 radiation, however, failed 
to confirm this hypothesis. Most of the subsequent ex­
periments carried out by several authors10-12 to generate 
optical activity by irradiating racemic mixtures with 
polarized d radiation proved to be inconclusive.

Garay11 reported that D-tyrosine in dilute aqueous al­
kaline solution was more decomposed than L-tyrosine after 
18 months exposure to 0.36 mCi of “ SrCLj. Bonner12 
repeated these experiments using DL-tyrosine in alkaline 
solution, looking for optical rotation after exposing the 
sample to a dose of 4.1 X 108 rads of d-ray bremsstrahlung

in a 61700 Ci 9<,Sr-!K)Y source at ORNL for 1.34 years. This 
latter study included also other racemic amino acids, both 
in the solid'state and in .neutral, acidic, or alkaline solution. 
In no' cage, however, did he observe the development of 
optical activity.

More recently Bonner et al.13 irradiated samples of solid 
DL-leucine with longitudinally polarized 120-keV electrons. 
The authors claim to have observed preferential decom­
position of one of the optical isomers. The experimental 
conditions under which these studies were performed led 
to 50-75% degradation of the leucine samples (after 
331-860 nA h total irradiation dose).

The inherent difficulties of such long term /3-radiolysis 
experiments or experiments which involve significant 
destruction of the substrate and which in turn depend on 
an extremely accurate analysis of the radiolysis products 
formed are obvious, e.g., the presence o f small amounts 
of impurities introduced as a result of the degassing process 
occurring under radiation in the walls of the irradiation 
vessels may in a noncontrollable way affect the radiolysis 
process.

Furthermore since 8 particles each create several orders 
of magnitude more secondary electrons during their energy 
degradation, the direct chemical consequences of the 
primary particle itself should be trivial and any correlation 
between the properties of the primary particle (e.g., po­
larization) and the end products of their interaction with 
matter would be largely obscured by the reactions of the 
secondary electrons with the same matter.

Thus it appeared much more advantageous to inves­
tigate the potential correlation between the asymmetry 
found in living material and the asymmetry of weak in­
teraction directly by obtaining information about the 
interaction process itself carried out by the primary 
particle rather than relying on the analysis of the end 
products of this interaction, whose yields as pointed out 
above may be affected by a variety of parameters not 
related to the primary interaction.

One approach in this direction was made by Lemmon 
et al.14 who studied the interaction of epithermal muonium 
atoms with solid l- or D-alanine and liquid L- and D-oc-
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TABLE I: Values o f  r ,i (ns), t 2 (ns)> and 12 (% ) for 2-Methylbutanol at Different Temperatures

Temp,
°C State

No.
of

runs

D form [c*]d 22= 5.90 0 DL form [« ]d 22 = 0 .0

r i t2 h T, t2 ■ h
100 L 2 0.498 ± 0 .021 3 .02 ± 0 .22 21.97 ± 0.48 0 .483  ± 0 .012 2.92 ± 0 .14 ' 32 .41 ± 0.78

60 L 2 0 .473  ± 0 .023 2.93 ± 0.05 21.87 ± 0.20 0 .485 ± 0 .024 2.79 ± 0.09 22 .02 ± 0.04
22 L 7 0.443 ± 0 .034 3.04 ± 0 .08 22 .18  ± 0.33 0 .429 ± 0 .076 3.20 ± 0.11 22 .65  ± 0.23

- 7 8 L 2 0.391 ± 0 .066 2 .86 ± 0.04 22.31 ± 0.70 0 .386 ± 0 .012 2.70 ± 0.06 24 .30  ± 0.47
- 1 9 6 S 4 0.367 ± 0 .012 1.50 ± 0.07 23 .90  ± 0.84 0 .363 ± 0 .061 1.47 ± 0 .02 26 .42  ± 0.34

tanol-2. However, they could not observe any changes in 
the residual muon polarization, which would be indicative 
of differences in the reactivity of these polarized epithermal 
muonium atoms toward the two optical isomers.

Garay et al.15 reported on the results of a similar process 
which could provide such direct information, namely, the 
formation of the positronium in optical isomers. Posi- 
tronium (Ps), which is the bound state of a positron and 
an electron,16 can be formed in two ground states, as singlet 
or para Ps, with antiparallel spin orientation, and as triplet 

V or ortho Ps, with parallel spin orientation.
' Garay et al.15 suggested that longitudinally polarized 
positrons, i.e., positrons which have a parallel orientation 
of spin and direction of motion, as emitted in the radio­
active decay of certain nuclides, may interact differently 
with the D and L isomers of a chiral compound, resulting 
in slight variances in the Ps formation probability and also 
in a change of the ratio of o- to p-Ps formation. Initial 
experiments carried out by these authors with optical 
active, isomers of amino acids in the solid state seem to 
confirm this assumption. Hrasko17,18 et al. and Garay19 et 
al. subsequently rationalized these findings, i.e., the in­
teractions of positrons with electrons in optical active 

j compounds, in terms of the “ helical electron gas model” 
and “ neutral currents” (see also Discussion section).

! Dezsi et al.20a and Brandt and Chiba20b who repeated 
these experiments, however, related the differences ob­
served in o-Ps formation in the two optical isomers to 
differences in the crystalline structure of the two isomers, 
and thus to differences in the Ps trapping in the crystalline 
lattice by defects etc.

Most recently Rich21 questioned Hrasko and Garay’s 
theoretical explanation of their results by arguing that the 
positrons have lost their helicity before they can form Ps. 
Thus, in view of the importance of the problem of the 
origin of molecular chirality and the continuing controversy 
about the conclusiveness and interpretation of the ex­
perimental data in the positron annihilation experiments, 
we systematically measured the relative p- to o-Ps for­
mation probabilities in a series of optically active ste­
reoisomers such as 2-methylbutanol, 2-aminobutanol, 
a-methylbenzylamine, carvone, octanol-2, and diethyl- 
tartrate by positron annihilation techniques in order to 
provide an unambiguous answer to the question of the 
possible connection between asymmetry at the level of 
elementary particles and at the molecular level, as this 
might relate the intrinsic asymmetry of matter with the 
asymmetry found in biological systems on this planet.

By carrying out the experiments with optical isomers 
in the liquid (and solid) state we were able to exclude the 
contribution made by Ps trapping in defects, etc., so that 
the observed results directly reflect any possible effect of 
the optical activity of the substrates on the Ps formation 
process.

Experimental Section
A. Materials. All compounds were of highest available 

purity, they were purified by distillation and preparative 
gas chromatography until subsequent tests showed a purity 
of better than 99.5%. The sources of these compounds

were as follows: d l - and D-2-methylbutanol (Pfaltz and 
Bauer Inc.); D- and L-2-aminobutanol (ICN Life Science, 
K and K); D- and L-octanol-2, a-methylbenzylamine, and 
carvone (Aldrich Chemical Co.). D- and L-diethyltartrates 
were prepared by the reaction of D- and L-tartaric acid 
(obtained from Aldrich Chemical Co.) with absolute 
ethanol. The reaction products as well as the other 
substrates listed above were purified by distillation, 
crystallization, and finally by gas chromatography until 
the physical constants, melting points, refractive index, 
optical activity, and NMR spectrum agreed with the 
literature data and no impurities could be detected by any 
of these techniques. '

B. Preparation of Sample. Specially designed sample 
vials (cylindrical glass tubes 100 mm long and 10 mm i.d.) 
were filled with 1 mL of sample. The positron sources were
3-5 gCi 22Na, prepared by evaporating carrier free neutral 
solutions of either 22NaH C03 or 22NaCl (obtained from 
Amersham/Searle Co.) onto a thin aluminum foil. The 
sources were placed inside the vials and completely im­
mersed in the liquid sample. The vials were subsequently 
sealed off and transferred into a specially designed 
thermostat which controlled the temperature within ±1.0 
°C. For the low temperature work the sample vial was 
immersed into suitable cooling mixtures contained in a 
specially designed dewar vessel. In the solid state work 
special attention was given to the solidification process so 
that the D or l  isomers crystallized under the same con­
ditions.

C. Positron Lifetime Measurements. Positron lifetime 
measurements were carried out by the usual delayed 
coincidence method.22 The resolution of the system, as 
measured by the prompt time distribution of 60Co source 
and without changing the 1.27- and 0.511-MeV bias, was 
found to be 0.390 ns fwhm. Corrections for the source 
component, which had an intensity of less than 4% , were 
made in the usual way by using conventional computa­
tional methods.

D. Data Analysis. The resulting positron-lifetime 
spectra were analyzed into two or three components by 
using the p a l ,23 p o sit r o n f it , and p o sit r o n f it  e x t e n d e d 24 
computer programs. No significant differences were 
observed between the results obtained by each of these 
programs. Thus, the p a l  program was consistently used 
to separate the spectra into two components. In agreement 
with previous work, the intensity of the long-lived com­
ponent, / 2, was considered to be directly related to the 
number of thermal o-Ps atoms formed in the substance.

Results and Discussion
The results of the positron lifetime measurements are 

shown in Tables I-VI, where the lifetimes of both the 
short- and long-lived component, and / 2, the intensity of 
the long-lived component, are listed as a function of 
temperature for the various enantiomers under study: D- 
and d l -2-methylbutanol, d - and L-2-aminobutanol, D- and 
L-a-methylbenzylamine, D- and L-octanol-2, D- and L- 
carvone, and D- and L-diethyltartrate.

The values obtained for the lifetimes, t 1 and r2, as well 
as / 2, which represents the thermal o-Ps formation
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TABLE II: V alues of r, (ns), Tj (ns), and / .  (%) for 2-Aminobutanol at Different Temperatures

Temp,
°C

No.
of D form [a]D22 = 15° L form [a]D22 = - 15°

State runs. T, T 2 G T, t2 G
60 L 3 0.385 ± 0.032 2.71 ± 0.04 23.79 ± 0.42 0.384 ± 0.010 2.75 ± 0.01 22.07 ± 1.04
22 L 4 0.382 ± 0.038 2.71 ± 0.04 23.41 ± 0.20 0.381 ± 0.032 2.73 ± 0.08 23.15 ± 0.33

-7 8 S 4 0.344 ± 0.031 1.51 ± 0.03 29.38 ± 1.02 0.345 ± 0.024 1.58 ± 0.02 27.72 ± 0.93
-1 9 6 S 6 0.338 ± 0.054 1.28 ± 0.06 26.74 ± 0.45 0.342 t 0.049 1.29 ± 0.14 23.91 ± 0.78

TABLE III: Values of r, (ns), t 2 (ns), and / 2 (%) for a-Methylbenzylamine at Different Temperatures —

Temp, 
• °C

No.
of D form [a ]d !2 = 39.7° L form [a ]D 22 = -  39.0°

State runs T, Tj G T, t2 G
100 L 2 0.413 ± 0.024 2.65 ± 0.01 31.89 ± 1.46 0.400 ± 0.021 2.62 ± 0.04 31.21 ± 2.50

60 L 2 0.415 ± 0.049 2.55 ± 0.02 29.79 ± 1.19 0.401 ± 0.053 2.55 ± 0.03 29.78 ± 1.02
22 L 2 0.403 ± 0.051 2.55 ± 0.04 28.34 ± 0.23 0.405 ± 0.043 2.46 ± 0.04 26.96 ± 1.53

-7 8 L 2 0.365 ± 0.041 2.05 ± 0.04 25.21 ± 0.54 0.376 t 0.052 2.15 ± 0.06 23.58 ± 0.45
-1 9 6 S 3 0.368 ± 0.066 1.40 ± 0.05 20.86 ± 1.26 0.351 t 0.048 1.39 ± 0.02 21.54 ± 0.20

and L isomer (or D and d l  form as in 2-methylbutanol) in 
any of these various pairs of enantiomers if the experiment 
is carried out in the liquid phase. They all fall within the 
experimental error, which is listed as one standard de­
viation in the tables. Typical results are, e.g., for the D and 
L isomers of 2-aminobutanol, I2 (in %): 23.41 ±  0.20 and
23.15 ±  0.33, respectively; r2 (ns): 2.71 ±  0.04 and 2.73 ±
0.8, respectively (at 22 °C). Obvious differences in I2, 
however, can be observed in most systems when the ex­
periments are carried out in the solid state at low tem­
perature (-196 °C). The / 2 values measured at this 
temperature in all the systems under study, with the 
exception of a-methylbenzylamine, vary significantly when 
one replaces one optical isomer by the other. However, 
no consistent trend can be observed between the relative 
magnitude of the I2 values in the D or L form in a pair of 
enantiomers. For example, while ir. the case of 2- 
aminobutanol or carvone the D form (26.74 or 15.64%) 
shows a greater / 2 than the corresponding L form (23.91 
or 13.41%), in the octanol-2 system the opposite is true 
( d , 21.84% vs. L, 24.01%); nor is there any correlation 
between the direction in which the plane of the polarized 
light is rotated in the enantiomers (+ or - )  and the relative 
magnitude of / 2, e.g., in the 2-aminobutanol I2 in the d ( + )  
enantiomer is 26.74% and in the l ( - )  form 23.91% whereas 
the d (+) enantiomer of octancl-2 is 21.84% and the 
corresponding l ( - )  isomer has a higher / 2 value of 24.01%.

The experiments further show a pronounced dependence 
of / 2 on the solidification conditions; e.g., differences can 
be observed if the sample is measured in its crystalline or 
glassy state at -196 °C; while in the former case I2 in 
DL-octanol-2 is 23.70%, the glassy state displays a sub­
stantially smaller I2 o f 20.61%.

An interesting effect of the orientation of the molecules 
and the composition of the crystalline phase can be ob­
served in the DL-octanol-2 systems. The / 2 values of this 
compound as shown in Figure 1 display a sudden increase 
from about 24 to 36% at 226 K, where crystallization 
begins. A further decrease in the temperature of the 
sample is associated with a gradual decrease in / 2, which 
levels off at 25% at 178 K and remains constant down to 
80 K. For comparison, a similar study was carried out with 
the pure D enantiomer of octanol-2 (see Figure 1) where 
only a slight effect could be observed. Since the crys­
tallization of DL-octanol-2 may involve a temperature 
dependent equilibrium between pure D and L crystals, as 
well as the mixed d l  phase, the cnanges observed in I2 may 
reflect these conditions. On the other hand, in the pure 
D form no such equilibria exist and / 2 remains essentially 
constant in this temperature range. As shown in Figure
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Figure 1. / 2 and r 2 plotted as a function of temperature in d- and 
D,L-octanol-2.

1, the corresponding changes of the lifetime, r2, are less 
dramatic except at the melting point where r2 suddenly 
drops.

In view of these results which clearly point to’ a de­
pendence of / 2 on the crystalline structure and the cor­
responding free volume in the crystals, we agree with the 
assumptions made by Dezsi et al.20a and Brandt and 
ChibaLOb that the differences in the / 2 values observed by 
Garay et al.10 in solid amino acids cannot necessarily be 
related to differences of the o-Ps formation in optical 
isomers and reliable results can only be expected from 
liquid phase experiments, where these complications are 
excluded.

As pointed out above on the basis of results observed 
in this study with optical isomers in the liquid state, which 
showed no significant differences in / 2 between the two 
isomers in each pair of enantiomers, we would have to 
reach the conclusion that the relative ortho to para for­
mation probability does not change between optical iso­
mers.

It seems therefore important to consider the possible 
reasons for this discrepancy between Garay and Hrasko’s 
hypothesis17"19 and our experimental results, apart from 
the possibility that the effect may be too small to be 
observed.
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Basic to the model of interaction between positron and 
electrons in helical molecules is that the orbital electrons j  
in the two optical isomers are differently spin polarized §j 
with respect to their direction of motion (helical electron 
gas model),17-19 i.e., the electron spins are aligned pre­
dominantly to the motion of the electron in one and 
antiparallel in the other enantiomer. The authors further 
postulate that the positron possesses helicity when it 
undergoes Ps formation with these electrons. They also 
assume that the probability of Ps formation depends on 
the relative velocity of electron and positron. Thus, the 
probability for 0- to p-Ps formation will switch when one 
replaces one optical isomer by the other.

Experimental evidence for the validity o f the helical 
electron gas model in excited chiral molecules has been 
obtained by Garay et al.25 and Laczko et al.26 by deter­
mining the magnetic transition dipole moment of mole­
cules such as 0-, m- and p-tyrosine. The authors found 
that the population of the molecules in the triplet state 
is increased if the magnetic transition dipole is greater, a 
fact which they interpret in terms of spin polarization with 
respect to the motion of the electrons during excitation. ! 
However, so far no independent evidence (except Garay’s 
positron annihilation experiments) has been derived for 
such spin polarization in the ground state o f chiral mol­
ecules.

Furthermore, there exists some controversy regarding 
the question whether the positron has some helicity left 
when it forms the Ps. While experimental evidence by 
Hanna and Preston,27 Dick et al., and Bisi et al.29 seems 
to indicate that positrons emitted in the radioactive decay 
partly retain their polarization during slowing down and 
Ps formation, Bouchiat and Levy-Lebland30 approach this 
problem theoretically and postulate that in collisions at 
lower energies the spin is quenched and no longer follows 
the momentum in a collision, so that the positrons will lose 
their helicity before Ps formation is possible, as recently 
pointed out by Rich.21

Although the results obtained in this study cannot prove 
the validity or invalidity of the helical electrons gas 
model,17-19 or any of the other arguments they certainly 
do not provide any positive evidence for Garay’s and 
Hrasko’s theories. Especially, one would have to conclude 
from the failure of the experiments that so far no ex­
perimental evidence for the validity of the helical electron 
gas model for the ground state chiral molecules has been 
presented.

On the other hand, the negative results of these ex­
periments could also indicate that one basic assumption 
of the mechanism of Ps formation may be in error. Ac­
cording to the accepted Ore mechanism of Ps formation 
positrons with a few eV of kinetic energy abstract electrons 
from the substrate molecules to form Ps.16 More recently 
this mechanism has been questioned by Mogensen,31 who 
postulated that at least partial Ps formation occurs via the 
combination of thermal positrons with dry or solvated 
electrons in a radiation spur created by the positron. In 
this case the electrons are ejected prior to the combination 
process and an open question would be whether these 
electrons retain their helicity, which they might have 
otherwise possessed when residing in the chiral molecules 
as postulated by the helical electron gas model.

If it can be shown that a majority of the electrons had 
lost their helicity prior to the Ps formation in the liquid 
phase the applicability of this process for this kind of 
investigation would be severely restricted.

Experiments to determine the helicity of positrons at 
the time o f Ps formation as well as the detailed mechanism
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of the latter process are presently being carried out in this 
laboratory.
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Pressure Neutralization of Substrate Inhibition in the Alcohol Dehydrogenase Reaction
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The substrate inhibition of horse liver alcohol dehydrogenase (LADH) is neutralized at high pressures. By 
variation of substrate concentrations the kinetic constants are evaluated at pressures of 1, 500,1000, and 1500 
bar. In this way the activation and dissociation volumes of the different steps have been found. The method 
has been used for determination of the E-alc complex as the one responsible for the inhibition. At high pressures 
this complex dissociates, releases bound enzyme, and thereby compensates for a rate reduction due to the effect 
of fej as a function of pressure. Maxima occurring in the rates at high pressures are explained by the increase 
of k:i dominating at lower pressures and the decrease of k2 dominating at higher pressures. Correlations of 
the volume changes with known structural properties of liver and yeast ADH are discussed.

Introduction
From the early studies of Theorell et al.1 it has been 

known that ethanol has an inhibitory effect on the horse 
liver alcohol dehydrogenase reaction. The original 
Theorell-Chance mechanism2 assumes only binary com­
plexes but, although it accounts satisfactorily for the steady 
state kinetics, it does not imply an inhibition mechanism. 
Later investigations3̂ 5 have established the existence of 
ternary complexes, but the maximum velocity is little 
influenced by their presence. Due to their rapid disso­
ciations and interconversions, they require special tech­
niques of investigation. The nature of the complex re­
sponsible for the inhibition has therefore not yet been 
definitely established.6,7

In a preliminary pressure study of LADH8 it was dis­
covered that the reaction rate at saturating conditions was 
considerably increased at high pressures. At low ethanol 
concentrations, however, the effect of pressure on the

reaction rate was negligible or inhibitory. It was noted that 
the intermediate concentration between pressure activation 
and pressure inhibition was about 10 mM, just the lower 
inhibitory ethanol concentration at atmospheric pressure. 
This suggested the use of pressure as a means to clarify 
the role of the complex participating in the substrate 
inhibition mechanism.

Experim ental Section
Pressure Equipment. The measuring cell was an im­

proved version of the optical pressure cell described by 
Andersen and Broe.9 Some minor changes ensured better 
tightening and faster connection to the pressure reservoir. 
The cell was also surrounded by a thermostated oil jacket, 
where the temperature was controlled to within 0.1 °C. 
The pressure was generated by an Enerpac handpump. A 
large pressure vessel served as a reservoir from which a 
predetermined pressure could be reached in the cell within
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1 s. Usually the pressure increased for about 5 s so that 
the heat generated could be dissipated gently. The interval 
from the moment of mixing enzyme with substrate to the 
recording of the rate was 20-30 s. As the enzyme con­
centrations generally were kept low, and the substrate 
concentrations high, the recorder tracings obtained were 
linear for at least 4 min in most cases. Measurements were 
carried out at 1, 500,1000, and 1500 bar, with an accuracy 
better than 10 bar.

Materials and Methods. Horse liver alcohol de­
hydrogenase [alcohol-NAD+ oxidoreductase, EC 1.1:1.1],
(E) came from Boehringer, and NAD+ (Si) from Sigma. 
The substrate (S2) was absolute ethanol from A /S  Vin- 
monopolet, Norway. For stabilizing purpose, 20 juM 
cys-HCl (Sigma), 20 /¿M EDTA (Merck), and 1 g of bovine 
serum albumin (Sigma) were added per litre of buffer. All 
rate studies were carried out in pH 7.0 Tris-HCl buffer 
(Sigma), m = 0.1, at 25.0 °C. All chemicals were used 
without further purification. The concentrations of en­
zyme used were within the range 10~£-10 10 M. The 
concentration o f NAD+ ranged from 0.02 to 1 mM, the 
concentration of ethanol ranged from 1 to 200 mM. (Table 
I, see paragraph at end of text regarding supplementary 
material.) For each combination of concentrations and 
pressure there were four-five or more parallel runs. The 
wavelength used was 340 nm, and the spectrophotometric 
equipment was a combination of Zeiss M4 QIII and PM
QII.

Treatment of Data. All rate and equilibrium constants 
in the equations must be considered to be pressure de­
pendent, and this leaves five constants to be determined 
at each pressure. The pressure dependence of a rate 
constant is determined by the molal volume difference 
between the activated state and the reactants in the actual
step

A Ü + =  V *  -  V r  ( ! )

where V* is the molal volume of activated complex and VR 
is the molal volume of reactants. Then

(dlnk/dp)T = - A V * / R T  (2)

At equilibrium, the dissociation volume is given by
AV = V  (dissoc species) -  V  (com plex ) (3 )
and analogously for the dissociation constant

(3 In K/dp)T = - A V / R T  (4)

It was necessary to vary the enzyme concentration at the 
various pressures to obtain the most accurate data. As­
suming the proportionality relation between rates and 
enzyme concentration to hold at all pressures, all obser­
vations were brought to a common reference concentration. 
By means of cross adjustments over concentrations and 
pressures, it was assured that the data were in accordance 
with literature data at 1 atm.10,12 Because of this pro­
cedure, there are no uncertainties associated with the
1-atm data. Based on the adjusted vobsd values, the 
constants in the kinetic equations were evaluated si­
multaneously at each pressure by a computer program 
executing an iterative nonlinear least-squares procedure. 
The constants were fitted to the cohsd values in the u- 
[Si] [S2] space by minimizing

where /, is either eq 10 or 11, calculated with the tth 
substrate concentration combination. The uncertainties 
given are those resulting from both the uncertainties of

the uobsd values themselves (±0.1), and from the scattering 
of the e /o obsd values around those calculated from the 
resulting constants.

Theory
Kinetic Model. The basic model is that of the Theo- 

rell-Chance mechanism,2 neglecting intermediary ternary 
complexes:

ki
E + S, <... * ES,

f e _ ,

k2
ES, + S2 EP, + P2

k~2 
k3

EP, 5=± E + P,
fc-3

( 6 )

It seems safe, at ordinary pressure at least, to assume that 
the rate constant of breakdown of the intermediary ternary 
complex ES1S2 is much greater than the rate-determining 
constant fe3. The rate equation resulting from this model 
is

-  = -------1------------------ 1------------------ 1---------------—----------  ( 7 )
v k3 M S , ]  k2[S2] fe,/e2[S 1] [S 2]
Two alternative steps may now be considered important 
for inhibition to occur: (a) The formation o f a binary, 
abortive ES2 complex which prevents the formation of an 
ES! complex.
E + S2 ES2 K a (8 )

(b) The formation of an abortive ternary complex E P ^  
which does not break down to ES2 and Pj.
EP, + S2 *  EP,S2 K b (9)

Dalziel11 has shown that the inclusion of these steps in the 
mechanism changes rate eq 7 to either

e
v

or

e
v

+ fe-i

k lk2[Sl][S2]

1

fc2[S2]

+
fc-1

( 10)

( l i )

with step a and b, respectively. Since pressure has been 
found to increase the reaction rate considerably at high 
ethanol concentrations, it seems obvious that one of the 
equilibria (8) and (9) is displaced to the left at high 
pressure. The concentrations of available E or EP! is thus 
increased relative to the inhibited situation, and the re­
action proceeds according to the basic model (6) at an 
increased rate.

Results and Discussion
Dissociation and Activation Volumes. Several attempts 

to evaluate the constants by eq 11 failed, although several 
rearrangements of the equation were made to avoid di­
verging constants during the iteration process. The 
constants, especially Kh, k2, and k3, varied in a non-mo- 
notonous manner with pressure, and tended to diverge or 
take negative values. Some attempts were also made to 
evaluate both K8 and Kh simultaneously, but the increase 
from five to six constants also decreased the accuracy and
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TABLE II: The Kinetic Constants Fitted to Eq 10 by 
Means of a Least-Squares Procedure at Four 
Different Pressures

Pressure,
bar 1 ° 500 1 0 0 0 1500

ft,, mM-‘ s 1 520 145 ± 20 250 ± 90 65 ± 15
ft-,, s' 1 70 2.5 ± 2.0 3 ± 4 1.5 ± 1.0
ft,, mM' 1 s 1 1 2 . 2 0.9 ± 0.2 0 . 6  ± 0 . 2 0.4 ± 0.1
ft3, s' 1 3.12 8.0 ± 0.5 1 3 + 2 1 2  ± 6
K a , mM 2 0 120 ± 15 85 ± 25 600 ± 1 0 0

a L iterature d ata .10,12

resulted in ambiguous solutions.
The evaluation according to eq 10, however, gave a 

successful result and yielded constants being largely 
monotonous functions of pressure. These constants are 
tabulated in Table II and their logaritmic variations with 
pressure are shown in Figure 1. The last term in eq 10 
and 11 contributes relatively little to ejv  and due to the 
mutual coupling between kh fc2, and ft , they are somewhat 
inaccurate, especially the later.

From the slopes of the curves in Figure 1 the volume 
changes associated with the respective steps are readily 
obtained by means of eq 2 and 4. These volume changes 
are given in Table III.

The evaluation of ft, and ft , is equivalent to the eval­
uation of the dissociation constant K, of the ES, complex. 
Once AVV and AVF* have been found as the volumes of 
activation of the ESL association and dissociation, the 
dissociation volume AV of ES, can therefore be calculated.

If we assume that the activated complex ES,* has the 
same volume V* both during association and dissociation, 
the activation volumes of the forward and reverse reaction 
are
a F í * = V* -  F (E  + S ,) (12 )

a F -,+ = V *  -  F ÍE S ,) (13 )

Here, V(E +  Sj) and F E S /  are the molal volumes of E 
+  S, and ESb respectively. The dissociation volume may 
be defined by

A F =  F ( E +  S ,) -  F (E S > ) = “ f íT ( ^ ~ )  ( 1 4 )

Equations 12 and 13 inserted into eq 14, with the values 
found from Table III, give

a F  = (V *  -  a F,+ ) -  ( F + -  F -,* )

= AV-i* -  Á V * = 46 cm 3/m ol (15)
It is now possible to make a diagram of the volume changes 
as a function of the reaction coordinate. This can be seen 
in Figure 2. The dotted lines indicate that only the 
relative vertical distances are known, whereas the absolute 
position of the states along the volume coordinate are 
largely unknown.

The volume of E + S2 is used as a reference state for the 
volume of ES2, the volume E + S! is used as a reference 
state for the volumes of ESi* and ES^ and the initial 
volume of E + S, +  S2 is used as a reference state for the 
final volume of E + Pi +  P2. The last volume difference 
(-7  cm3/m ol) has been found from pressure studies of the 
equilibrium of the overall reaction. (E. Morild and I. 
Tvedt, unpublished results). Finally, the volume of ES!

Figure 1. Logarithm of the kinetic constants appearing in eq 10 as 
a function of pressure.

Figure 2. Volume changes in the LADH reaction as function of the 
reaction coordinate. Dotted lines indicate that the reference states 
is not identical for all changes.

+ S2 is used as a reference state for the volume of the 
activated state E S iS / and the volume of EPi is used as 
a reference state for the volume of E P F  

This diagram gives an approximate representation of 
this reaction as far as activation volumes are concerned. 
It is seen that these results are consistent with the results 
from the equilibrium study. Two interesting features now 
appear from this diagram: First, the formation of the 
activated complex ES,* is accompanied by a volume in­
crease of about 30 cm3/m ol, while the “ opposite” process 
of splitting the EPX complex is followed by a volume 
decrease of nearly the same size. This indicates a char­
acteristic volume change of the contact between the en-

TABLE III: The Four Activation Volumes and the Dissociation Volume of Importance to the Kinetics at High Pressures 
According to Eq 10

A F /  A V . , *  A V F  A F , *  A  V a

Volume changes, cm3/mol 31 + 5 77 ± 20 71 ± 20 -2 8  ± 5 -5 5  ± 10
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Figure 3. Volume changes in the YADH reaction as function of the 
reaction coordinate. Dotted lines indicate that the height of the curve 
for activated states are not known, and that the reference states for 
intermediates and end products are not identical.

zym.e and coenzyme in the activated complex. Second, the 
formation of both activated complexes ES2* and ESiS2* 
from ESj is accompanied by a volume increase of about 
70 cm3/m ol.

These findings may be compared to those of the yeast 
enzyme, YADH,8 the analogous diagram of which is shown 
in Figure 3. Due to the difference in mechanism and 
kinetic constants in the rate equation, most of the volume 
changes found for this enzyme were dissociation volumes. 
The formation o f both complexes ESX and ES2 from E + 
Sj and E +  S2, respectively, was followed by a volume 
increase of about 7Qcm3/mol, while the formation of ES,S2 
from either binary complex resulted in a volume decrease 
of about 10 cm3/mol.

Thus there seems to be intrinsically different modes of 
action involved in the operation of these enzymes. This 
will be further discussed below.

The Inhibitor Complex. The result showing the ES2 
complex as being responsible for the inhibition was 
somewhat unexpected, as Shore and Theorell' concluded 
that the inhibitor complex most probably was ternary 
EP j S 2. Their conclusion was based on a greater variation 
of Ka than of K, with S, concentration, the uncertainty 
in both cases being about 25%.

An interesting observation is that the molal volume of 
the ES2 complex is 50 cm3 greater than the volume of E 
+  S2, while the molal volume of the ESi complex is 50 cm3 
lower than that of E + Si. Considering the random 
mechanism exhibited by YADH as reflected in the sym­
metrical nature both of binary and of ternary complex 
formation, the present asymmetrical volume properties 
might suggest an explanation of the ordered LADH 
mechanism: The addition of S to the enzyme introduces 
a conformational change which is favorable for the for­
mation of a ternary ESiS2 complex. The opposite volume 
change appearing by formation of the ES2 complex indicate 
that a change of an entirely different character is taking 
place, one which is unfavorable for ternary complex for­
mation. Of the two resulting complexes, only ESi is ca­
pable of further reaction and the mechanism is ordered.

The Reason for a Maximum Rate at High Pressures. 
It was observed8 that the reaction rates at high ethanol 
concentrations passed through maxima at certain pres­
sures. These maxima were dependent on substrate con­

centrations and had to be the results of two opposing 
tendencies, each dominating a certain part of the pressure 
range. Such maxima have been observed earlier for simple 
reactions, but then as a result o f viscosity and diffusion 
controlling the rate and at very high pressures.

For a complex mechanism such as the present one, the 
cause of the maxima lies in the relative magnitude of 
increasing and decreasing rate constants as functions of 
pressure. At low ethanol concentrations (<10 mM) the 
step associated with k2 is rate determining at high pres­
sures. At such concentrations, therefore, the rate is 
pressure inhibited. At higher concentrations of ethanol, 
this step is no longer rate determining in the lower pressure 
range (<1000 bar), but still dominates at higher pressures. 
The usual rate-determining step associated with k3 is 
responsible for the increased rate at higher ethanol con­
centrations, due to its negative activation volume. This 
explains the maximum; between 1000 and 1500 bar the 
effect of the increase of k3 is opposed by the decrease of 
k2.

Another interesting observation when the NAD con­
centration is not too low (>0.1) is a compensatory effect 
between the step associated with kx and equilibrium 8. As 
the factor [Sa] decreases with pressure, the factor 1 + 
[S2] /K a also decreases in nearly the same proportion, so 
that the ratio (1 + [S2]/K J /(fe1[S1]) is maintained nearly 
constant. For this reason only the two last steps involving 
k2 and k3 determine the high pressure behavior of the 
LADH enzyme.

When [Sj] = 1 mM and [S2] = 100 mM the maximum 
rate occurred at about 1250 bar. Now, the explicit pressure 
dependence of all constants used is of the form , •
kp -  k°e~pAV/RT (16 )
where kp is a constant at pressure p, and k° the same 
constant at atmospheric pressure. If all constants are 
written in the form of (16) in eq 10, this equation may be 
differentiated with respect to p and the AY values inserted.

Then the theoretical maximum is found from d(v/e)/dp 
= 0. For the given choice of [Si] and [S2] this procedure 
yields a maximum at the pressure p = 128C bar. This is 
in very good agreement with the observation. Other tests 
and comparisons with observations show that the volume 
changes found are quite able to describe the behavior of 
this enzyme system according to the chosen model.

Correlations with Structural Properties. The three- 
dimensional structure of LADH at 2.4-A resolution has 
recently been reported.13 From the crystallization 
properties of the enzyme some important inferences can 
be drawn. The presence of ethanol during crystallization 
have not been found to induce any major conformational 
change, whereas the complexes containing coenzyme result 
in different crystal forms. It is interesting that the ES2 
complex formation with a volume increase of about 50 
cm3/m ol is not accompanied by any conformational 
change. The association of alcohols to this enzyme has 
earlier been found to be of a hydrophobic nature.7 The 
inhibitory effect of alcohols and other aliphatic derivatives 
is increased with increasing carbon chain length. This has 
been confirmed by Eklund et al.,13 who have identified a 
deep pocket between the coenzyme binding domain and 
the catalytic domain as the substrate binding pocket. This 
pocket is lined with hydrophobic residues, creating a 
hydrophobic environment for the nicotinamide moiety and 
the substrate.

The observed volume change of association of ethanol 
to the enzyme (or at least the positive sign) may be a 
general feature of hydrophobic interactions between en­
zymes and substrates. If this is so, this kind of volume
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change should also be found in YADH, and indeed it is 
(+70 cm3/m ol).8

Eklund and Bränden14 have found some interesting 
differences among the residues lining the active site 
pockets o f the liver and yeast enzymes, which seem to 
narrow the pocket of the yeast enzyme. This is consistent 
with the narrower substrate specificity of YADH and may 
also explain the greater volume change observed there.

The different crystal forms resulting from coenzyme- 
containing enzyme suggest that a conformational change 
followed by a volume reduction occurs, and this may be 
necessary for the reaction to proceed. Although the co- 
enzyme-binding domains exhibit fundamental similarities 
both in their structure and mode of coenzyme binding 
within the family of dehydrogenases, minor differences in 
primary structure may be enough to alter the volume 
properties considerably. The conformational differences 
found between the substructures of the yeast and liver 
enzyme therefore suggest that the conformational changes 
upon coenzyme association may be quite different. Such 
a difference is perhaps reflected in the volume changes 
following formation of the ES! complex, being about +70 
and -50 cm3/m ol, respectively.

At the moment it is impossible to relate such volume 
changes to specific rearrangements, due to the complexity 
o f positive and negative contributions to the volume 
changes. Perhaps something more can be said when details 
of the interactions between enzyme, substrate, and co­
enzyme have been further studied.13

It is most interesting, however, that detectable changes 
o f conformation can take place at very small volume 
changes, considering that the total molar volume of LADH 
is about 65 L.

Some obvious error sources of importance to investi­
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gations of the present type have been discussed earlier.8 
The author is quite aware of problems such as subunit 
dissociation, isoenzymes, and the change o f the rate-de­
termining step with pressure, and these will be discussed 
elsewhere.
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H eats  of Mixing of Po lyelectro lyte Solutions Having a Com m on Polyion. 2. 

Polystyrenesulfonic Acid and Its Tétram éthylam m onium  Salt with A lkali 

Polystyrenesulfonates
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The heats of mixing of aqueous solutions containing polystyrenesulfonic acid or its tétraméthylammonium salt 
with solutions of alkali polystyrenesulfonates of the same concentration (0.0600 monoM) have been measured 
at 25 °C. Mixing of HPSS with LiPSS, KPSS, CsPSS, or TMAPSS, and mixing of TMAPSS with LiPSS or 
NaPSS gives exothermic heat effects, while mixing of HPSS with NaPSS, and TMAPSS with KPSS or CsPSS 
gives endothermic effects. The heats of mixing are approximately quadratic functions of the solute mole fraction.

Introduction
During the course of the past 15 years the enthalpy of 

mixing of solutions of simple electrolytes has been ex­
tensively investigated and dependence of this thermo­
dynamic property on various parameters has been dem­
onstrated. On the contrary, heat of mixing data on so­
lutions of synthetic polyelectrolytes are, in spite of the 
increasing interest for calorimetric measurements with 
these systems, scarce for the present. As far as we could 
ascertain there are only two articles on this subject. In the 
article by Boyd et al.1 the enthalpy changes on mixing 
aqueous solutions of simple electrolyte (sodium chloride)

with solutions of polyelectrolyte (sodium polystyrene- 
sulfonate) are presented. The other article,2 the first paper 
of this series, treats pure polyelectrolyte solutions and 
reports on heat effects accompanying the mixing of two 
polystyrenesulfonate solutions, one containing monovalent 
(hydrogen) and the other divalent (magnesium) coun­
terions. It has been found that the enthalpy of mixing is 
positive and that it increases with decreasing concen­
tration. Some previous calorimetric studies3'4 from this 
laboratory have disclosed, however, that the heat of di­
lution of solutions of polystyrenesulfonates is strongly 
affected not only by the valency of the counterions but also
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by the ionic" radius of the counterions. Therefore, one 
could expect that the heat of mixing of like-charged ions 
should display a definite specificity too.

In this paper we shall present the calorimetric results 
obtained with solutions containing monovalent counter­
ions. As in the preceding paper of this series, the poly- 
styrenesulfonate anion has been chosen for the common 
ion and measurements have been made of the enthalpy 
change ensuing from mixing an aqueous solution of this 
poiyelectrolyte containing hydrogen or tétraméthyl­
ammonium ion with a solution containing an alkali metal 
ion.

Experimental Section
Sodium polystyrenesulfonate, NaPSS, purchased from 

Polysciences Inc. (Rydal, Pa.) was used as starting material. 
According to the manufacturer’s specification the NaPSS 
had a molecular weight of 100 000 and a degree of sul­
fonation o f 1.00. The method of purification has been 
described previously.2 A dialyzed solution of NaPSS was 
converted to the acid, HPSS, by ion exchange and its 
concentration was determined by potentiometric titration 
to within 0.2%. The lithium and potassium salts, LiPSS 
and KPSS,-respectively, were prepared from the acid 
solution by adding the^corresponding metal carbonate until 
the pH was between 4 and 5. During the operation ni­
trogen was blown through the solution. The cesium and 
tétraméthylammonium salts, CsPSS and TMAPSS, were 
prepared by dialysis of the NaPSS solution against several 
changes of CsCl and TMAC1 solutions, respectively, and 
finally against water. The solutions were adjusted by 
adding the corresponding hydroxide to give pH values 
ranging from 4 to 5. Preliminary experiments showed that 
a slight excess o f free acid (less than 0.2%) had no in­
fluence on the results, whereas solutions with pH values 
higher than 6 gave unreproducible and unreliable results. 
All solutions were passed through 0.15-^m pore size SM 
11308 filters (Sartorius-Membranfilter GmbH, Gottingen) 
to eliminate eventual impurities and biological growth and 
stored in polyethylene bottles.

The concentration of the salts was determined from the 
optical density at 261.5 nm of solutions prepared by di­
luting the sample solutions with a known excess of a 5% 
KC1 solution. The monomolar extinction coefficient in 5% 
KC1, obtained from calibrations with the HPSS solution 
of known concentration, was found to be 420 L cm 1 mol"1. 
Stock solutions of the acid and salts (about 0.1 monoM) 
were diluted with water to obtain solutions of the same 
concentration (0.0600 monoM), used in calorimetric ex­
periments.

All the inorganic chemicals used were of reagent grade.
Calorimetric measurements were performed at 25 °C in 

an LKB 10700-2 batch microcalorimeter with golden 
reaction cells. Into one compartment of the reaction cell 
one poiyelectrolyte solution was pipetted, and into the 
other an appropriate volume of another solution, so that 
the total volume of both solutions was 5.00 mL. The 
solutions were pipetted by means of Hamilton syringes and 
no weighing was judged necessary. The detailed de­
scription of the calorimeter and experimental procedure 
have been given by the designer of the instrument, Wadso.6

Results and Discussion
The heats of mixing, AHm, in the present study were 

obtained in experiments in which two polystyrenesulfonate 
solutions, A and B, of the same concentration were mixed. 
Solution A contained nA monomoles of polystyrenesulfonic 
acid or its tétraméthylammonium salt, and solution B 
contained rig monomoles of an alkali polystyrenesulfonate.

Heats of Mixing of Poiyelectrolyte Solutions

Figure 1. Heats of mixing of polystyrenesulfonic acid with alkali 
polystyrenesulfonates in water at 25 °C as a function of the mole fraction 
of the acid. Polymer concentration: 0.0600 monomol/L.

By mixing appropriate amounts o f solutions A and B the 
dependence of AHm on the mole fraction c f the acid or 
TM A salt, X A, was obtained. It is convenient to express 
the results of mixing processes in terms of the change in 
the enthalpy divided by (nA +  nB), the total amount of 
poiyelectrolyte in the mixed solution. Then AHm is related 
to the enthalpies of the mixed and both single solutions, 
containing 1 monomole of poiyelectrolyte, by

-  Hmixed soln — X^HA — (1 — X a )H% (1 )

The calorimetric results are shown in Figures 1 and 2. 
It is seen that the curves, having either maximum or 
minimum, are approximately symmetrical with respect to 
mole fraction. Heats of mixing of HPSS with alkali po­
lystyrenesulfonates are in general exothermic, decreasing 
in the order CsPSS, KPSS, LiPSS, which is also the order 
of hydration of the counterions. The sodium salt is an 
exception, giving endothermic heat effects when mixed 
with HPSS. The anomalous behavior of the sodium salt 
has also been noticed in some previous papers dealing with 
heat of dilution3 and osmotic coefficient measurements6 
of polystyrenesulfonates. The above, at first sight unusual 
behavior of polystyrenesulfonates, however, is not re­
stricted to polyelectrolytes. A similar situation can be 
found for simple electrolytes. So, for the systems hy­
drochloric acid with alkali metal chlorides,' exothermic 
heat effects have been observed when mixing HC1 with 
KC1, RbCl, or CsCl, and endothermic when mixing HC1 
with LiCl or NaCl. The values of AHm at XA = 0.5 at total 
molality of m = 1 m ol/kg are 13.01, 32.52, -3.74, -20.55, 
and -34.01 cal/mol in the order beginning with LiCl and 
ending with CsCl. We see that for all, for polystyrene­
sulfonates as well as for chlorides, there is a tendency from 
relatively small, positive (HCl-LiCl) or negative (HPS-
S-LiPSS) values to numerically large and negative values 
as the molecular weight of the salt increases, and in both
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Figure 2. Heats of mixing of tétraméthylammonium polystyrenesulfonate 
with alkali polystyrenesulfonates and with polystyrenesulfonic acid in 
water at 25 °C as a function of the mole fraction of the tétra­
méthylammonium salt. Polymer concentration: 0.0600 monomol/L.

cases the heat of mixing for the sodium salt is positive and 
seems to be irregularly high.

If the small and highly hydrated hydrogen ion is re­
placed by the large tétraméthylammonium ion which is 
considered anhydrous, or only slightly hydrated, just the 
reverse may be observed. Figure 2 shows the calorimetric 

*' results obtained when a 0.0600 monoM solution of 
TM APSS is mixed with solutions of the alkali poly­
styrenesulfonates of the same concentration. We see that 
the mixing of TMAPSS with LiPSS and NaPSS is ac­
companied by the evolution of heat while the mixing with 
KPSS and CsPSS is accompanied by the absorption of 
heat. Again, we can find a close analogy in the field of 
simple electrolytes. For instance, mixing of TMAC1 with 
LiCl, KC1, and CsCl at 0.5 total ionic strength has given 
the following values of AHm at X A = 0.5: -20.0,14.8, and
10.2 cal/mol, respectively.8 Although a direct comparison 
of this values with those obtained with polystyrene­
sulfonates is difficult owing to the different experimental 
conditions and specific behavior of the polyion, we see 
again that in both cases the enthalpy of mixing changes 
in the same order. However in contrast to the results 
obtained with the acids, in this case the maximum value 
o f AHm passes from negative values to positive as the 
molecular weight of the alkali salts increases.

Comparison of the values of A /im at X A = 0.5 for 
chlorides and polystyrenesulfonates is given in Figure 3.

Two features of the results obtained with solutions of 
simple electrolytes are significant. One is that they seem 
to be little dependent on the nature of the common ion; 
so, for instance, the mixing of HBr with alkali bromides 
has given results similar to those obtained with chlorides.7 
The other feature is that these measurements support the 
idea of classifying ions into two groups, into those which 
enhance the structure of water and those which break it. 
The mixing of two structure makers (such as H+, Li+, Na+)

J. Skerjanc and M. Pavlin

Alkali M .ta l Ion . M*

Figure 3. Heats of mixing of some chlorides7,8 and polystyrenesulfonates 
at XA =  0.5 at constant concentration' (t ~  25 °C): solid circles, heats 
of mixing of HCI (m = 1 mol/kg) and TMACI (m =  0.5 mol/kg) with 
alkali chlorides; empty circles, heats of mixing of HPSS and TMAPSS 
with alkali polystyrenesulfonates at 0.06 rfionomol/L.

or two structure breakers (K+, Rb+, Cs+, TM A+) gives 
endothermic heats o f mixing, while the mixing o f a 
structure maker with a structure breaker gives an exo­
thermic heat effect. We can see that these two features 
are preserved even if solutions contain instead of the small 
chloride ion the huge polystyrenesulfonate ion as the 
common ion. Among the pairs studied in the present work 
the only pair which displays some polyelectrolytic char­
acter of the polystyrenesulfonate anion is the HPSS- 
LiPSS pair, giving the exothermic heat of mixing and thus 
indicating that hydrogen and lithium ions act as opposites 
when mixed with each other in the presence of the po­
lystyrenesulfonate ion.

Experimental results ensuing from mixing of simple 
electrolytes at constant ionic strength have originally been 
represented by empirical equations of the type:
AHm = X AX B[u + b(XB -  X A)] (2)

where X A and X H are the solute mole fractions. This 
equation has some advantages: the first empirical constant 
a is four times the ordinate at X A = 0.5, and if b, the 
measure of skew, is zero the plot of AHm against X A is 
symmetrical with a maximum or minimum at X A = 0.5. 
The physical meaning of both constants has been given 
by Friedman9 who applied Mayer’s ionic solution theory10 
to a primitive electrolyte model consisting of hard spheres 
in a continuous dielectric. Since measurements are made 
at constant ionic strength and with a common ion, effects 
of the ionic atmosphere and oppositely charged ion pairs 
cancel for charge-symmetrical mixtures. Therefore, the 
pairwise and triplet interaction of like-charged ions are 
reflected in the constants a and b.

If the present experimental data are fitted to eq 2 by 
the method of least squares, the values of constants a and
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Heats of Mixing of Polyelectrojyte Solutions 

TABLE I: Results of Least-Squares Fit to Eq 2

Polyelectrolyte
pair“ a b

A H m 
at X A  = 

0.5

HPSS-LiPSS -2 6 .7 - 5 -6 .6 8
HPSS-NaPSS 30.3 - 3 7.58
HPSS-KPSS -4 5 .0 2 -1 1 .3
HPSS-CsPSS 147 20 -3 6 .7
HPSS-TMAPSS 215 38 -5 3 .8
TMAPSS-LiPSS 291 - 4 3 -7 2 .8
TMAPSS-NaPSS - 8 0 4 -2 0 .0
TMAPSS-KPSS 3.7 5 0.92
TMAPSS-CsPSS 7.1 0.7 1.78

Polymer concentration : 0 .0 600  m onoM ; t =  25 °C .
Results in cal/monomol.

b reported in Table I are obtained. Included are the 
calculated values of AHm at XA = 0.5 which are a/A. The 
curves drawn in Figures 1 and 2 are the best represent­
atives of the measurements, calculàtéd by using the re­
ported values of û and b. Although, the physical meaning 
of these two ctjp.sjhnts is questionable in the case of po­
lyelectrolytes','ft'is remarkable that all o f the curves do 
conform reasonable well to the same Quadratic relationship 
as found for simple electrolytes. * »

For the system HPSS NaPSS a fe& measurements have 
also been performed atiàn approximately fivefold higher 
concentration. The results indicate that the heat of mixing 
slightly increases’with increasing concentration; the value 
o f AHm at X A -  0.5 is 7.6 ca l/monomol in 0.0600 monoM 
solution, and 8.5 cal/monombl inf(ji280 monoM solution. 
By contrast, the heat of mixing p f charge symmetrical 
simple electrolytes has “been found experimentally11 and 
also predicted theoretically9 to increàse approximately with 
the square of the ionic strength. For the present, in view 
o f the fact that experimental resists for polyelectrolytes 
are still very scarce, this seems lo b e  also the main dif­
ference between heats of mixing of solutions of simple 
electrolytes and polyelectrolytes containing a common ion.

In the first paper of this series2"the heat of mixing of 
polystyrenesulfonic acid with its magnesium salt has been 
reported. The experimental results have been interpreted 
with the computations12,13 based on the cylindrical cell 
model14,15 of polyelectrolyte solutions. The experiment and 
theory have agreed on the sign and magnitude as well as 
on the concentration dependence of AHm. Theoretical 
approaches based on the cell model, together with 
Manning’s limiting laws,16 have been thus far applied with 
considerable success in the interpretation of thermody­
namic properties of polyelectrolyte solutions, as reviewed 
recently by several authors.17-19 Consequently, it was quite 
natural to employ the same model also in the present 
problem.

The heat of mixing, defined by eq 1, may be formally 
split into two terms

A Hm = A Hm° + A tfm,e (3)

where AH° is the nonelectrostatic and A //e the electrostatic 
contribution. In interpretation of various thermodynamic 
properties of solutions of simple electrolytes and polye­
lectrolytes the nonelectrostatic terms has usually been 
assumed to be less significant, and only the electrostatic 
term has been considered. In the cylindrical cell model, 
which is a purely electrostatic model, the individuality of 
counterions can only be considered through the ionic 
radius. In a recent article20 from this laboratory the model

has been extended to polyelectrolyte solutions containing 
two kinds of monovalent counterions, differing in size, and 
expressions which relate the electrostatic potential, / ,  to 
the distance from the cell axis, r, have been obtained. 
From the gradient (d\p/dr) the electrostatic internal energy 
of the solution can be calculated,12 and this can be related 
to the enthalpy of mixing2 if the nonelectrostatic term 
AHm° is neglected. Computations show that applying the 
assumption AHm° = 0, we cannot explain the experimental 
results of this paper. Employing arbitrary values for the 
radii of both counterions, the calculated values of AHm are 
always positive.21 Thus, the exothermic heats of mixing, 
which are more typical for the present studies, are not 
foreseen by the simple cell model. Moreover, also the 
concentration dependence of AHm is incorrectly predicted. 
According to the theory AHm should increase with de­
creasing concentration, a prediction which is just reverse 
of the experimental findings.

The reason for the failure o f the theory in the present 
case has to be sought in the simplification made in eq 3,
i.e., in the neglect of the nonelectrostatic terms, AHm°, 
which seems to be the essential factor determining the 
value of AHm. It is beyond doubt that the success o f the 
cell theory in interpretation o f  various thermodynamic 
properties of polyelectrolyte solutions, heretofore reported 
several times,1-4,12,13,17,18 may be attributed to the fact that 
in those instances the long-rangé Coulomb Interactions, 
which are common to all such solutions, and which can be 
estimated by the theory, have prevailed over the more 
specific short-range interactions, which are characterized 
by changes in the solvation shells of'the participating 
species, and which seem to be reflected in the present 
results. It is our belief, therefore, that also the non- 
Coulombic interactions between ions will have to be 
considered by a future, more general theory of polyelec­
trolyte solutions.
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The simple model which has previously led to successful predictive equations for the partial molar excess enthalpy 
of a solute in nearly ideal binary solvents has been slightly modified for application to the partial molar excess 
Gibbs free energy (excess chemical potential) of the solute in these systems. Three predictive equations are 
derived and tested for their ability to predict solubility in mixed solvents from measurements in the pure solvents. 
The most successful equation involves volumetrically weighted interaction parameters for the excess Gibbs 
free energy relative to the Flory-Huggins entropy of mixing, and predicts solubility in 22 systems containing 
naphthalene, iodine, and stannic iodide as solutes with an average deviation of 1.5% and a maximum deviation 
of 4%, using no adjustable parameters.

Introduction
Recent developments in the investigation of weak as­

sociation complexes in solution1,2 have shown a need for 
improved approximations for the thermochemical prop­
erties of a solute or solutes in a binary solvent system, to 
allow compensation for the effects of solution nonideality, 
or, from a slightly different viewpoint, to separate 
“ chemical” and “ physical” effects on the properties of the 
complexes. In order to provide a firm thermodynamic 
basis for these approximations, much simpler systems must 
be studied, establishing the qualitative and if possible the 

i quantitative trends of behavior of solutes in binary solvent 
systems o f nonspecific (or physical) interactions.

This work is a continuation of our search for mixing 
models and equations which will provide reasonable 
predictions for the thermochemical properties of a solute 
at high dilution in a binary solvent. Earlier studies3,4 have 
been primarily concerned with the partial molar excess 
enthalpy of the solute. In this work, we extend our 
previous consideration of the chemical potential or partial 
molar Gibbs free energy of the solute4 through studies of 
solubility in binary solvents. Three specific forms of the 
general predictive equation are compared. It should be 
noted that these equations are identical in concept and 
only slightly different in application from equations de­
veloped and tested by Heric and co-workers.5,6 Similar 
equations have been developed by O’Connell and 
Prausnitz1,8 and by Nitta and Katayama.9 However, we 
feel that the greater flexibility of our model, and the need 
to establish the coherence of our model for free energy with 
our earlier model for the enthalpy of the solute merit this 
reconsideration of the fundamental equations. Because 
of the intended application of these approximations to the 
case of a solute in a complexing solvent, and to the 
properties of the complex (a second solute), we are par­
ticularly concerned with the effects of the relative sizes of 
the solvent and solute molecules.

We show the development and application of a zero- 
parameter equation which predicts the solubility of the 
fairly soluble solute naphthalene in mixtures of small 
solvents (benzene, carbon tetrachloride, etc.) and those 
containing a much larger solvent (hexadecane), and of the 
much smaller and less soluble solute iodine over a similar 
range of solvent sizes, with a maximum error of 4% in the 
22 systems considered. The application to iodine as solute
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in these systems of nonspecific interactions is particularly 
important because of the ability o f iodine to form a variety 
of complexes.

Solubility data for naphthalene in a number of solvent 
mixtures covering a broad range of molar volumes are 
available in the literature. The solubility of iodine in 
several noncomplexing solvent mixtures is also available, 
but since none of the solvent mixtures contain very large 
molecules, we have measured the solubility of iodine in two 
mixtures of n-hexadecane with smaller molecules. To 
provide data for a larger solute molecule, we have also 
measured the solubility of stannic iodide in cyclohexane 
+ carbon tetrachloride.

Experimental Section
Fisher Spectroanalyzed carbon tetrachloride, cyclo­

hexane, n-heptane, and isooctane were stored over mo­
lecular sieves and distilled shortly before use. Eastman 
Practical Grade n-hexadecane was passed through a silica 
gel column and distilled. Solvent mixtures were prepared 
by weight, so that mole fractions could be calculated to
0.0001.

Iodine was Matheson Coleman and Bell Certified ACS 
Reagent Grade. Stannic iodide was prepared by refluxing 
metallic tin powder with iodine in chloroform as suggested 
by Wheatland.10 The product was recrystallized three 
times from hot chloroform, giving a melting point of 144 
±  1 °C (lit. mp 144.5 °C).

Saturated solutions of stannic iodide in brown glass 
bottles, protected from light with aluminum foil, were 
allowed to equilibrate in a constant temperature bath at
25.00 ±  0.01 °C for several days. The attainment of 
equilibrium was verified by repetitive measurements after 
several additional days. The solubility was measured by 
transferring an aliquot of solution through a coarse filter 
into a tared container for analysis by the gravimetric 
procedure used by Dorfman and Hildebrand.11 Iodine 
solutions were equilibrated in a similar fashion, trans­
ferring a weighed aliquot to a flask containing a known 
excess of aqueous arsenic trioxide, then back-titrated with 
a freshly standardized iodine solution to the starch 
endpoint. Solubilities were reproducible to within 1 %. 
Results are reported in Table I. In the pure solvents our 
results were in good agreement with previously reported 
values, as presented in Table II.
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TABLE I: Observed and Calculated Values of the Solubility of Iodine and Stannic Iodide in Some Binary Solvents at 25 °C

ySa t 
•̂solute

% deviations of caled values“
Solute/solvent (1) + solvent (2) X.° (XX) (XV) (VV)

_I2-7n-'Ç,6HM + n-C7H16 0.0815 0.00762 -4 .6 + 1 . 0 - 0 . 6
0.1429 0.00809 -6 .4 + 2 . 1 -C.5
0.1668 0.00816 -5 .8 + 3.8 + 1 . 0
0.3267 0.00958 - 1 1 . 2 + 2.5 - 1 . 1
0.6164 0.01174 -10.7 + 1.9 -1 .5

I2/n-C,6HM + ¡-C8H1s 0.1015 0.00681 -4 .3 + 1.5 - 0 . 6
0.1563 0.00735 -7 .6 + 0.4 -1 .7
0.2169 0.00778 -7 .9 + 2 . 0 -0 .5
0.3554 0.00896 -9 .9 + 2.3 -0 .7
0.5800 0.01086 -9 .3 + 2 . 1 - 0 . 6

SnI4/CCl4 + c-C6H12 0.1491 0.00823 -1 .3 - 1 . 8 -1 .7
0.3617 0.00962 - 0 . 6 -1 .3 - 1 . 2
0.6183 0.01155 - 0 . 6 - 1 . 2 - 1 . 1
0.8676 0.01357 -0 .5 -0 .7 - 0 . 6

“ % deviation = 1 0 0  In

TABLE II: Comparison with Literature Values of the 
Solubilities of Iodine and Stannic Iodide in 
Pure Solvents at 25 °C

(Mole fraction 
solubility) X 103

Solute Solvent Exptl Lit.
Iodine Isooctane 5.923 5.92“
Iodine n-Heptane 6.912 6.916,b 6.79c
Iodine n-Hexadecane 14.28 14.50“*
Stannic iodide CC14 14.63 14.59,“ 14.4*
Stannic iodide Cyclohexane 7.216 7.273g

“ G. R. Negishi, L. H. Donnally, and J. H. Hildebrand, J. 
A m . C h em . S o c . , 55, 4793 (1933). b G. Kortiim and V.
M. Vogel, Z. E le k t r o c h e m ., 59, 16 (1955). c  J. H. 
Hildebrand and C. A. Jenks, J. A m . C h em . S o c . , 42, 2180 
(1920). d K. Shinoda and J. H. Hildebrand, J. P hys.
C h e m ., 69, 605 (1965). e See ref 11. * B. E. Smith and
J. Walkley, Trans. F araday S o c . ,  56, 220 (1969). s  See 
ref 14.

Discussion
Burchfield and Bertrand4 developed general equations 

for the partial molar excess properties of a solute at high 
dilution in a binary solvent for a simple model system 
obeying a ternary mixing equation

= (miTj + n2r2 + n 3r 3) 1 (A i i l^ i^ r2A 12

+ n i r 1n 3r 3A I3 + n2r 2n 3r 3A 23) (1)

in which Z represents any extensive thermodynamic 
property described in terms of interaction parameters (Ay) 
and weighting factors (I3,). The partial molar excess 
properties of the solute at infinite dilution in mixtures 
[(AZ3ex)*] are shown to depend on a weighted average of 
the_ properties in the pure solvents [(AZ3ex)*Xl°=i> 
(AZ3ex)*x2°=i] and a contribution due to the “ unmixing” 
o f the solvent pair by the presence of the solute:

(A Z ? )*  = f l°(A Z ?)*x o=l + f f (A Z ? )* x o=
_  r  t V  0p X  V  ° r  r ' r  a  7 ex\-  r3(x1°r1 + x 20r 2y l(AZT 2 ) (2)

f ° =  (1 - f 2 °) = n1r 1/(n1r 1 + n2r2)
Z ,° =  ( l - x 2°) = « , / ( « ,  + n2) (3)
Burchfield and Bertrand considered various approxima­
tions for weighting factors and concluded that the most 
accurate predictions for heats of solution could be obtained 
with weighting factors based on the mixing properties of 
the binary systems of solvents and solute, but the use of 
molar volumes for weighting factors provided reasonably 
accurate predictions. The superiority of the use of molar

volumes over the simpler approximation of equating all 
three weighting factors appeared to derive from the effect 
of weighting factors on the “unmixing” term of eq 2 rather 
than from the effect on the weighted average o f the 
properties of the solute in the pure solvents. Enhancement 
of the unmixing term by a large solute molecule can lead 
to predictions of maxima or minima o f the properties of 
the solute in simple mixtures. It should be noted that 
precise applicability of eq 2 to a thermochemical property 
and its temperature and pressure derivatives (G and H or 
S, G and V, H and CP) requires that weighting factors be 
independent of temperature and pressure. Therefore, 
molar volumes and other experimentally determined 
weighting factors must be regarded as approximations to 
these “ true” weighting factors, and for application to 
conditions of varying temperature and pressure, they 
should be referred to a specified condition, such as 25 °C 
and 1 atm, or to an extrapolated state such as a “ close- 
packed” volume.

Interaction parameters and weighting factors are rather 
straightforward in the case o f directly observed excess 
properties such as enthalpy and volume. In the case of 
Gibbs free energy, however, the total free energy of mixing 
is observed and the excess is calculated as the difference 
between the observed value and the value for an ideal 
solution of the same composition

A Gmixtag = RT  i n ,  In X; + A G ex (4)
i ~  l

For mixtures of molecules with considerably different 
molar volumes, excess mixing equations of the form of eq 
1 more accurately describe the difference between the 
observed free energy of mixing and that predicted by the 
Flory-Huggins equation

AGmixing = R T  2 n, In <t>j + A G fh (5)
;= i

in which (/>, represents a weighted mole fraction based on 
weighting factors which are similar to molar volumes, but 
which do not vary with temperature or pressure; and AGa 
has the same form as eq 1 but with specific weighting 
factors r *  and interaction parameters A ,/11.12 Treatment 
of these mixing equations in the manner of Burchfield and 
Bertrand4 leads to two general equations for approximating 
the partial molar excess Gibbs free energy o f a solute at 
high dilution in a binary solvent:

A G f  = ( 1  -  f 3) 2 [ f 1° ( A G | x ) * x 1°=i +  f 2° ( A G ? x) * X2o=1
-  r3(X,°ri + x20r2)-‘(AGT2x)] (6)
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TABLE III: Comparison of Predictive Equations for the Solubilities of Naphthalene, Iodine, and Stdnnrc Iodide in
Various Binary Systems

R M S deviations“  (% ) for  the .
predictive eq ¿ G f x

R e fSolute Solvent R ef (X X ) (X V ) (V V )

N aphthalene Benzene + cycloh exa n e a -1 .4 - 1 .2 - 1 .1 i
N aphthalene Benzene + CC14 a + 1.5 + 1.7 + 1.9 i
N aphthalene Benzene + hexane a + 2.3 1.4 1.4 d
N aphthalene C yclohexan e + hexadecane b - 4 .0 + 2.9 + 1.4 J
N aphthalene H exane + hexadecane b - 6 .8 + 1.8 + 0.8 o
N aphthalene CC14 + cycloh exa n e b 0.3 -0 .5 - 0 .6 i
N aphthalene CC14 + hexadecane 

Benzene + hexadecane
b + 8.0 + 4.5 + 2.4 p

N aphthalene a + 9.2 + 2.4 + 0.7 p
N aphthalene CC14 + hexane b + 3.2 1.3 0.5 h
N aphthalene C yclohexan e + hexane b 0.8 0.6 0.6 e
N aphthalene B enzene + toluene a + 0.5 + 0.5 + 0.6 <7
N aphthalene CC14 + toluene c -1 .5 - 1 .5 - 1 .5 k
N aphthalene C yclohexan e + toluene c -1 .8 - 0 .9 - 0 . 8 f
N aphthalene E thylbenzene + CC14 c 0.5 0.7 0.6 w
N aphthalene E thylbenzene + cy cloh exa n e c -1 .7 0.3 0.3 w
Iodine C yclohexan e + hexane m + 1.7 -1 .5 -2 .5 e
Iodine CC14 + hexane m + 5.0 -1 .3 - 2 . 0 h
Iodine H exadecane + heptane V -8 .2 + 2.4 - 1.0 l
Iodine H exadecane + isooctane V -8 .1 + 1.8 -0 .9 r
Iodine C yclohexan e + heptane n + 2.1 - 0 .5 -0 .8 f
SnI, C yclohexan e + benzene g 2 . 2 2.8 3.1 i
Snl4 C ycloh exan e + CC14 u -0 .8 - 1 .3 -1 .2 i

Properties used in calcu lations

Solvent V " , m L /m o l Solvent V" , m L /m o l Solute n solidu 3
Benzene 89.41 Iodin e 5 9 .59 3 Iodine 0 .2 5 8 s
CC14 97 .08 Isooctan e 16 6 .0 9 Naphthalene 0 .3 12 “
C yclohexan e 1 08 .76 Naphthalene 123 .00 Stannic iod ide 0 .1 1 2 7 '.
H exadecane 2 9 4 .1 2 Stannic iod ide 15 1 .0 0
Heptane 1 4 7 .4 8 T oluene 106 .84
Hexane 1 31 .59 E thylbenzene 12 3 .0 6

“  See ref 5a. b See ref 5c. c See ref 5b. d V . C. Sm ith and R. L. R ob in son , Jr., J. Chem. Eng. Data,  15, 391 (1 9 7 0 ). 
e I. P.-C. Li, B. C .-Y . Lu, and E. C. Chen, ibid.,  18, 305 (1 9 7 3 ). f T. Katayam a, E. K. Sung, and E. N. L ig h tfoot, A IC h E  J.,  
11, 294 (1 9 6 5 ). 1 See ref 14. h D. V. S. Jain, V. K. G upta, and B. S. Lark, Can. J. Chem .,  8, 815  (1 9 7 0 ) . ' J. R. G oates , 
R . J. Sullivan, and J. B. Ott, J. Phys. Chem.,  63 , 589  (1 9 5 9 ). J J. D. G om ez-Iban ez and J. J. C. Shieh, ibid., 69 , 1660  
(1 9 6 5 ). k R. P. R astogi, J. Nath, and J. Misra, ibid., 71, 1277 (1 9 6 7 ). 1 J. N. Bri/msted and J. K. K o e fo e d , Dank.
Videnskab. Selskab. (Mat. Fys. M edd.) ,  22, 1 (1 9 4 6 ). m See ref 15b. n G. K ortüm  and V. M. V ogel, Z. E lek troch em . , 59 , 
16 (1 9 5 5 ). °  M. L. M cGlashan and A. G. W illiam son, Trans. Faraday S o c . , 57 , 588 (1 9 6 1 ). p D. V. S. Jain and B. S. Lark, 
J. Chem. T h e rm od yn . , 5, 455 (1 9 7 3 ). q J. S. R ow lin son , “ Liquids and L iqu id  M ixtures” , A cadem ic Press, N ew  Y ork , N .Y ., 
1959 , p 150. ' F o o tn o te  q,  p 159 . s See ref 8, p 142. f S. K. Suri and V. Ram akrishna, Can. J. Chem.,  4 7 , 3 0 4 9  (1 9 6 9 ).
“  RM S deviation (% ) = (1 0 0 / jV 1 ' 2) { x  [In (•V Skd/^expt)]’ } 1 '4  an algebraic sign indicates that all deviations were o f  the same 
sign. v This w ork. w D. V. S. Jain and O. P. Yadav, Indian J. Chem .,  12, 718 (1 9 7 4 ).

and

AGf3h = (1 - f3m ° (A G f3h)*Xio=L+ £°(AG?)Vo=1
-  r^(X,°rfh + x 2°r?)_1(AG^)] (7)

In eq 2, 6, and 7, and the following equations, the asterisk 
indicates an extrapolated value for the infinitely dilute 
solution (/3* = 0). We have considered evaluation of 
weighting factors (F, and F,t}l) from experimental data, as 
was done for predicting heats of solution in binary solvents. 
However, it is clear that weighting factors derived from 
free energy data are of less utility in predictive equations 
than are the simple approximations for weighting factors. 
In addition, calculated weighting factors for the excess free 
energy of mixing of binary systems are often found to be 
strongly dependent on temperature. This condition 
probably arises from the fact that the interaction pa­
rameters for the free-energy functions are usually small 
differences between much larger interaction parameters 
for enthalpy and entropy. Small changes in the interaction 
parameters and weighting factors for entropy and enthalpy 
can show up as large relative changes in the corresponding 
parameters for the free energy. Thus, to provide a proper 
“ count” of the relative numbers of interactions of the 
solute with the individual solvents, we feel that weighting

factors based on the excess enthalpy or entropy would be 
more appropriate than those based on the free energy of 
mixing. However, we do not feel that the relatively small 
amount of data presently available can provide a conclusive 
test of these ideas. Also, our main concern at the present 
time is to find the simplest equations which require the 
least amount of experimental data to adequately predict 
the binary solvent effect on the Gibbs free energy of a 
solute in simple systems. Since we have found approxi­
mations which perform adequately for the data available, 
the introduction of more complex approximations does not 
seem to be warranted.

The general equation (eq 6 and 7) for the excess partial 
molar properties of the solute in the binary solvent can be 
related to the solubility through the basic thermodynamic 
relationships

(A G f)  = RT In (a3solid/Z3Sat) (8)

(AG f)  = RT{ In (a3solid/$3sat) -  [1 -  (V30/V)]} (9)

in which a3solld is the activity of the solid solute. It is 
defined as the ratio of the fugacity o f the solid to the 
fugacity of the pure supercooled liquid.8 Application of 
eq 6 and 8 or eq 7 and 9 to the solubilities of the solute 
in the pure solvents gives values of (AG3ex)*Xlo=1 and
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■AAG3a)*x2o=u or (AG3^)*Xio=1 and (AG3fh)*X2o=1, if the 
appropriate weighting factors are known. We have con­
sidered three equations based on different types of 
weighting factors: (XX) based on eq 6 with all weighting 
factors equal, (XV). based on eq 6 with molar volumes as 
weighting factors, and (VV) based on eq 7 with molar 
volumes as weighting factors. A fourth permutation of 
these equations (VX) has little theoretical justification and 
was not considered. The three predictive equations are
RT  In (a3solid/X 3Sat) = (1 -  X 3sat)2[X 1° ( A G f  )**<>=,

+  I 20( A G f ) V r ( A G j ! ) ]  ‘ (X X )

RT  In (a3solid/X 3Sat) = (1 -  ^ “ “ ( ^ . " ( A G f  ) ^ » =I

+  <p2° (A  g s x ) V =1 -

+ X 2°V 20) - ‘ (A G f2x)] (X V )

R T H" /■') -  ( i  -  x ,°v °y 'x :°v i)(i 
-  <D3sat)]_= ( i  -  d>3satn 4 > i ° ( A G « ‘ ) v = .

+.<b2°(A G f3h) * ^ =1 -  V f iX fV f  
+ X 2°V 2° r 1(A G ^ )]  (V V )

With these equations, solubility data measured in pure 
solvents can be used to calculate the excess partial molar 
Gibbs free energy (or excess over the Flory -Huggins 
prediction) of the solute at infinite dilution in these pure 
solvents, then these values can be combined with the excess 
free energy of the binary solvent9 to predict the solubility 
in mixtures without the use of any adjustable parameters.

The predictive abilities of these equations are compared 
in Table III for 22 systems for which solubility data and 
the excess free energy of the solvent pair were available 
at or near the same temperature. Equation VV, based on 
molar volumes as weighting factors for the excess free 
energy over the Flory-Huggins entropy, is seen to be the 
most generally applicable with an overall average (rms) 
deviation of 1.5%, and a maximum error for a single date 
point of 4%. This maximum deviation occurs in a system 
(Snl4-benzene + cyclohexane) in which complex formation 
has been suggested.13 The primary advantage of eq VV 
over the other two predictive equations is in its applica­
bility to the hexadecane systems. If these systems are 
excluded, (XV) is slightly better overall than eq VV, but 
eq X X  is significantly poorer than the other two equations. 
This behavior is in agreement with the findings of 
Burchfield and Bertrand,4 who concluded that volume- 
based weighting factors gave better predictions for the 
partial molar excess enthalpy of the solute than did the 
simple mole fraction parameters. It should be noted that 
differentation of eq 6 and 7 with respect to temperature 
leads to identical forms of the equation for excess enthalpy.

The success of eq VV in predicting the binary solvent 
effect on solubilities as large as 0.35 volume fraction in

. Solubility in Systems of Nonspecific Interactions

solvents with molar volumes covering a threefold range and 
for solutes with molar volumes ranging from 60 to 150 
mL/mol indicates that this equation will form an adequate 
base for approximations of the “physical” interactions in 
a system containing “chemical” interactions such as those 
between a solute and a complexing solvent. Three 
treatments of solubility in complexing systems have been 
reported. Purkayastha and Walkley14 treated the solubility 
of iodine in binary solvents containing benzene in a 
“physical” manner, using a modified form of the solubility 
parameter approach. Sytilin15 has treated the solubility 
of iodine in all solvent mixtures, including those of purely 
“inert” solvents such as n-hexane + cyclohexane, in terms 
of solvational complexes. The true situation must lie 
intermediate between these two extremes. Nitta and 
Katayama9d used a combination of “physical” and 
“chemical” effects to correlate the solubility of iodine in 
mixtures of benzene + cyclohexane and benzene + carbon 
tetrachloride. However, their use of a solvent-independent 
equilibrium constant and a parameterized form of the 
excess free energy of the solvent pair necessitated the use 
of an additional parameter in the form of an equilibrium 
constant for the benzene-carbon tetrachloride complex. 
It is hoped that our method of using the measured excess 
free energy of the solvent pair will avoid the problem of 
dealing with complexes between the binary solvents, and 
will allow approximations for dealing with the possible 
solvent dependence of the equilibrium constant for solute 
complexes.
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Solvent Sorption Isotherms, Swelling Pressures, and Free Energies of Swelling of 
Polystyrenesulfonic Acid Type Cation Exchangers in Water and Methanol
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Swelling pressures (n-) in H+, Li+, Na+, and K+ forms of Dowex 50W resins of 2, 4, 8, and 12% DVB content 
in methanol and water have been determined from their solvent sorption isotherms, treating 1% DVB resins 
as reference “uncross-linked” exchangers. These swelling pressures have been discussed in terms of ionic solvation 
and ion pair formation in the resins. The linear relationships between ir and the measured equivalent volumes 
of the various ionic forms have been discussed in terms of properties of solvents particularly dielectric constant 
and ion-solvent interactions. The total électrostriction of the solvent at zero swelling pressure [A Ves(b)] and 
at maximum swelling [AVes] was found to be the same within experimental precision. The électrostriction per 
mole of solvent is much higher in MeOH than in water indicating stronger binding of methanol to cations in 
the resin phase. The integral free energies of swelling (AGsw) of these resins are negative. The -ÂGSW values 
follow the sequence H+ > Li+ > Na+ > K+ and 1% > 2% > 4% >' 8%. > 12% DVB. The contribution of the 
resin cross linking (swelling pressure) to the free energy of swelling of cross-linked resins has been computed 
with reference to 1% DVB resins. This contribution was found to be small and positive. It has been, "concluded 
that generation of swelling pressures is at the expense of secondary solvation of ions and osmotic effects.

Introduction
Swelling behavior of polystyrenesulfonic acid (PSS) type 

cation exchangers in aqueous medium is well understood.1,2 
A number of studies on the water sorption isotherms of 
such resins and swelling pressures in them are available.'1 7 
Such studies have shown that the swelling behavior of the 
ion-exchange resins is governed by two processes: (i) 
hydration of the counterions and the ionogenic groups and
(ii) osmotic effects. Swelling of the resinate stretches the 

" polymer network and the resulting swelling pressure, then 
opposes the processes promoting the swelling of the resins. 
The same considerations would be applicable in a general 
way to the swelling of ion exchangers in any solvent. The 
ion-solvent interactions (and indirectly ion-ion interac­
tions) would differ from solvent to solvent.8

Lately, there has been an increasing interest in ion- 
exchange equilibria in mixed (aqueous-nonaqueous) and 
nonaqueous solvents because of the enhanced selectivity 
exhibited by ion exchangers in these media.910 The various 
factors governing the selective behavior of ion exchangers 
in mixed and nonaqueous media have been identified.11 13 
Thermodynamically, the free energies of swelling of the 
resinates, AGsw, in different solvents make significant 
contributions to the exchanger selectivity. It has, generally, 
been observed that ion-exchange resins swell to a lesser 
extent in nonaqueous media.8,10,14 However, no systematic 
investigation of the swelling behavior of ion-exchange 
resins in nonaqueous media, which covers the solvent 
sorption isotherms and the swelling pressures, is available. 
The pressure-volume terms, which are insignificant from 
the point of view of ion-exchange selectivity, could be of 
significance in the individual free energies of swelling of 
the resinates. Besides, a comparative study of the swelling 
behavior of PSS type resins in nonaqueous and aqueous 
media would help in a better understanding of the ion- 
solvent and ion-ion interactions in the resin phase.

In the present communication, the results of studies on 
solvent sorption isotherms of various cross-linked (1% to 
12% DVB content) Dowex 50W resins in different ionic 
forms (H+, Li+, Na+, or K +) in methanol and water are 
being reported. Similar data on 4, 8, and 12% DVB resins

have been reported earlier.8 From these solvent sorption 
isotherms, swelling pressures in the resinates have now 
been estimated using 1% DVB resinates as reference, 
“ uncross-linked” resins. An attempt has $lso been made 
to assess the separate contributions of ionic solvation and 
pressure-volume terms to the overall free energies of 
swelling of the various resins. ■ :

Experimental Section
Methanol and water vapor sorption isotherms of the H+, 

Li+, Na+, and K + forms of 1-2% DVB Dowex 50W resins 
have been obtained isopiestically covering the solvent 
activity range of 0.085-1.000 (MeOH) and 0.065-1.000 
(water). For the lower methanolic activity range, LiC104 
solutions, and for the lower aqueous activity range, H2S 0 4 
solutions were used. Solvent activities in these solutions 
have been reported by Skabichevskii15 (MeOH) and by 
Stokes and Robinson16 (H20). Anhydrous LiC104 was 
prepared using lithium carbonate. All chemicals used were 
of AnalaR grade. The details of the isopiestic unit and 
other experimental details have been reported earlier.8 
Water and methanol sorption isotherms of 4, 8, and 12% 
DVB resins in the various ionic forms reported earlier have 
now been extended in the low solvent activity range from
0.175 to 0.085 (MeOH) and from 0.180 to 0.065 (H20).

The time required for the attainment of isopiestic 
equilibrium for 1 and 2% DVB resins was more than that 
for 4-12% cross linkings. At high solvent activities, a 
week’s time was needed for equilibrium while at low ac­
tivities, upto 10 days time was required.

The methanol and water vapor sorption isotherms of 1 % 
DVB Dowex 50W resins in H+, Li+, Na+, and K + forms 
are shown in Figure 1. The isotherms for 2% DVB resins 
in different ionic forms were similar in shape. A typical 
set of methanol sorption isotherms of the variously 
cross-linked H+ resinate is shown in Figure 2.

The equivalent volumes of the vacuum dried 4, 8, and 
12% DVB resins in the H +, Li+, Na+, and K+ forms were 
estimated from resin densities measured using specific 
gravity bottles and toluene as the suspension liquid. The 
equivalent volumes of these resins swollen in pure
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Figure 1. "Methanol and water vapor sorption isotherms of Dowex 
50WX1 resins at 298 K: (0 ,0 )  H+ form; (9 ,H ) Li+ form; (» ,« )  Na+ 
form; (•,■ -) K+ form.

methanol or water were also determined in a similar way 
using methanol or water in place of toluene, Surface dried 
resins were used'fot these determinations.

Results
A. Swelling Pressures *(x). The swelling pressure in a 

resin swollen at a solvent vapor activity as is given by

RT
V,

In Os

ôs
( 1)

where Vs is the partial1 molal volume of the solvent s 
(assumed to remain constant throughout the sorption 
process upto as = 1), as is the solvent activity inside the 
exchanger in equilibrium with outer vapor solvent activity 
as. Generally a very low cross-linked resin (0.5-2% DVB) 
is treated as an “ uncross-linked” reference exchanger.2 At 
as= 1, the solvent activity as (inside the cross-linked resin 
under investigation) is given by the external phase activity 
at which the reference resin has the same molality as the 
fully swollen cross-linked exchanger.

Swelling pressures have been determined from vapor 
sorption isotherms employing eq 1. In the present study, 
1% DVB resins in the various ionic forms have been 
treated as the reference uncross-linked resins (Figure 1). 
Swelling pressures computed for fully swollen resins (as 
= 1) in methanol and water for 2, 4, 8, and 12% DVB 
resins in the H+, Li+, Na+, and K+ forms using eq 1 have 
been summarized in Table I. A comparison of x values 
in aqueous medium from the present study with those 
reported by Myres and Boyd6 using 0.5% DVB reference 
resins shows a fair agreement except for 12% DVB resins 
(some differences are expected in resins from different 
hatches). This indicates that the choice of 1% DVB resins 
is satisfactory. However, for making a comparison of 
swelling pressures in two different solvents, same resins 
should preferably be used as has been done in the present 
study.

The data in Table I show that swelling pressures in 
MeOH medium are quite high for the H+ and Li+ forms
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1176 D. Nandan and A. R. Gupta

Figure 2. Methanol vapor sorption isotherms of the H+ form of Dowex 
50W resins of 1,2,  4, 8, and 12% cross linkings at 298 K: 1% (• );  
2%  (V); 4%  (O); 8% (®; 12% DVB (▲).

compared to their values for the Na+ and K+ forms. These 
differences are much more prominent for resins of higher 
cross-linking. A comparison of these rr values with the 
corresponding values for water swollen resinates shows that 
H + and Li+ forms show approximately as high values in 
MeOH as in water for all cross linking. On the other hand, 
Na+ and K + resins show considerably lower values in 
MeOH, in particular for the more highly cross-linked 
resins. The sequence for the swelling pressures in terms 
of ionic forms of resins in MeOH is thus trH+ > - ¡ /  > trNa+
>  * K +-

The equivalent volumes (Ve) of the various resins at 
maximum swelling in both solvents have also been given 
in Table I.

B. Swelling Free Energies. The swelling free energy, 
AGSW, of a dry ion exchanger, iR, swollen upto activity as 
is given by1,2

A G sw(iR ) = -R T f°s ns d In as + RTns In as
"s=0

or

A G sw(iR ) = -R T f°s=1 ns d In as (a ta s = l )  (2)
as=°

where ns represents the number of moles of s absorbed at 
solvent vapor activity as. Free energies of swelling of all 
resinates (H+-K +, 1-12% DVB) have been computed from 
sorption isotherms using eq 2 (for a discussion of the 
extension of the ns vs. In as curves to as = 0, see ref 13) and 
summarized in Table II. The extension of the reported 
sorption isotherms of 4, 8, and 12% DVB resins to lower 
activities as well as as = 1 has not resulted in any sig­
nificant changes in AGSW values for these resins reported 
earlier.13 It should be emphasized here that AGSW values 
as reported in Table II represent the free energy change 
in the resin system when it goes from a certain reference 
state (dry ionic form) to its standard state (swollen resin

TABLE II: Free Energies of Swelling, AGSW (kJ/mol) of
Dry H+, Li+, Na+, and K+ Form Dowex 50W Resinates of 
1, 2, 4, 8 , and 12% Cross Linkings in 
MeOH and Water at 298 K

-A G sw(MeOH) -A G sw(water)
> linking HR L iR N aR K R H R L iR N aR K R

1 16.9 11 .3 6.7 5.6 29 .4 22 .9 18.0 14.2
2 15.4 9.8 5.9 4.9 27 .4 20.1 16.2 13.4
4 14.9 9.0 4.9 4.3 26 .8 19 .3 15.1 12.6
8 13.5 8.2 4 .8 4.1 25 .7 18 .2 14.1 12 .0

12 12 .0 6.2 3.9 3.5 24 .3 17 .3 13.4 11.1

in equilibrium with the pure solvent).

Discussion
Swelling Pressures. The earlier data13 have indicated 

ion-pair formation in Na+ and K + forms of resins in 
methanol and appreciable solvation of the ions in H+ and 
Li+ forms of resins in the same solvent. In the aqueous 
medium, all the ionic forms show almost full solvation of 
the ions and no ion-pair formation.17 This possibility of 
ion-pair formation in some ionic forms o f the resins in 
nonaqueous media has far reaching consequences for the 
swelling pressures in these resins. For all ionic forms in 
aqueous medium and the H+ and Li+ forms in methanol, 
where ionic solvation is very prominent, swelling pressures 
are high and markedly influenced by resin cross linking 
(Table I). The effect of the resin cross linking is obviously 
due to the greater resistance of higher cross-linked resins 
to osmotic swelling. On the other hand, ion-pair formation 
in the Na+ and K + forms of resins in methanol results in 
very small swelling pressures and small variations in them 
with resin cross linking (Table I). It has been shown from 

6 the swelling pressure studies in aqueous medium that a 
low swelling pressure in a resin indicates greater preference 
of the resin for the ion.1 The extremely low swelling 
pressures in the K+ form of the present resins in methanol 
are in conformity with the high selectivity of these resins 
for K + in methanol.13 The increase in the swelling 
pressures in higher cross-linked resins should decrease the 
selectivity. The observed increase in selectivity of higher 
cross-linked resin is due to a relatively much greater in­
crease in the swelling pressure of the H+ form, which is 
used as a reference resin for selectivity studies, with in­
creasing cross linking.

Equivalent Volumes of the Resins and Electrostriction 
of the Solvent. Boyd and Soldano3 have observed a linear 
relationship between swelling pressures (ir) and equivalent 
volumes (Ve) of the resin Dowex 50X8 in various ionic 
forms, i.e.

Ve = an + b (3)

They observed an increase in the constant a, which reflects 
the elastic properties of the exchanger with the resin cross 
linking. If the constant a is truly a property o f the resin 
structure and reflects the elasticity of the network, it 
should be independent of the solvent. The constant b has 
been interpreted by Boyd and Soldano3 as the volume 
occupied by the polymer network when the end-to-end 
chain distance is the same as in the monomer. Poly- 
styrenesulfonic acid and its salts have highly extended 
structures in aqueous medium.18 The end-to-end chain 
distance in a polymer chain depends upon the interactions 
between adjacent ionogenic groups and the ionogenic group 
and the counterion. These interactions would depend 
upon the nature of the solvent. In a solvent of lower 
dielectric constant, “site binding” of the counterions would 
increase and this in turn would reduce the repulsion 
between adjacent ionogenic groups, leading to a decreased
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TABLE III: Electrostriction Values at JT = 0 [" Ves(b) J and for Fully Swollen Dowex 50\\' Resins [" iT J of 4 and 8%
DVB in H+, Li+, Na+ and K+ Forms in Methanolic" and Aqueous Systems Q es

4% DVB 870 DVB

Ve(dry Aqueous MeOH Ve(dry Aqueous MeOH
Ionic resin resin
form = Vr)

" V es "Ves(b) " V es " Ves(b) = Vr) " V es "Ves(h)
" V es llVes(b)

H+ 137 7 10 21 25 1-l-l 11 15 35 32
(0.31 ) (2.22) (2.6.:1) (14.7) (0.89) (3.41 ) (6.36) (:'8.82)

Li+ 140 11 9 12 8 145 17 12 4 5
(0.51) (2.09) (1.55 ) (6.67) (1.50) (2.89) (1.01 ) (5.00)

Na+ 148 13 8 11 8 152 15 12 15 12
(0.67) (2.11 ) (5.58) (8.00) (1.50) (3.16 ) (8.38) (: 2.00)

K+ 152 14 9 11 8 156 11 7 19 12
(0.82) (~.50) (6.75) (8.89) (1.26) (2.12) (11.80) (13.33)

a Values in parentheses give electrostrictioll based on per mole of solvent absorbed.

(4)

(5)

where n's is the nurT-ber of moles of solvent absorbed by
the cross-linked resin when its sorption isotherm separates
out from the reference, uncross-linked resin, Vs the molar
volume of the solvent, and Vr the equivalent volume of the
dry resin. The total electrostriction of the solvent when
the resins are fully swollen (.1V05) can be calcdated using
the relation

where ns is the number of moles of solvent in resin when
swolleI!. to the maximum. The computed values of I::. V05(b)
and uV05 along with other details for Dowex E,OWX4 and
Dowex 50WX8 resins in water and methanol are given in
Table III. A comparison of .1V05 and .1 Ves(b) shows that
they do not differ from one another by more than ±3 mL,
except in the case (If the K+ form of Dowex 50WX8 in
methanol. As these computations involve Ve, V" n'g, n"
and Vb, the values for ~Ve, and .1 Ves(b) cannot be better
than ±3 mL. On the whole, one can conclude from the
data in Table III that there is no further electrostriction
of the solvent in the resin after it reaches a volume Vb' A
similar behavior had been observed by the earjer workers
also.:1.19 22 They had noted that the partial m.)lal volume
of water in the resin becomes the same as the molar
volume, after a certain stage of swelling has been reached.
That stage in the swelling of the resins has now been shown
to be the stage when the swelling pressures in the resin
starts increasing from zero, From data given in ref 3,
electrostriction of the solvent in the fully and partially
swollen Dowex 50X8 (H+ form) in water haE been com­
puted and was found to be the same at all stages of swelling
beyond 7f = o. This result when combined with the ob­
served linearity between 7T and V. (partially sw::>llen resins)
suggests the constan-::y of the electrostriction of the solvent

isotherms for the uncross-linked and cross-linked resins
are identical, i.e., at the solvent activity where the
cross-linking effects appear in the sorption ise,therms. It
seems logical to identify Vb with the zero swelling pressure
point in the sorption isotherms. (This is also implied in
the linear relationsiip between iT and the equivalent
volumes of partially swollen resinates, observed by Boyd
and Soldano.)3 Thf volum_e of the solvent imbibed by
different resins in volume Vb can then be cooputed. In
this region of low solvent activity, the most important
process taking place is the solvation of the ions. It is during
this process that the solvent is subjected to the maximum
amount of electrostriction. This electrostriction of the
solvent in the resin swollen to volume Vb is [.1'\'O5(b)] given
by

j
I

/1
WATERMETHANOL

!

extension of the resin network. This implifs that constant
b should depend upon the solvent. Ve for the variously
cross-linked resins in different ionic forms (Table I) have
been plotted against 1f for methanol as well as aqueous
systems (Figure 3). Though the points for methanolic
systems look scattered, still a linear relationship between
Ve and 7f can be seen. The empirical relati,)n, eq 3, is thus
applicable to nonaqueous systems. The linear plots
(different ionic forms but same cross linking) for different
cross linkings in both the solvents conver~e to a common
point at zero swelling pressure. Again due to greater
scatter of data in the methanolic systems, t.he convergence
is not as good as in aqueous systems. Still a value of 180
± 5 mL for constant b can be derived fron: these plots for
methanolic systems and 208 mL for aq'Jeous systems.
Boyd and Soldan03 have also observed a comparable value
of 192 mL for b for Dowex 50X8 resin in acueous medium.
The lower value of b in methanol is due to the lower di­
electric constant of methanol which influences the end­
to-end chain distance in the unstrained form, as discussed
above. The constant a is nearly the same for aqueous and
methanolic systems for any specific cr03S linking. Its
values (L atm-1 mol-I) for different cross linkings are as
follows: 4% DVB, 0.14 ± 0.02; 8% DVB, 0.9 ± 0.1; and
12% DVB, 2.1 ± 0.1. These data then confirm the fol­
lowing: (i) constant a is independent of the solvent but
depends upon the cross linking and (ii) oonstant b is in­
dependent of cross linking but depends upon the solvent.

From the above analysis, it is clear tha: resins swell to
a volume b (Vb) before swelling pressures start developing
in the network, i.e., upto that point swelling pressures are
zero. From the solvent sorption isotherms of the resins,
the swelling pressures are zero upto the point where the
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Figure 3. Variation of swelling pressure (iT) with equivalent exchanger
volume (V.) for Dowex SOW resins of 4, 8, and 12 % DVB in MeOH
and H20: (O,e) 4% DVB; (fl.,A) 8% DVB; (0,_, 12% DVB.
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TABLE IV: A Comparison of AGsp (kJ/mol) for Various Ionic Forms and Cross Linkings of Dowex 50W  Resins
for Methanolic and Aqueous Systems Computed on the Basis of Eq 6  and 7

Ionic
form System

2% DVB 4% DVB 8 % DVB 12% DVB
Eq 6 Eq 7 Eq 6 Eq 7 Eq 6 Eq 7 Eq 6 *.* Eq-7 . * # \

H* MeOH 0.54 0.46 0.71 0.76 1.08 1.32 1.31 ' ' 1.32
Li+ MeOH 0.48 0.38 0.71 0.72 1 . 0 0 0.92 1 . 2 0 1 . 2 0

Na+ MeOH 0.06 0 . 0 2 0.06 0 . 0 2 0.06 0.03 0.08 0.04
K+ MeOH 0.03 0 . 0 1 0.03 0 . 0 1 0.03 0 . 0 1 0.03 0 . 0 1

H+ H20 1.08 1 . 1 2 1.14 1 . 1 2 1.25 1.33 1.31 1 . 2 1

Li+ h 2o 1 . 0 2 1 . 1 2 1.08 1 . 1 2 1.36 1.51 1.59 1.58
Na+ h 2o 0.63 0.70 0.80 0.75 0.97 0.78 1.14 1 . 0 1

K+ h 2o 0.46 0.60 0.57 0.62 0.74 0.71 0.97 0.82

down to zero swelling pressure. In an earlier discussion 
of solvent sorption isotherms,8 it has been suggested that 
the primary solvation of the ions is essentially complete 
in the solvent activity region where the solvent sorption 
isotherms of variously cross-linked resins are identical. 
The électrostriction data in Table III give further support 
to this interpretation.

The électrostriction of the solvent generally increases 
with the electrolyte concentration.23 This effect can be 
readily seen if the AVes data in Table III are converted to 
AVes per mole of solvent. The latter quantity generally 
increases with resin cross linking, and for the same cross 
linking it increases as the overall swelling of the resin 
decreases. The magnitude of the ion-solvent interactions 
is reflected in AVeS(b) per mole of solvent. For methanolic 
systems this is ~11 mL compared to ~2.5 mL in aqueous 
systems. The stronger binding of methanol to cations is 
clearly indicated. This is consistent with the free energies 
of transfer of the single cations from methanol to water.24

Free Energies of Swelling of the Resins. Swelling free 
energies, AGaw, would have the largest contribution from 
the free energies of solvation of the ions and thus would 
reflect the state of the ionic solvation in the resin phase. 
The data in Table II show that AGSW in the aqueous 
medium range from ~29  (H+ form, 1% DVB) to ~11 
kJ/m ol (K+ form, 12% DVB), thus showing appreciable 
solvation of the ions in the resin phase. In comparison 
AGSW for the Na+ and K+ forms of resins in methanol are 
~ 5  kJ/mol, indicating much lesser solvation of these ions 
in this medium.

The free energies of swelling increase as the cross linking 
increases. The contribution of the cross linking, i.e., of 
swelling pressure, to these free energies can be estimated 
by comparing the free energy of swelling of a cross-linked 
resinate (AGsw) with the free energy of swelling of an 
uncross-linked reference resinate (AGSW) swollen to the 
same extent as the cross-linked one, i.e., having the same 
molality in the resin phase.

Using eq 2 for AGsv, and AGSW, we obtain

A Gsw -  AGSW = - R T fa*=1ns d In as
as=0

+ R T faj _  ns d In as -  RTns In as = A Gsp (6)
a s- 0

These differences between AGSW and AGSW, designated by 
AGsp (sp represents the swelling pressure), have been 
computed by graphical integration of ns vs. In as plots 
between the appropriate limits. The computed values of 
AGsp for the various résinâtes in methanol and water have 
been tabulated in Table IV. These are positive quantities, 
emphasizing that the decrease in the free energy during 
the swelling of a cross-linked exchanger is less than in an 
uncross-linked one, swollen to the same extent. This then 
is the energy used in the extension of the resin network 
during the swelling process. Another approach to estimate 
AGsp, which uses swelling pressure data and directly gives

the contribution of swelling pressures to swelling free 
energies, is as follows.

Substituting for In as in eq 2 from eq 1, we obtain

a5= l  . r f l ' V »r "■“Lr#AGSW = -R T  J~5 nQ d| + In a]  + nsR r [ " V ,
RT

+ In a
■ ] -

RT  / “s_ ns d In as + nsRT  In as
a t5 = 0

-  v,f n ( a s = l )  

J7( a s= 0)
ns drr + Vsnsir

Transferring the first two terms on right-hand side, which 
are equal to AGSW, to left-hand side, we obtain

AGSW -  AGsw = AGsp

= ~ dir +  Vsnsn (7)

The values of AGsp from eq 7, computed by graphically 
integrating x  vs. ns plots between the appropriate limits, 
are also given in Table IV. The good agreement between 
these two sets of AGsp values supports the above inter­
pretation of swelling free energies of ion exchangers.

As the primary solvation o f the ions in the resin is 
essentially complete before the swelling pressures develop, 
the processes contributing to free energy changes in the 
solvent activity region where swelling pressures are positive 
are secondary solvation of the ions and the osmotic 
swelling. It is at the expense of these processes which 
involve comparatively small free energy changes that resin 
network is stretched. The small values of AGsp ( — 1 kJ/  
mol) are consistent with this analysis.

The overall picture of the swelling of resins then emerges 
as follows. The solvation of the ions in the resin phase 
takes place at low solvent activities. This entails con­
siderable électrostriction of the solvents. The swelling 
pressure remains zero while this is taking place though the 
volume of the resin increases. This volume increase, 
without swelling pressure, is due to the end-to-end chain 
distance in the polymer network approaching that of the 
unstrained monomer. The end-to-end polymer chain 
distance in turn depends upon the nature of the solvent 
and its interactions with the ions and ionogenic groups. 
As the polymer network in variously cross-linked resins 
or different ionic forms is identical, the unstrained fully 
stretched volume of different resins is also the same. In 
this region of solvent activity, the free energies of swelling 
are independent of resin cross-linking. In the region of 
higher solvent activity, resin network is stretched, swelling 
pressures develop, and the free energies of swelling are 
more positive. This loss of free energy, which is the energy 
spent in stretching the network, is at the expense of 
secondary solvation and osmotic swelling. There is no 
électrostriction of the solvent in this region.
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Bis(ethylenediamine)copper(II) complexes were ion exchanged from aqueous solution into zeolites X  and Y. 
In Y-type zeolites only the bis complex was observed, but in X-type zeolites mono(ethylenediamine)copper(II) 
and aquo complexes were also detected in varying amounts, depending on the preparation. Exchange from 
solutions with an en:Cu ratio of one gives zeolites which contain bis, mono, and aquo complexes. Their relative 
amounts depend on the preparation conditions, the exchange level, and the type of zeolite. Tris(ethylene- 
diamine)copper(II) complexes were prepared by adsorption of ethylenediamine from the gas phase on dehydrated 
zeolites with small Cu(II) loadings. The three complexes have apparent axial symmetry. The analysis of the 
EPR and electronic spectra of the bis complex on the surface shows a small but significant increase of the covalent 
character of the out-of-plane ir orbitals with respect to the complexes in aqueous solution. The replacement 
of axially coordinated water molecules in solution by surface oxygens in zeolites is thought to be responsible 
for that effect.

1. Introduction
The preparation, structure, and catalytic properties of 

copper(II) zeolites have been the subject of numerous 
investigations involving various experimental techniques.13 
Earlier studies dealt with the simple copper(II) ion.4-6 
More recently, attention has been given to complexes 
which may be synthesized within the zeolite framework.712 
These complexes are normally prepared by adsorbing the 
ligand from the gas phase into dehydrated copper(II) 
zeolites. Ammonia, monodentate amines, or pyridine have 
been the most widely studied ligands.

Cremers and co-workers13,14 have demonstrated that the 
ion-exchange properties may be drastically altered by 
complexing an ion before exchange. In an effort to un­
derstand this phenomenon we have attempted to char­
acterize, by means of spectroscopic techniques, the cop- 
per-ethylenediamine complexes after they have been

 ̂On leave of absence from Centrum voor Oppervlaktescheikunde 
en Colloidale Scheikunde, De Croyiaan 42, B-3030 Heverlee, Belgium.

exchanged into zeolites and certain clay minerals. In this 
paper data are presented on the mono(ethylenedi- 
amine)copper(II) (Cu(en)2+), the bis (ethylenediamine)- 
copper(II) (Cu(en)2z+), and the tris(ethylenediamine)- 
copper(II) (Cu(en)32+) complexes in the synthetic faujasites 
X  and Y.

The ethylenediamine (en) molecule is one of the simplest 
bidentate ligands which is known to form stable complexes 
with a number of transition metal ions. In aqueous so­
lution the logarithm of the stepwise stability constants for 
en with copper(II) are 10.73 for the first and 9.31 for the 
second ligand.15 Since the log K3 value is relatively small 
(log K3 ^  1), the tris complex can only be formed in 
concentrated ethylenediamine solutions.

All three of these complexes have been studied exten­
sively by EPR and optical spectroscopy as well as by x-ray 
diffraction, both in solution and in crystalline forms.16-22 
The mono, bis, and tris complexes have distinctly different 
EPR and optical spectra. The EPR and electronic spectra 
reflect variations in the anion that is associated with each
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o f the three complexes. Therefore, data taken on solutions 
and salts provide good references for the present study of 
the same complexes in zeolites.

2. Experimental Section
Preparation of Cu(en)22+ and Cu(en)2+ in Zeolites X  

and Y. The commercially available zeolites X  and Y in 
their Na+ forms were obtained from Union Carbide’s Linde 
Division and exchanged at room temperature with a 1 N 
NaCl solution, washed, dried, and stored in a desiccator 
over a saturated NtLCl solution. Aqueous solutions of 
Cu(en)22+ and Cu(en) , 0.05 N in Cu2+, were prepared by 
dissolving the appropriate quantities of CuCl2-2H20  or 
Cu(N0 3)2-3H20  into a 0.05 M en solution. In the case of 
the bis complex a small excess of en (5 X 10 4 M) was 
added. The resulting pH values were 10.20 and 6.00 for 
the bis and mono complexes, respectively. Five grams of 
zeolite were exchanged with 1 L of these solutions at room 
temperature for 48 h. With the bis complex the exchange 
was performed at pH 8.5 and 7.0 or without pH control. 
Control of the pH was achieved by adding HC1 or H N 03, 
according to the anion of the cupric salt, to the exchange 
mixture. When the exchange was performed without pH 
control, the final pH was 8.75. With the mono complex 
the exchange was carried out at pH 6.8 or without pH 
control. In the former case, the addition of the zeolite to 
the complex solution increased the pH to 6.75. It tended 
to decrease by 0.2 units during the first part of the ex­
change reaction (ca. 5 h for Y or 24 h for X), but this was 
compensated by adding NaOH. In the latter case the final 
pH values were 6.10 and 6.30 for Y and X  zeolites, re­
spectively. In another series of preparations quantities of 
solution necessary to obtain ca. 10% exchange were diluted 
to 1 L and the exchange was performed as described above. 
For the bis complexes this had no effect on the evolution 
of the pH, but for the mono complexes, the addition of the 
zeolite to the exchange solution increased the pH to 7.70 
both for X  and Y. It was adjusted with HC1 or H N 03, 
according to the anion of the cupric salt, to pH 6.8 for the 
pH controlled exchange and kept at that value during 
exchange. When the exchange was performed without pH 
control, the final pH values were 7.85 for X  and 9.25 for 
Y type zeolites.

The samples were analyzed for their Na+ and Cu2+ 
contents by atomic absorption spectrometry and for their 
en content by the Kjeldahl method. The analytical data 
are shown in Table I together with the pH of exchange. 
When the pH is not indicated, it was not controlled during 
exchange. In the symbols used Cu(en)2 or Cu(en) is fol­
lowed by X  or Y to indicate the type of zeolite. The 
numbers after these symbols increase with increasing 
copper loading. The samples indicated by a prime in Table 
I were exchanged as described above, but after exchange 
the suspensions were allowed to settle down in the re­
flectance cell without washing and drying.

Optical spectra at room temperature were obtained for 
the Cu(en)22+ and Cu(en)2+ loaded zeolites in their hy­
drated forms and after stepwise evacuation under vacuum 
(10“5 Torr) up to 723 K. At each temperature the evac­
uation time was 48 h. Evacuations at 473 K and higher 
were followed by a static 0 2 treatment at room temper­
ature or at the evacuation temperature with a maximum 
o f 573 K.

For the EPR experiments samples with 0.5 to 1 Cu- 
(en)22+ per unit cell were prepared. At higher complex 
exchange levels the unresolved line due to spin-spin ex­
change dominated the spectrum.23 Usually 1 g of NaX or 
NaY and 40 cm3 of a solution containing the desired 
quantity of Cu(en)22+ were used. The anion was N 0 3~ and

TABLE I: Exchangeable Cation Conteftt per Unit Cell
and en:Cu Ratios of Cu(en)22+, Cu(en)rL and Cu2 + 
Exchanged Zeolites X and Y

pH o f
S ym bol Na+ C u 2 + en :C u exchange

C u (en )2 Y -l 45.7 2.6 2.8
C u (en )2Y - l ' 2.8
C u (en )2 Y -2 17.2 13 .3 2.4 8.5
C u (en )2Y -3 14.2 11.1 2.5 7

C u (en )2X - l 74 .4 3.2 2 .26
C u (e n ),X -l ' 4 .3
C u (en )2X -2 42.5 10.7 2.9 8 .5 .
C u (en )2X -3 34.0 13 .4 2.2 7 - -
C u (en )2X -4 46.4 14 .0 2.2

C u (e n )Y -l 45 .6 3.2 1.1 & .io-
C u (e n )Y -l ' 48.1 2.9 0 .89
C u (en )Y -2 35.2 12.1 0 .62 6 .8 ' .
C u (en )Y -3 14.2 21 .2 1.0
C u (e n )X -l 61 .8 4.7 1.0 6 .75
C u (e n )X -l ' 69.8 4.3 0 .75
C u (en )X -2 26.1 34.2 0 .5 0 6 .8
C u (en )X -3 23.5 30.1 0 .57 * .
CuY-1 53.7 0.6
Cu Y -2 54.8 1.3
C uY-3 52 .2 2.6
C uY-4 21.1 17 .5

CuX-1 < 1
C uX-2 77 .5 4.7
C uX-3 65 .4 8.5
C uX-4 21.9 3 6 .3

the exchange solution also contained 0.01 N N aN 03. The 
ion-exchange reaction was carried out at room temperature 
for 4 days under continuous stirring at a pH of 8.0. It was 
found that at these low exchange levels the total amount 
of complex in the solution was exchanged into the solid.13,14 
Therefore, the samples were not washed but immediately 
centrifuged, the supernatant decanted, and the zeolite 
dried in air at 293 K. A solution with a Cu:en ratio equal 
to 1 was prepared and exchanged under identical condi­
tions as the bis complex but without pH control.

Preparation of Cu{en)2+ in Zeolites X  and Y. Cop- 
per(II) zeolites with different loadings were obtained by 
conventional ion exchange. Their exchangeable cation 
content is shown in Table I.

For the optical measurements these samples were 
dehydrated in vacuo up to 723 K and in a static atmos­
phere of 0 2 at 723 K with renewal of the 0 2. The re­
flectance spectra of the dehydrated samples were taken 
at room temperature in 0 2. Oxygen was pumped off and 
en was allowed to adsorb in a stepwise manner. Each dose 
was equivalent to ca. 0.5 en/Cu2+. After each step the 
sample was allowed to equilibrate for 2 days at room 
temperature or at 353 K prior to recording the spectrum. 
This procedure was continued up to 3 en/Cu2+. Finally, 
after the samples were allowed to equilibrate in en vapor 
the spectra were taken again. For comparison purposes 
a tris complex was prepared by dissolving Cu(II) in pure 
en and its spectrum was recorded.

For the EPR experiments only CuY-1 and CuX-1 were 
used. They were degassed in vacuo with hourly increases 
of 100 K up to 673 K. Oxygen was adsorbed at that 
temperature and the sample cooled down. After evacu­
ation of 0 2 the sample was equilibrated in en vapor at 373 
K for 3 h. The spectra were compared with those obtained 
after adsorption of en vapor on hydrated zeolites loaded 
with Cu(en)22+. These en-saturated samples were also 
submitted to a desorption process of hourly increases of 
50 K until 473 K. The EPR spectra were recorded after 
each step. A tris-complex solution obtained by dissolving
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TABLE II: Band frequencies and Half-Bandwidths (hbw) of Experimental Spectra and Their Decomposition into 
Contributions from Cu(en)22+, Cu(en)2*, and Cu(H,0)62 +

Cu(II)-Ethylenediamine Complexes on Zeolites

1 0% %

Experimental

Sample

Wave-
number,

cm' 1
hbw,
cm“ 1

Drying 
temp, K

Cu(en) 2 Y-l 18300 4900 333
Cu(en) 2 Y-l' 18200 5700 wet + RT
Cu(en)2Y-2 18300 4800 333
C.u(en)2Y-3 18400 5100 333
Ctf(en)2X-l 18000 6800 RT
dWen)2X-l' 18300 5200 wet + RT
Cü¿en)2X-2 17600 6000 333
Gu(en)2X-3 16400 7500 333
Cil(en)2X-4 

• CU(en)Y-l
17300 7200 RT
13800 7200 333

•'•Cu(en)Y-r 14900 7700 RT
wet

Cu(en)Y-2 15700 7300 333
Cu(en)Y-3 15200 7300 RT
Ca(en)X-'l 13200 6900 333
Cu(en)X-l' 14800 7000 RT

wet
Cu(en)X-2 15300 7000 333
Cu(en)X-3 13900 7100 RT

0.02 M Cu(N0 3)2 in 8 M en was also investigated by EPR 
after-addition of a 100-fold excess N aN 03.

Procedures. All optical spectra were taken on a Cary 
17 instrument in the region 1800-360 nm with a type II 
reflectance unit. The reflectance cell for the optical 
measurements was similar to that described by Klier.24 
The standard was MgO placed in a matching vacuum cell. 
The spectra were digitalized and plotted as F (/L ) against 
the wavenumber (cnT1). F (/?J  is the Kubelka-Munk 
function.25 These optical spectra were compared with 
those o f Cu(en)22+ and Cu(en)2+ solutions.

All EPR measurements were carried out with the 
samples at 77 K. Spectra were recorded for the air-dried 
samples after a short evacuation to remove the 0 2. In 
addition all samples were evacuated overnight at room 
temperature and heated under vacuum in stepwise hourly 
increases o f 50 K to a maximum of 473 K. The EPR 
spectra were taken after each step. The measurements 
were carried out using a Varian E-6s spectrometer with a 
rectangular TE102 X-band cavity. The g values were 
determined relative to a DPPH standard. The spectra 
were simulated assuming axial symmetry and using a 
computer program SIM 13 written by Lozo3, Hoffman, and 
Franz of Northwestern University. The parallel param­
eters could be measured directly from the experimental 
spectra and the perpendicular parameters were adjusted 
until a sufficient fit was obtained. The estimated error 
is ±0.005 for the g values, ±0.0002 cm"1 for Ay and ±0.0004 
cm"1 for A ±. The experimental EPR spectra were com­
pared with those of the Cu(en)22+ and Cu(en)2+ solutions 
used to prepare the zeolites, after addition of a 100-fold 
excess N aN 03 with respect to Cu2+.

3. Results
Cu(en)22+ Exchanged Zeolites. Cu(en)22+ loaded zeolites 

have a characteristic violet color. Typical spectra are 
shown in Figure 1. All the Y-type zeolites show one band 
at 18 300 cm"1 (Figure 1 A) with a half-bandwidth of 5000 
±  200 cm"1, in excellent agreement with the aqueous so­
lution spectrum for which the band maximum is at 18 200 
cm"1. The spectrum of a wet sample (Cu(en)2Y-l/) had the 
same band position but somewhat larger bandwidth. The 
band at 7000 cm“1 contains the overtones of the hydroxyl

Deconvoluted spectra
Cu(en)22 + Cu(en) 2 + Cu(H20 ) 62 +

Wave- 
number 
± 1 0 0 , 
cm" 1

Rel
int,
%

Wave-
number
±500,
cm-1

Rel
int,
%

Wave- 
number 
±500, 
cm" 1

Rel
int,
%

18300 1 0 0
18200 1 0 0
18300 1 0 0
18400 1 0 0
18300 75 15300 1 0 12500 15
18300 94 15300 6 12500 0
18300 60 15300 35 12500 5
18300 51 15300 29 12500 2 0
18300 61 15300 33 12500 6
18300 4 15300 38 12500 58
18300 2 1 15300 52 12500 27
18300 31 15500 47 12500 27
18300 25 15300 51 12500 24
18300 30 15300 45 12500 25
18300 8 15300 14 12500 78
18300 16 15300 78 12500 4
18300 27 15300 58 12500 16
18300 1 2 15300 35 12500 53
18300 7 15300 43 12500 45

D

f 5-
■0.046 /  /

f  /  ’
0.032 /  /  B

•0.016

WAVENUMBER 1/CM

Figure 1. The reflectance spectra of the Cu(en)22+ loaded zeolites X 
and Y: A, Cu(en)2Y-3; B, Cu(en)2X-1; C, Cu(en)2X-3; D, Cu(en)2X-4.

stretching vibrations of adsorbed water and lattice hy­
droxyl groups. Its low frequency tail is the adsorption of 
the N -H  stretching mode of ethylenediamine. Table II 
summarizes the band frequencies and half-bandwidths.

The spectra of the Cu(en)2X  zeolites show also one band 
(Figure 1). However, the band position and the half­
bandwidth depend on the loading and the preparation 
conditions of the samples. The spectrum of a suspension 
after exchange (Cu(en)2X -l ')  was identical with those of 
the Y-type zeolites with a band maximum at 18200 cm"1 
and a half-bandwidth of 5200 cm 1 and did not change 
after air drying at room temperature. A similar sample 
(Cu(en)2X -l), air-dried at room temperature before storage, 
gave a broader band with a maximum around 18000 cm"1 
(Figure IB). At higher exchange levels the band maxima 
shift to lower frequencies and the half-bandwidths increase 
with respect to those of the Cu(en)22+ solutions. The 
pertinent data are summarized in Table II and in Figures 
1C and ID. These low frequency shifts and half-band- 
width increases are indicative of the presence of more than
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TABLE III: g  Values and Cu2+ Hyperfine Splitting Constants for Cu(II)-(Ethylènediamine) Complexes in Zeolites X and Y 
and in Frozen Solution

Sample g  II

A,|Cu X 103 

cm-1 8 l

A ^  X 103 
cm''

Cu(en)2Y 2.194 19.4 2.035 2 . 8

Cu(en)2X 2.176 2 0 . 2 2.034 3.8
Cu(en)2-solution 2.190 2 0 . 1 2.041 2.9

Cu(en)X(l) hydrated 2.268 17.5 2.053 1.3
(2 ) dehydrated 2.239 18.1 2.047 2 . 2

Cu(en)-solution - 2.264 17.9 2.053 1 . 1

Cu(en)3Y 2.206 17.7 2.043 1.7
Cu(en)3X 2.209 17.3 2.046 2.4
Cu(en)3-solution 2 . 2 1 2 18.3 2.047 1 . 6

WAVENUMBER 1/CM
Figure 2. Deconvolution of the reflectance spectrum of Cu(en)2X-2 
into its three components at 18 200, 15 300, and 12 500 cm"’ .

1 type of complex and are accompanied by color changes 
from violet to blue.

The nearly Gaussian shape of the bands of Cu(en)22+ and 
Cu(en)2+ in solution and of the Cu(en)22+ band in Y-type 
zeolites (Figure 1A) prompted us to decompose the spectra 
o f the X-type zeolites with a Dupont type 310 curve re­
solver. An example is given in Figure 2. It shows that 
three Gaussian shaped bands are necessary to reproduce 
the experimental spectrum. These are centered around 
18300, 15300, and 12 500 cm"1 and correspond, respec­
tively, to the bands of Cu(en)22+, Cu(en)2+, and Cu(H20 )62+ 
in solution.26 The relative intensities of the three com­
ponents (Table II) depend on the preparation conditions 
of the samples. The results of Table II show that the band 
shift to lower frequencies, relative to the 18 200-cm 1 band, 
and the band broadening can be observed in the presence 
o f increasing amounts of Cu(en)2+ and Cu(H20 )62+ on the 
solid.

The EPR spectra are shown in Figure 3. The spectra 
of Cu(en)22+-exchanged zeolite Y (curve B) give evidence 
for only one type of complex in agreement with the optical 
spectroscopic data. The spectrum of the air-dried X  
sample originally showed the presence of two different 
Cu(II) complexes (not shown in Figure 3): 25% of the total 
Cu(II) was in the mono complex and the remainder was 
in the bis complex. Upon heating the sample for 1 h at 
323 K under vacuum all the Cu(II) was coordinated in the 
bis complex. The latter spectrum and that of Cu(en)2Y 
compare favorably with that of a frozen Cu(en)22+ solution, 
shown in Figure 3A. The 25% mono complex spectrum 
in X  agreed with that of the frozen Cu(en)2+ solution 
(Figure 7A). For each sample the simulated spectrum is 
represented by the dashed lines in Figure 3 and the values 
used in the simulation are given in Table III. For all of

Figure 3. EPR spectra of the Cu(en)22+ complexes In solution (curve 
A), in zeolite Y (curve B), and zeolite X (curve C). The simulated spectra 
are represented by dashed lines.

the copper-ethylenediamine complexes studied here Cu(II) 
hyperfine splitting was resolved in the perpendicular 
region, but no N-hyperfine splitting was observed. In an 
attempt to resolve the N-hyperfine splitting a sample of 
the Y zeolite was prepared using the 63Cu isotope, deu- 
terated en, and D20. No improvement in the resolution 
was obtained.

The thermal stability of the bis complexes depends on 
the type of zeolite and the loading. A room temperature 
treatment in vacuo did not affect the band position of the 
reflectance spectra of the bis complexes in Y-type zeolites 
but caused an overall intensity increase (Figure 4B). 
Heating in vacuo in the range 373-423 K caused a band 
shift toward 17600-17000 cm“1 and the band became 
assymmetric at its low frequency side. The highest 
temperature and frequency correspond to the low loadings; 
the lowest frequency and temperature to the high loadings. 
Heating the sample under vacuum at 473 K yielded a 
yellow solid with no spectrum in the visible, but with a 
strong absorption starting at 20 000 cm“1 and extending 
out of our experimental frequency range (Figure 4C). 
Oxygen treatment at room temperature after the degassing
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WAVENUMBER l/CW
Figure 4. The reflectance spectra of Cu(en)2V-1' before (curve A) and 
after different treatments: B, in vacuo at room temperature; C, in vacuo 
at 473 K; D, after addition of 0 2 at room temperature; E, after addition 
of 0 2 at 453 K.

at 473 K gave blue samples with complex spectra (Figure 
4D). After heating in 0 2 to 453-473 K the samples turned 
green and showed a broad band in the region 12000-14000 
cm“1 (Figure 4E). When the samples were heated in 0 2 
above 473 K, typical spectra of dehydrated Cu(II)'sieves 
were obtained with complete removal of the intense 
20000-cm“1 absorption.27,28 If 0 2 was added after a de­
gassing below 473 K, the samples turned dark brown and 
could not be converted to the typical green form of the 
dehydrated sieves. The EPR spectra of the Cu(en)22+- 
exchanged Y type zeolite remained unchanged even after 
heating at 473 K in vacuo, except for an intensity decrease. 
Addition of 0 2 restored the original intensity. When this 
sample was heated at 473 K in Q2, a new EPR spectrum 
appeared. The observed g  values were g|| = 1.99 and g ±  
= 2.25.

The complexes in the X-type zeolites, exchanged from 
bis(ethylenediamine)cop’per(II) solutions, were much less 
stable. Drying at room temperature in air gave a band shift 
to lower frequency and a band broadening. A vacuum 
treatment intensified these effects and after degassing at 
383 K in vacuo the band maxima were centered around 
15 500 cm“1.

The EPR data also indicated that the complexes on 
X-type zeolites were less stable than on Y zeolites. De­
gassing the X  type at 373 K resulted in an EPR spectrum 
with several new peaks, and addition of 0 2 after degassing 
at 473 K did not restore the original spectrum.

Cu(en)2+ Complexes. The mono(ethylenediamine)- 
copper(II) complexes on zeolites are blue. The reflectance 
spectra of the hydrated species show one broad band. An 
example is shown in Figure 5A. The band maxima and 
half-bandwidths depend on the preparation. Drying at 333 
K before storage of the samples lowers the frequency of 
the band maximum at small loadings with respect to room 
temperature drying. The opposite behavior is observed 
at large loadings. The spectra of the wet samples Cu- 
(en)Y -l' and Cu(en)X-l' have a somewhat larger band­
width than those after air-drying but the same position 
of the band maximum.

All the spectra can be deconvoluted as described for the 
Cu(en)22+ zeolites. The pertinent data are summarized in 
Table II. For comparison purposes the band maximum 
o f Cu(en)2+ in an aqueous solution occurs at 15700 cm“1. 
The relative amounts of each species in X- and Y-type

WAVENUMBER 1/CM

Figure 5. The reflectance spectra of Cu(en)X-1' before (curve A) and 
after different treatments: B, In vacuo at room temperatu'e; C, in vacuo 
at 373 K; D, in vacuo at 471 K; E, after addition of 0 2 at 573 K.

Figure 6. Reflectance spectra of Cu(en)Y-3: A, before thermal 
treatment; B, after vacuum desorption at room temperature; C, after 
desorption at 371 K in vacuo; D, after desorption at 423 K in vacuo; 
E, after desorption at 473 K in vacuo.

zeolites depend on the exchange conditions, the drying 
temperature, and the loading. Upon degassing, the X  and 
Y zeolites with small loadings behaved similarly (Figure
5). Degassing in vacuo up to 373 K did net affect the 
spectra except for an intensity increase (Figure 5A-C). At 
473 K in vacuo the solid became yellow with an intense 
absorption starting at 15 000 cm“1 and extending out of the 
experimental frequency range (Figure 5D). Addition of 
0 2 above 473 K was necessary to convert the spectra to 
those of the dehydrated Cu(II) zeolites (Figure 5E). The 
thermal behavior of the samples with high Cu(II) loading 
was different (Figure 6). Degassing at room Temperature 
did not affect the spectra except for a small intensity 
increase (Figure 6B). At 373 K in vacuo the band max­
imum shifted to 16500 cm“1 for Y-type zeolites (Figure 6C), 
but to lower frequencies for the X  type (13000 cm“1). After 
a vacuum treatment at 423 K Cu(en)Y-3 had its band 
maximum at 17 000 cm“1 (Figure 6D). Under identical 
conditions Cu(en)X-3 gave a spectrum similar to that of 
Figure 5D. Treatments at higher temperatures in vacuo 
or in 0 2 gave spectral changes as described previously for 
the Cu(en)2 zeolites and Cu(en) zeolites at low loadings.

The EPR spectra of the Cu(en)2+ exchanged zeolites are 
shown in Figure 7. Curve A represents the spectrum of 
the frozen solution of Cu(en)2+, whereas curve B shows the
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A) and in zeolite X (curve B hydrated, curve C dehydrated). The 
simulated spectra are represented by dashed lines.

EPR spectrum of the Cu(en)2+-exchanged zeolite X. The 
resemblance between the EPR parameters for both spectra 
is evident, although curve A indicates that a small amount 
of uncomplexed Cu2- ions was present in solution. The 
g values and hyperfine splitting constants are given in 
Table III.

Keeping the X  sample in vacuo for 15 h at room tem­
perature resulted in a significant change of the EPR 
spectrum (Figure 7C). Stepwise heating of the complex 
in vacuo did not alter this new spectrum, except for a 
partial reduction of the intensity after a 473 K treatment. 
Addition of 400 Torr of oxygen first for 1 h at room 
temperature and then for 1 h at 473 K did not restore the 
intensity of the signal.

At exchange levels less than one complex per unit cell 
we were unsuccessful in preparing Cu(en)2+ in the Y 
zeolite. A preparation identical with the one for the X  
zeolite gave an EPR signal which was identical with that 
of the Cu(en)22+-exchanged Y-type zeolite. When the 
exchange was carried out at a pH of 5.8, only the spectrum 
o f the aqueous Cu(II) was observed.

Adsorption of Ethyienediamine. Room temperature 
adsorption of controlled amounts of en on samples with 
copper(II) loadings above 16 per unit cell gave bands at 
16800 cm-1 (CuX-4) and 17300 cm 1 (CuY-4), assymmetric 
at their low frequency side, from the very beginning of the 
adsorption. The intensity increase of these bands was not 
linear with the amount of en adsorbed but leveled off at 
higher loading. Heating in excess en at 353 K decreased 
the band intensity (Figure 8). Adsorption of controlled 
amounts of en at room temperature or at 353 K on zeolites 
with small Cu(II) loadings (CuY-2, CuY-3) gave a band 
around 16200 c m 1, It increased at the expense of the 
10800-cm“1 band of the dehydrated Cu(II) sieve with 
increasing amounts of en adsorbed (Figure 9). However, 
a low frequency shoulder could not be eliminated. The 
same observation was made on CuX-3 and CuX-2, but the

WRVENUM8ER 1/CM
Figure 8. Reflectance spectra of CuY-4 after adsorption of ethyi­
enediamine (en) at Foom temperature: A, 0.5 en/Cu(II); B, 2 en/Cu(II); 
C, saturation with en at 353 K.

Figure 9. The reflectance spectra of CuY-3 after adsorption of different 
amounts of ethyienediamine: A, 0.5 en/Cu2+; B, 2.6 en/Cu2+; C, 8.1 
en/Cu2+; D, saturation with en at 353 K.

band maximum was at 16800 cnT1. If after saturation with 
en at 353 K the samples were exposed to air, the intensity 
of the bands increased tremendously (up to 4 times the 
original intensity) and shifted from the region 16 200- 
lb  800 to 17 500 cm b The band maximum for Cu(en)32+ 
in solution occurs at 16 700 cm“1.

The EPR spectra of CuY-1 and CuX-1 after adsorption 
of en at 373 K are shown in Figure 10B,C. The EPR 
spectrum of a frozen Cu(en)32+ solution is shown as curve 
A. It is in excellent agreement with those of curves B and
C. The same EPR spectrum was also obtained when the 
violet Cu(en)22+-exchanged X  and Y zeolites were brought 
in contact with en vapor. The corresponding EPR pa­
rameters are shown in Table III. The color of the samples 
after adsorption of en was blue. The EPR spectra also 
indicates that these complexes are stable in vacuo up to 
473 K in the Y zeolite and 423 K in the X  zeolite.

4. Discussion
Cu(en)22+. The EPR and electronic spectra of Cu(en)22+ 

loaded Y-type zeolites and of Cu(en)22+ in solution are 
reminiscent of a complex with D4/l symmetry and a 2B lg 
ground state.29 Bis complexes are also present in wet 
X-type zeolites, but after drying and at high exchange 
levels the spectra reflect the presence of increasing am­
ounts Cu(en)2+ and aqueous Cu2+ ions (Table II). This 
difference in complex loading between X- and Y-type
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TABLE IV : Effective Sjdn-Orbit Coupling Constant, MO Coefficients, and Energies of the B;g *- 2Blg Transitions for
Cu(en),1* and Cu(en)32*

Aĵ , cm 1 
(±45)

2B2g*- :B,g, cm'' 
(±2 0 0 0 )

Oi 2
±0 . 0 1

0 2
±0.05 (3.2

Cu(en)22 + solution 354 15088 0.81 0.63 0.61-0.73
X 290 13359 0.79 0.54 0.52-0.69
Y 299 12486 0.79 0.56 0.54-0.76
Y (dehydrated) 286 12009 0.79 0.54 0.52-0.63

Cu(en) 32 + solution 392 14239 0.78 0.67 0.67-0.78
X 367 14207 0.75 0.71 0.69-0.80
Y 330 12947 0.75 0.64 0.62-0.76

Figure 10. EPR spec:ra of the Cu(en)32+ complexes in solution (curve 
A), in zeolite v  (curve B), and zeolite X (curve C). The simulated spectra 
are represented by dashed lines.

zeolites for exchange from Cu(en)22+ solutions in identical 
conditions suggests the active intervention of the surface. 
This, and the pH of the exchange solution determine the 
final product obtained. The analytical data of Table I 
show that every sample contains some cation deficiency 
in terms of the number of Na+ and Cu2+ ions. This is 
compensated partially by the presence of en in protonated 
form (en:Cu > 2) and partially by proton exchange. The 
latter is evident by the fact that during the first hours of 
the exchange reaction the pH tended to increase and this 
effect was compensated by addition of acid. Nevertheless, 
the similar wavenumbers for the band maxima suggest that 
the change in crystal field stabilization energy is small upon 
exchanging the complex from an aqueous solution into a 
zeolite. Likewise, the excess stability of the complex in 
the zeolite is small or even negative with respect to the 
solution, as determined from the thermodynamics of the 
ion-exchange reaction.13,14 This is in contrast to the sit­
uation in montmorillonite, discussed in part 2, where the 
crystal field stabilization energy and the excess stability 
are approximately 4 kcal mol"1.

The small differences between g values and hyperfine 
splitting constants for Cu(en)22+ in solution, in X- or in 
Y-type zeolites, may reflect the interaction of the complex 
with the surface. The effect is analogous to the influence

of the anion on the g  values, hyperfine splitting constants, 
and electronic band maxima o f Cu(en)22+ in a variety of 
crystals.16'18 It is therefore interesting to combine our EPR 
and electronic parameters into the molecular orbital 
scheme for copper complexes as described by Kivelson and 
Neiman.30

In D4h symmetry three transitions, 2Eg ■*— 2Blg, 2B2g 
2Blg, and 2Alg •*— 2Blg, are possible, o f which the energies 
of the transitions 2Eg •*- 2Blg and 2B2g ■*- 2Blg figure in the 
expressions of the g  values and hyperfine splitting con­
stants. In pure Dih symmetry all of the transitions are 
parity forbidden. However, temporary or static excursions, 
which lower the symmetry of the complex to C4t, leave the 
2A 4 — 2B4 and 2B2 — 2B, transitions forbidden, while the 
2E 2Bj transition becomes electric-dipole allowed. Thus, 
it is likely that the observed band around 18 200 cm"1 is 
the 2E <- 2Bj transition, developed by admixture of odd 
parity orbitals into the d functions, allowed under C4„ 
symmetry.31 Polarized spectra on single crystals have 
confirmed that the transition to the orbitally doubly 
degenerate level is the most intense.16,18 If we apply this 
evidence to our systems it is possible to calculate the 
effective spin-orbit coupling constant \1 from g ±: g ± -
2.0023 = -2\±/E(2Eg *- 2BjA- (One may wish to omit the 
subscript g in the 2Eg and u3lg symbols for the C4v case.) 
With the assumption Xx = Aj| = X the transition 2B2g •*- 
2B lg is calculated from g\\ -  2.0023 = -8X /E (2B2g ■*- 2B lg). 
These values are summarized in Table IV together with 
the coefficients of the d orbitals in the MO’s of Cu(en)22+.30

Although the absolute values of these coefficients may 
be questioned, especially the values of the out-of-plane t 
bonding coefficient (S2 and the in-plane ir bond coefficients 
di2, some physically significant trends emanate from Table
IV. Indeed, X is shown to be systematically smaller for 
Cu(en)22+ in the zeolite than in solution. This is translated 
into a decrease of d2 for the complex in the supercages with 
respect to the aqueous solution, while a2 is nearly constant. 
The uncertainty on di2 is too large to visualize any trend. 
We conclude that the change of environment of Cu(en)22+ 
from aqueous solution to the supercages of the zeolites 
induces a small but significant change in the nature of the 
bonds perpendicular to the plane of the complex, i.e., 
directed toward the surface. This may be accounted for 
by the replacement of axially coordinated water molecules 
by surface oxygens, or at least, a decrease of the interaction 
between water and the complex in the supercages with 
respect to aqueous solution. The thermal stability of the 
complexes also is strongly influenced by the zeolitic en­
vironment.

The data of Table II show the influence of the exchange 
pH and the drying on the complex composition in X-type 
zeolites. Both these factors influence the surface acidity. 
The presence of aqueous Cu2+ ions and Cu(en)2+ is ascribed 
to a partial decomposition of Cu(en)22+ on the surface of 
X-type zeolites under the influence of the surface acidity. 
Upon dehydration under vacuum the band maximum in 
X-type zeolites shifts toward 15 000 cm"1, which is near the
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band frequency of the mono complex, although the 
broadness of the band and the complex EPR spectrum 
indicate the presence of several species.

On Y-type zeolites the bis complex does not decompose 
below 423 K, but its thermal stability depends on the 
loading. The EPR spectrum of the bis complex is observed 
with reduced intensity even after outgassing in vacuo at 
473 K, while in the same conditions no electronic spectrum 
is visible on samples with higher loadings. The latter is 
also true for all X-type zeolites. Clearly, copper(II) has 
been reduced, probably to copper(I). Reduction of cop- 
per(II) to copper®  by vacuum dehydration above 650 K 
has been reported for Y-type zeolites.28 The fact that this 
reaction occurs at much lower temperatures with com- 
plexed copper(II) ions is analogous to the enhanced re- 
ducibility o f copper(II) to copper®  with CO in the 
presence o f NH3.32

If 0 2 is adsorbed after degassing below 473 K a complex 
system of reactions occurs, the zeolite turns yellow-brown, 
and Cu(II) cannot be regenerated. Addition of 0 2 at 473 
K after degassing at the same temperature gives a green 
zeolite with copper® ) in tetrahedral-like symmetry (gx 
>  g||). This is not very clear from the electronic spectra 
because the spectra obtained in such conditions overlap 
with those of the dehydrated Cu(II) zeolites. A tetra­
hedral-like environment has been observed also after 
partial degassing of an ammonia saturated Cu(II) zeolite.8,33 
The best representation is that of a Cu(II) ion linked to 
the three oxygens of site II and a residue of an en molecule:

CHCu(II)-(en)ox

<>

If 0 2 is added above 473 K, en is burned off completely 
and the dehydrated Cu(II) sieve is generated.

Cu{en)2+. A solution with en:Cu equal to one contains 
71% mono, 14% bis and 14% aquo complexes in the pH 
range 5.8-6.75. These three species were also found on the 
Y-type zeolites by deconvolution of the electronic spectra. 
With the exception of Cu(en)Y-l, dried at 333 K, the band 
intensity ratios on the zeolite are slightly more in favor of 
the aquo and bis complexes than in solution. Only the bis 
complex was found by EPR. It may well be that at the 
small loadings of the EPR samples only the bis complex 
is exchanged.

On X-type zeolites the composition of the samples 
depends on the exchange and drying conditions (Table II), 
as was the case for the Cu(en)22+-exchanged samples. At 
low loadings the mono complex is strongly predominant 
after air-drying as indicated by the EPR data and the 
deconvoluted spectra (Cu(en)X-l'). At high loadings the 
aquo complexes are favored according to the en:Cu ratios 
of 0.50 and the deconvoluted spectra.

The symmetry of the mono complex is lower than Dih. 
The complexity of the experimental electronic spectra 
prevented accurate determinations of band maxima 
positions. For these reasons we did not extend our cal­
culations to the mono complex on zeolites, although this 
has been attempted in the past on the basis of an effective 
Dih symmetry.9

The thermal stabilities of these complexes on the zeolites 
depends on the loading. At small loading (Figure 5) the 
band maximum remains around 15000 cnT1 up to 373 K 
in vacuo, indicating predominance of the mono complex. 
In the highly exchanged X  samples the low frequency band 
shift after degassing at 373 K is due to the formation of 
lattice-bonded or aqueous Cu2+ ions. Indeed, as the initial 
en:Cu ratio is only 0.5, not enough en is present to convert

aqueous Cu2+ and Cu(en)22+ to the mono complex. On 
Cu(en)Y-3 with an en:Cu ratio of 1.0 the shift to higher 
frequencies upon drying indicates that the bjs complexes 
are more stable than mono and aquo complexes, or that, 
upon removal of H20 , ligand redistribution occurs to give 
bis complexes and lattice-bound Cu(II).

Ethylenediamine Adsorption on Dehydrated CuiJI)- 
Exchanged Zeolites. From the optical spectra it can be 
seen that the type of complex formed depends on the Cu2+ 
exchange level of the zeolite. Thus CuY-4 with 17.5 Cu2+ 
ions per unit cell gives rise to a complex which adsorbs 
around 17 300 cm"1, independent o f the en loading and the 
temperature of adsorption. This frequency is close to those 
observed in Cu(en)2Y sieves after vacuum dehydration at 
373 K. No trace of mono complex or tris complex was 
found. At very high exchange levels (CuX-4) the maximum 
band intensity is around 16 800 cm"1, but it extends below 
10000 cm“1, indicating that uncomplexed Cu2+ and mono 
complexes are also present. Clearly, the number of Cu2+ 
ions in this sample is too high and the supercage space too 
small to convert all the Cu2+ into the bis complex. We 
conclude that not more than two bis complexes can be 
formed in one supercage.

At low exchange levels all the Cu2+ ions are located in 
the small cavities of the dehydrated structure (hexagonal 
prisms and cubooctahedra).34 The reflectance spectrum 
observed for CuY-3 indicates a gradual decrease o f un­
complexed Cu2+ ion concentration and a gradual increase 
of a band at 16200 cm“1 with increasing en loadings. Since 
the latter band remains at the same position even in excess 
en, and its frequency is close to that of Cu(en)32+,20“22 we 
believe that the tris complex is formed. Additional evi­
dence is found in the similarity between the EPR spectra 
of en-saturated CuY-1 and the frozen Cu(en)32+ solution. 
The direct formation of the tris complex without the 
formation of intermediates such as tbe mono and bis 
complexes indicates that the migration of Cu2+ ions from 
the small cavities toward the supercages is the rate-limiting 
step in the complexation or that the tris complex is more 
stable than a bis or mono complexes in the dehydrated 
zeolite. The intensity decrease (after adsorption at 353
K) indicates a partial reduction of Cu2+. This is evidenced 
too by the tremendous intensity gain after admission of 
air. The accompanying band shift to 17 500 cm 1 indicates 
the formation of the bis complex.

The effective spin-orbit coupling constants, MO coef­
ficients, and 2B2g 2Blg energies were calculated for the 
tris complex assuming an effective D4h symmetry. The 
results are displayed in Table IV. Qualitatively, the same 
trends were observed as for Cu(en)22+ but the differences 
between the various coefficients fall within experimental 
error.
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Bis(ethylenediamine)copper(II) complexes were exchanged from aqueous solution on Camp Berteau mont­
morillonite. The complex had effective axial symmetry and its d-d transitions were around 20000 c m 1. The 
analysis of the EPR and electronic spectra revealed an increased covalent character of the out-of-plane ir orbital 
with respect to its covalent character in aqueous solution. The crystal field stabilization energy is 3.9-5.5 kcal 
larger for the bis complex on the clay with respect to the solution. Below 0.70 mequiv g 1 the complex is stable 
up to 493 K in vacuo and located between the clay sheets. At higher loadings the complex fills up external 
surface sites too, where it is much less stable. The exchange of a Na+ clay with an aqueous solution of an en:Cu 
ratio equal to 1 gives a clay with a mixture of bis, mono, and aquo complexes. Their relative concentration 
depends on the water content of the clay. Tris(ethylenediamine)copper(II) can be prepared by adsorption of 
gaseous ethylenediamine on a Cu2+-exchanged clay. MO coefficients and crystal field stabilization energies 
of the tris complex on the clay are not significantly different from those of the tris complex in aqueous solution.

Introduction
The formation of coordination complexes between Cu(II) 

and alkylamines in the interlamellar space of montmo­
rillonite has been the subject of a number of publications 
in recent years. In particular, we refer to the elaborate 
series of papers by Bodenheimer, Heller, Kirson, and 
Yariv1“4 who investigated the adsorption of several ligands 
(mainly amines) in Wyoming bentonite, previously sat­
urated with metal ions capable of forming complexes. 
Laura and Cloos5 studied the Cu-ethylenediamine system 
in more detail, and from x-ray measurements and IR 
spectroscopic data they concluded that a square-planar 
chelate complex of composition Cu(en)22+ was formed 
when an excess amount of ethylenediamine was adsorbed

 ̂On leave of absence from Centrum voor Oppervlaktescheikunde 
en Colloidale Scheikunde, De Croylaan 42, B-3030 Heverlee, Belgium.

from aqueous solution onto the homoionic Cu montmo­
rillonite from Camp Berteau.

Several studies have indicated that the stability of 
complexes on clay surfaces may be different from the ones 
in solution.6“8 Peigneur9 proposed a new method to 
measure quantitatively the overall stability increase of 
adsorbed complexes. They found for Cu(en)22+ that the 
stability constants in Camp Berteau montmorillonite were 
log Kx = 11.6 and log K2 = 11.5, as compared to 10.7 and
9.3, respectively, in solution; Le., the overall stability of the 
complex in the clay exceeds the corresponding value in 
solution by 3 orders of magnitude. In zeolites, no such 
stabilization was observed.9 Nevertheless EPR and 
electronic spectroscopy revealed a slight increase o f the 
covalent character of the out-of-plane ir bonding with 
respect to the bonding characteristics of the bis complex 
in aqueous solution.10
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TABLE I: Exchangeable Cation and Ethylenediamine Contents of the days and the Wavenumber .at the Absorption 
Maximum of the Complexes

Samples
Na+,

mequiv g" 1

Cu2+,
mequiv g“ 1

' en,
mequiv g-1 en:Cu2+

Wavenumber,
cm" 1

Cu(en)2CBl 0.59 0.48 1 . 1 2 2.33 2 0 2 0 0
Cu(en)2CB2 0.34 0.72 19950
Cu(en)2CB3 0.03 1.27 2.58 2.03 19600
Cu(en)CBl 0.36 0.69 0.78 1.13 19000
Cu(en)CB2 0.05 1.24 1.26 1 . 0 2 19000
CuCBl 0 . 8 6
CuCB2 0.05 1.32

To obtain more insight into the stabilization phenomena 
we extended our EPR and electronic spectroscopy mea­
surements to mono(ethylenediamine)copper(II), bis- 
(ethylenediamine)copper(II), and tris(ethylenediamine)- 
copper(II) on clays. These spectroscopic techniques were 
supplemented by magnetic susceptibility, x-ray diffraction, 
and quantitative desorption measurements.

Experimental Section
Samples. The Camp Berteau montmorillonite (from 

Morocco) which was used in this study had a cation ex­
change capacity of about 1.05 mequiv g“1. The unit cell 
formula according to Eeckman and Laudelout11 was 
(Si44+)IV(Al1.463+Mgo.322:Fe0.223+)VI0 1o(OH)2. Following the 
method described by Cremers and Thomas,12 the fraction 
< 0.5 jum was separated, brought into the homoionic Na+ 
form, and stored after freeze-drying. For each preparation 
2 g of clay was immersed in 150 mL of distilled water and 
washed salt free. The. clay was then placed in dialysis 
tubings and equilibrated for 24 h at room temperatures 
with the Cu(en)22+ or Cu(en)2+ solutions. The Cu(en)2 
solution contained an amount of en equal to 2 times the 
Cu(N03)2 molarity plus a very small excess. The Cu(en)2+ 
solution was an equimolar solution of Cu(N 03)2 and en. 
The Cu contents of these solutions varied in order to obtain 
clays with different exchange levels. The samples were 
washed 3 times and freeze-dried. The Na+ and Cu2+ 
contents of the clays were analyzed by atomic absorption 
spectrometry and the en content by the Kjelldahl method. 
The analytical data are shown in Table I together with the 
sample symbols. In addition, Cu2+ montmorillonites with 
different Cu2+ loadings were prepared by exchange of 2 
g o f freeze-dried, salt-free Na+ clay with appropriate 
quantities of Cu(N03)2 solutions, in an analogous manner 
as described above for the complex exchanges. The 
analytical data are also displayed in Table I.

Tris complexes were prepared by adsorption of en on 
these Cu2+ montmorillonites after room temperature 
evacuation (Cu CB1) or after evacuation at 413 K (Cu 
CB2), both for 2 days. En vapor was allowed to adsorb 
at room temperature in a stepwise manner up to 3 en/ 
Cu2+. Each dose contained an amount equivalent to 0.25 
en/Cu2+. The equilibration time at each step was 2 days. 
Finally, the samples were allowed to equilibrate in excess 
en vapor for 2 days. After each step optical spectra were 
recorded as described in the following section.

The Cu(en)22+ and Cu(en)2+ loaded montmorillonites 
used in the EPR study were prepared separately but in 
a completely analogous manner except for the fact that 
after exchange of the complex ion the samples were neither 
washed nor freeze-dried. Preliminary experiments showed 
that the powder EPR spectra of the Cu(en)22+ complex in 
the montmorillonite were rather poorly resolved, due in 
part to a spin-spin interaction between the Cu2+ ions and 
the relatively large amount of Fe3+ present in the mont­
morillonite lattice. A sample completely exchanged with 
Cu(en)22+ ion had a spectrum consisting of only one very 
broad asymmetric signal. Lowering the Cu exchange level

reduced the broadening effect. Hence, all of the reported 
EPR spectra of the Camp Berteau were recorded with 
samples containing about 4 mequiv o f Cu2+/100 g. EPR 
spectra were also recorded for the mono, bis, and tris 
complexes on a hectorite mineral (from Hector, Calif.), 
which belongs, like montmorillonite, to the smectite group, 
but contains only small amounts of Fe3+ in its lattice 
structure:13 (Si44t>IV(Mg2.712+Lio.34+Al0.013+)VI O10(OH)2. 
The preparations o f the hectorite samples were in every 
aspect identical with those described for the montmo­
rillonite samples, but exchange levels o f 15 mequiv o f 
Cu2+/ 100 g were used.

Procedures and Techniques. The reflectance cell was 
similar to that described by Klier.14 The standard was 
placed in a matching vacuum cell. Diffuse reflectance 
spectra were taken at room temperature in the region 
360-1800 nm with a Cary 17 instrument equipped with a 
type II reflectance unit. The standard was MgO or the 
Na+ clay. The spectra were digitalized and processed in 
a computer to obtain plots of the Kubelka-Munk function 
against wavenumbers. Spectra were recorded o f the 
samples as such and after evacuation at different tem­
peratures up to 423 K. At each temperature the evacuation 
time was 48 h.

The EPR spectra of the air-dried powder samples were 
recorded with the sample at 77 K. For the mono and bis 
complexes spectra also were recorded for frozen suspen­
sions of the clays. In addition, use was made o f the fact 
that clay minerals form highly ordered layers. These 
samples were prepared by evaporating an aqueous sus­
pension of the clay mineral on a flat polyethylene strip. 
The evaporation was carried out in air at 298 K and several 
layers were added to obtain a film of sufficient thickness. 
The strip was then placed inside an EPR tube. By rotating 
the tube, and thereby the strip, in the EPR cavity the 
silicate layers could be oriented with respect to the 
magnetic field.15 The EPR measurements were carried out 
using a Varian E-6S spectrometer with a rectangular TE102 
X-band cavity. The g  values were determined relative to 
a DPPH standard. The EPR spectra were simulated 
assuming axial symmetry and using the computer program 
SIM 13 written by G. Lozos, B. Hoffman, and C. Franz of 
Northwestern University. The estimated error is ±0.005 
for the g  values, ±0.0002 cm“1 for Aii, and ±0.0004 cm-1 for 
A ± .

The magnetic susceptibility of the Camp Berteau 
montmorillonite loaded with the bis complex was measured 
with the Faraday method on a Bruker B-MB7 instrument 
at 293 K in air and a magnetic field of 13.6 kG. The 
reference material was Ni(en)3S20 3 with a susceptibility 
per gram xg = 11.03 X 10 6 cgs units. The susceptibilities 
o f our samples were calculated from

, , , A p s a m p le ) p re fe re n ce )
Xg(sample) = ------ -— -------------- X — :------------------- -

A p re fe re n ce ) p sa m p le )
X X g (r e fe r e n c e )

where Aw is the weight change of reference or sample and
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Figure 1. The reflectance spectra of the'i)u(en)22+ samples in the 
hydrated state: a, Cu(en)2CB1; b, Cu(en)2CB2; c, Cu(en)2CB3.

w the weight of sample or reference. About 100 mg of 
powdered clay was compressed with a glass rod in a 
polyethylene sample holder (3 mm diameter, 6 mm length), 
fitted with a cover of the same material, and hung at the 
sample arm of the balance. After equilibration with the 
air of a thermostatted room (293 K) the weight of the 
sample was measured in the absence and presence of the 
magnetic field. The diamagnetism of the sample holder 
was measured independently on an empty sample holder. 
The experimental susceptibilities of the samples were 
corrected for the diamagnetism of the sample holder and 
the diamagnetism of the adsorbed water. The latter was 
calculated from the water content o f the clay and the 
tabulated susceptibility of water.16 Thus, no correction 
was made for eventual differences between the suscep­
tibility of the liquid water and adsorbed water.

The samples were also investigated by x-ray diffraction 
with a Debye-Scherrer camera (4> = 114.6 mm) using the 
Straumanis method.17 X-ray diffraction spectra were 
obtained for the clays in their initial state and after 
stepwise evacuation up to 533 K. The evacuation time at 
each temperature was 2 days. While under vacuum the 
clays were brought into a Lindemann capillary (0 = 0.5 
mm) and the capillary was sealed off for x-ray investi­
gation. The radiation was Cu Ka (X = 1.5418 A). The 
accuracy on the dm spacing was ±0.1 A.

The quantitative desorption of Camp Berteau mont- 
morillonites loaded with bis and mono complexes was 
studied in Mac Bain balances. About 100 mg of clay was 
placed in a sample holder, made of aluminum foil, and 
connected to the quartz spring. The samples were heated 
under dynamic vacuum (better than 10 5 Torr) in a 
stepwise manner up to 623 K. After each step the sample 
was allowed to equilibrate until constant weight. The 
sensitivity of the springs was 0.5 mg mm-1 and the esti­
mated error in the total weight loss was smaller than 5%.

Results
Cu(en)22+ Montmorillonites. Figure 1 represents the 

reflectance spectra of Camp Berteau montmorillonite (CB) 
loaded with Cu(en)22+ to different extents. The spectra 
showed a Gaussian-shaped band near 20 000 cm 1 with a 
half-bandwidth of 6000 ±  200 cm-1. With decreasing 
loadings the band position moved slightly to higher 
wavenumbers, from 19600 to 20200 crcf1 (Table I). The 
band at 7000 cm-1 is an overtone of H20  and lattice hy­
droxyls vibrations. Its low frequency shoulder is an ov­
ertone of the NH2 stretching mode of en.

c u E Tme<i

Figure 2. The magnetic susceptibility x m in cgs units as a function of 
the loading in mequiv of Cu2+/gram of clay.

Figure 3. EPR spectra of Cu(en)22+ complex: A, in montmorillonite; 
B, in hectorite; B', simulated spectrum; C, in oriented film with silicate 
layers parallel to the magnetic field; D, in oriented film with silicate layers 
perpendicular to the magnetic field.

The magnetic susceptibilities, expressed in cgs units per 
gram of dry clay, were linearly dependent on the loading 
(Figure 2). The straight line in Figure 2 obeyed the 
equation

X = 0 .1 9 7 1 [C u 2+] +  2 .2724  X 1 0 “3

with a regression coefficient k -  0.9943. Here [Cu2+] is 
the number of mequiv of Cu2+ per gram of clay, and 2.2724 
X 10 3 is the susceptibility due to the clay lattice. The 
effective magnetic moment of Cu2+ in the bis complex, 
calculated from the slope of the straight line, was 1.6 juB.

Curve A of Figure 3 shows the EPR spectrum obtained 
for the Cu(en)22+ complex in CB, and curve B shows the 
Cu(en)22+ complex in hectorite. Apart from the greater 
line broadening in CB the two spectra are quite similar. 
For each mineral the spectra of the frozen suspension and 
the random powder were identical. Hyperfir.e splitting due 
to Cu is resolved in the parallel region but not in the
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TABLE II: g Values and Cu2T Hyperfine Splitting 
Constants (in cmf1 ) for Cu2*-Ethylenediamine Complexes 
in Hectorite and in Frozen Solution“

ë  II 8l

Cu(en) 2 hectorite 2.181 0.0204 2.030 0.0019
Cu(en)j solution 2.190 0 . 0 2 0 1 2.041 0.0028
Cu(en) hectorite 2.261 0.0182 2.053 0.0013
Cu(en) solution 2.264 0.0179 2.053 0 . 0 0 1 1

Cu(en) 3 hectorite 2.204 0.0183 2.048 0.0007
Cu(en) 3 solution“ 2 . 2 1 2 0.0183 2.047 0.0016

“ The solutions were prepared as described in part l . 10

TABLE III: d 00, Spacings (A) of CB Loaded with
Cu(en)2J+ and Cu(en)2+

Vacuum desorption at

Hy- Room
Samples drated temp 37 3 K 446 K 533 K

Cu(en)2CBl
Cu(en)jCB2

12.56“
12.62“

11.45 10.94 10.98 9.60“
9.61“

Cu(en)jCB3 12.75“ 12.70“ 12.72“ 12.48“ 9.60“
Cu(en)CBl 1 2 .6 6 “ 11.45 10.74 9.56“
Cu(en)CB2 12.72“ 12.50“ 12.54“ 9.60“

“ Rational series of lines.

perpendicular region. The spectrum of curve B was 
simulated reasonably well using the parameters listed in 
Table II, and a rather broad isotropic line which is ap­
parently due to spin-spin interaction between copper 
ions.18

When the silicate layers of the oriented film were parallel 
to the magnetic field in the cavity, the perpendicular 
component dominated the EPR spectrum, as depicted in 
curve C of Figure 3. On the other hand, when the layers 
were directed perpendicular to the magnetic field the 
parallel component dominated the spectrum (curve D). 
The amplitude of the spectrum for the Cu(en)22+ complex 
per gram of clay is much greater in the oriented sample 
than in the random samples; thus, the broad, isotropic line 
in the polycrystalline spectrum is not a dominant feature 
in the oriented sample. The high-field minimum in curves 
A -C  is due, in part, to a component of the polycrystalline 
spectrum; however, an impurity line also appears at this 
field. The same observations were made with the Cu(en)22+ 
montmorillonite sample. This dependence of the EPR 
spectra upon the orientation in the magnetic field indicates 
that the symmetry axis of the Cu complex is perpendicular 
to the layer surface, which can best be understood in terms 
o f a planar complex parallel to the silicate layers.

The dooi spacings of CB loaded with Cu(en)22+ are given 
in Table III. When a rational series of reflections was 
found, the dm value was calculated from the first, third, 
and fourth orders. If no rational series was found, only 
the first-order reflection is reported. For the hydrated 
samples the dm spacing increased slightly with the loading 
from 12.56 to 12.75 A. Upon vacuum dehydration the dm

Figure 4. the  weight loss of Cu(en)2CB1 (□ ) and Cu(en)2CB3 (A) as 
a function of the temperature. The dark symbols represent the total 
weight loss in mg/g of clay; the open symbols represent the weight 
loss of en in mequiv/g of clay.

spacing decreased regularly down to 9.6 A in the case of 
Cu(en)2CBl. For Cu(en)2CB3 it remained constant after 
a vacuum desorption at 373 K, decreased slightly from 
12.72 to 12.48 A at 448 K, and decreased further to 9.60 
A at 533 K. The accompanying weight losses are shown 
in Figure 4. Only the desorption curves of Cu(en)2C B l 
and Cu(en)2CB3 were given explicitly but Cu(en)2CB2 
behaved similarly. One notices a large weight loss upon 
desorption in vacuo at room temperature. Then the weight 
of the samples remained constant up to approximately 403 
K for Cu(en)2CBl and up to 383 K for Cu(en)2CB3. 
Between these temperatures and 493 K a second region 
of weight loss was registered. Finally, the third region was 
observed above 493 K. Curves 3 and 4 of Figure 4 give the 
weight loss due to desorption of ethylenediamine. This 
was calculated from the total weight loss under the as­
sumption that all of the water desorbed below 403 K. 
These curves show that a considerable amount of en 
desorbed from Cu(en)2CB3 at room temperature, while for 
Cu(en)2CBl en started to desorb only above 423 K. The 
second and third desorption regions of en are then from 
403 to 493 K and above 493 K. The amount of en desorbed 
in every region is given in Table IV. For Cu(en)2CBl the 
amount of en desorbed above 493 K is exactly equal to 
twice the Cu2+ exchange level (Table I). This is not the 
case for Cu(en)2CB3. The desorption data o f Table IV 
show that the bis complex on Cu(en)2CB3 already starts 
to decompose by simple room temperature evacuation. In 
any case, the total amount of en desorbed is equal to the 
amount determined by Kjelldahl analysis. The optical

TABLE IV : Experimental Weight Losses due to Desorption of Ethylenediamine as Compared to the Theoretical Weight 
Losses Calculated from Analytical Data

Samples

Theoretical, mequiv
g-

HjO en

Experimental, mequiv g 1

293-403 K 
H20  en

403-493 K 
en

>493 K 
en

Sum
en

Cu(en)2CBl 5.31 1 . 1 2 5.31 0.26 0.96 1.16
Cu(en)2CB3 3.57 2.58 3.57 0.9 0.30 1.40 2.60

293-463 K 463-533 K
H20 en

Cu(en)CBl 4.96 0.78 6 0.71
Cu(en)CB2 5.36 1.26 4.74 1.31
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Figure 5. The reflectance spectra of Cu(en)CB1 after different pre­
treatments: a, hydrated; b, degassed at 298 K; c, degassed at 363 
K.

spectra of Cu(en)22+ on CB did not change after evacuation 
up to 423 K. After evacuation at higher temperatures the 
samples turned greyish. The accompanying increase of the 
background prevented an accurate analysis of the Cu(II) 
spectrum.

C u (en )2+ M on tm orillon ite . The diffuse reflectance 
spectra of the montmorillonites, obtained after exchange 
with a solution containing the mono complex, are not well 
resolved as shown in Figure 5 for Cu(en)2+CB1 . They show 
a broad band with maximum near 19000 cm 1 and 
asymmetry toward the low frequency side. Degassing at 
room temperature resulted in a shift o f the maximum to 
18000 cm“ 1 with the appearance of a distinguishable 
shoulder at 14 500 cm“1. After evacuation of 363 K the 
band maximum was again at 19000 cm“1. Further heating 
to 423 K did not affect the spectrum.

The EPR spectrum of a hectorite sample that was 
exchanged at pH 6 .8  with a solution containing the mono 
complex (Figure 6 A) showed the presence of two Cu 
species: one species was the Cu(en)22+ complex, and the 
other had EPR parameters nearly identical with the 
parameters of a frozen Cu(en)2+ solution, as listed in Table
II. The simulated spectrum, including the isotropic line, 
is depicted in curve A'. These parameters are also in good 
agreement with those found for the mono complex in the 
synthetic faujasite of type X . 10 An attempt was made to 
increase the fraction of the mono complex on the clay by 
lowering the pH o f the exchange to 5.75 or 5.35. These 
samples showed the simultaneous presence of three Cu2+ 
species which were found to be the mono complex, the bis 
complex, and the aqueous Cu2+ ion. A montmorillonite 
sample prepared under identical conditions as those de­
scribed for the hectorite sample gave a spectrum which was 
poorly resolved.

The d0Qi distances of the Cu(en)CB samples after dif­
ferent pretreatments are listed in Table IH. Their behavior 
upon desorption was similar to that of the Cu(en)2CB 
samples. Thus, at small Cu2+ loading (Cu(en)CBl) the 
initial dm  distance of 1 2 .6 6  A fell to 11.45 A after evac­
uation at room temperature and decreased slowly to 9.6 
A  after heating the sample to 533 K. At a high Cu2+ 
loading (Cu(en)CB2) the decrease of the dmi distance upon 
evacuation at room temperature was only from 12.75 to
12.50 A. The latter value was maintained up to 446 K and 
it was only after desorption at 533 K that the ¿ooi spacing 
fell to 9.6 A.

Figure 6. EPR spectra of Cu2+ complexes in hectorite: A, after 
exchange with a solution containing the mono complex; A', simulated 
spectrum; B, after adsorption of excess en vapor, forming the tris 
complex; B', simulated spectrum of the tris complex.

WAVENUMBER 1/CM

Figure 7. The reflectance spectra of the adsorption of en on CuCB1: 
a, CuCB1 degassed at room temperature; b, en:Cu =  0.79; c, en:Cu 
=  1.54; d, en:Cu =  1.94; e, saturated.

The weight losses of the two samples as obtained by 
desorption in the Mac Bain balances are reported in Table
IV. One notices that the weight loss above 463 K is, within 
experimental accuracy, equal to amount of en on the clay, 
as determined by Kjelldahl analysis. The weight loss below 
403 K is assumed to be due to water desorption and indeed 
the experimental numbers agree resonably well with the 
H20  content determined independently in a muffle fur­
nace.

C u (en )32+. Upon adsorption o f controlled amounts of 
en on CuCBl the reflectance spectra revealed a decrease 
in the assymmetric band at 13100 cm“1, attributed to the 
hydrated Cu(II) ion, and a regular growth of a new band 
near 20000 cm” 1 (Figure 7). This process continued up 
to an en:Cu ratio of two. At higher ratios the band 
maximum shifted to 16 600 cm“ 1 and the band became 
assymmetric on its low frequency side (Figure 7). On 
CuCB2 adsorption of en gave the same spectral behavior,
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TABLE V : Electronic Transitions, Effective Spin-Orbit Constant (Â ), MO Coefficients, and CFSE for Cu(en) 22 + 
on Montmorillonite

2E g -
2B2g,

cm' 1
2B2g <- 2Blg, 

cm' 1

2A lgi-
2B,g,
cm' 1

\L, 
cm 1 
(±45)

a 2
±0 . 0 1

ß 1
±0.05 ß i 2

CFSE,
kcal

mol' 1 ACFS

A. Cu(en)2CBl 2 0 2 0 0 12573 ± 2100 280 0.79 0.52 0.54-0.76
Cu(en)jCB2 19950 12416 + 2100 276 0.79 0.52 0.52-0.75
Cu(en)2CB3 19600 12214 ± 2100 272 0.79 0.51 0.51-0.74
Cu(en) 2 solution 18200 15087 ± 2300 352 0.81 0.63 0.64-0.73

B. Cu(en)2CBl 2 0 2 0 0 17510 15029 0.79 0.52 0.67 51.6 5.5
Cu(en)2CB2 19950 17437 14956 0.79 0.52 0.67 51.3 5.2
Cu(en)2CB3 19600 16975 14592 0.79 0.51 0 . 6 6 50.0 3.9
Cu(en) 2 solution 18200 15686 13424 0.81 0.63 0.63 46.1

except for en:Cu < 2. At these lower levels of adsorption 
the new band appeared around 18 700 cm“ 1 and shifted 
toward 19000 cm " 1 with increasing en loading. When 
CuCB2 was first degassed at 398 K, adsorption of en again 
gave a band at 19 000 cm“1. Its shift toward 16 600 cm“ 1 
started at an en:Cu ratio of 1.0 2 . The shift was completed 
at an en:Cu ratio of 1.50 and further adsorption did not 
affect the spectrum. In any case, the samples with a band 
maximum at 16 600 cm “ 1 were blue.

Adsorption o f excess en vapor onto an air-dried Cu- 
(en)22+ hectorite turned the sample from violet to blue 
within a few minutes. For the latter sample the EPR 
spectrum shown in Figure 6 B was obtained. This spectrum 
was simulated (curve B') using the parameters tabulated 
in Table II. It can be seen from the table that there is good 
agreement between the magnetic parameters for the blue 
complex and those o f a frozen Cu(en)3(N 0 3) 2 solution. 
Furthermore, an oriented film was made by adsorbing en 

f vapor on an oriented Cu(en) 2 clay sample. Rotating the 
•silicate layers in the magnetic field did not change the 
shape or the intensity of the spectrum appreciably. The 

' spectrum was the same as that of the Cu(en)32+ powder 
spectrum.

Using the x-ray diffraction technique the dm  distances 
between the clay layers were measured for hectorite and 
montmorillonite samples containing approximately 60 and 
100% of their total cation exchange capacity in the Cu- 
(en)32+ form. The 60% exchanged hectorite sample still 
gave an EPR spectrum sufficiently resolved to conclude 
that the tris complex was present. Base distances of 13.8 
and 14.6 A were obtained for the 60% exchanged samples 
and the completely exchanged samples, respectively. 
These values are nearly the same as those found for 
corresponding exchange levels with the Ni(en) 3 complex 
in Camp Berteau montmorillonite. 19 These x-ray data 
together with the observation that the oriented clay sample 
did not show any appreciable change in the magnetic 
parameters upon altering the position of the film is 
consistent with the presence of a (nearly) octahedral 
complex that has a symmetry axis inclined at an angle of 
45° with respect to the silicate layers.

Discussion
C u {en )22+ on  M on tm orillon ite. The experimental data 

gathered on the Cu(en)22+ CB samples indicate the 
presence of a square-planar complex between the clay 
layers. There is not only the Cu:en ratio of two but also 
the dooi distance of 12.75 A for Cu(en)2CB3. A catalin 
model of Cu(en)22+ gives a thickness o f 3.4 A, which, to­
gether with the 9.6 A for the dooi o f the dehydrated clay 
pellets, gives 13 A. The experimental dooi is always 
somewhat lower than the theoretical one due to electro­
static attraction and to keying.20 At smaller loadings the 
d001 distance decreases (Table III), probably due to seg­
regation. The difference in dooi distance is not very large

because the hydrated Na+ clay also has a spacing of 12.5
A. After degassing the samples the segregation phe­
nomenon becomes clearer.

The resemblance of the g  values and hyperfine splitting 
constants to those of the solution spectra is also in favor 
o f a planar Cu(en)22+ complex, although slight but sig­
nificant differences exist (Table II). Within experimental 
accuracy there is no difference between the EPR pa­
rameters obtained on CB montmorillonite and those on 
hectorite. The latter are better resolved because of the 
absence of paramagnetic ions in the lattice (Fe3+). The 
magnetic moment of Cu2+ on the clay (1.60 pB) also may 
reflect this interaction with Fe3+; however, the difference 
with the spin-only value (1.73 pB) is too small to attempt 
a discussion of this interaction.

The spectral frequencies are about 2000 cm“ 1 higher than 
those of Cu(en)22+ in aqueous solution or in zeolites. 10 It 
seems worthwhile, therefore, to analyze these data within 
the framework of the ligand field theory and the Kivelson 
and Neiman theory of bonding in axially symmetric Cu2+ 
complexes.21,22 In a strict D 4h symmetry all the d -d  
transitions are parity forbidden. However, temporary or 
static excursions which lower the symmetry of the complex 
to C4u leave the A l *— B! and B2 ■*— Bj transitions symmetry 
forbidden while the E ■*— Bj transition becomes electric 
dipole allowed. Thus it is likely that the observed band 
around 20000 cm“1 is the E ^  B, transition, developed by 
admixture of odd parity orbitals into the d functions, 
allowed under C4v symmetry. This was confirmed ex­
perimentally by Hathaway and co-workers.23,24 With this 
hypothesis it is possible to calculate the effective spin-orbit 
coupling constant X± and, with the assumption \ ± = A|| 
= X, the 2B2„ -<-zBlg transition energy in D 4h symmetry. 
The latter value is rather inaccurate, due to the uncertainty 
in Xj_. These parameters are summarized in Table VA 
together with the MO coefficients.

Our lack of knowledge about the position of the 2Alg level 
prevented a calculation of the crystal field stabilization 
energies (CFSE). Therefore we calculated the splitting of 
the 3d levels in the D 4h field with the structure of the bis 
complex as determined from x-ray studies on single 
crystals.25 The energy levels calculated with the methods 
of Krishnamurthy and Schaap21 are shown in Figure 8  as 
a function o f the ligand field strength. In Figure 8  p4 is 
a one-electron radial integral which is proportional to (r4), 
the average radial value of the fourth power of the d orbital 
distance from the metal ion. Again, with the experimental 
band maximum position equal to the 2Eg *«- 2Blg transition 
energy, the position of the 2B2g and 2A lg levels can be read 
from the diagram of Figure 8 . The corresponding tran­
sition energies, MO coefficients, and CFSE’s are sum­
marized in Table VB.

In view of the Kivelson and Neiman model used for the 
calculation of the MO coefficients we do not expect that 
the absolute values of /?i, the coefficient of the in-plane
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TABLE VI: Electronic Transitions, Effective Spin-Orbit Coupling Constant (Ax), MO Coefficients, and CFSE for 
Cu(en on Montmorillonite

%  -  2Blg, 
cm 1

JB,g,
cm'1

2 A <- 2R A ig Dig>
cm -1

cm
(±40)

a 2
±0.01 ±0 .05 0 , 2

CFSE.
kcal

mol“1
A. Cu(en),CB 16600 15102 ± 2000 3 7 9 0 . 7 7 0.70 0 .5 8 -0 .7 3

Cu(en)3 solution 16700 14276 ± 2000 3 7 3 0.78 0.67 0 .5 3 -0 .7 0

B. Cu(en)3CB 16600 14154 12160 0.77 0.70 0 .65 41.7
Cu(en), solution 16700 14519 12451 0.78 0.67 0.68 42.7

6 7 8 9 10

Figure 8. The energies of the 3d1 atomic orbitals as a function of the 
strength of the Dih ligand field.

■k bond, and d, the coefficient of the out-of-plane tt bond, 
are very accurate. However, their variation among the 
different samples may have a physical meaning. It follows 
from a comparison of the di2 values in parts A and B of 
Table V that the assumption \± = A|| = X is a rather crude 
one and that more probably X|| > X± . Therefore di2 in 
Table VA is underestimated.

The following trends can then be extracted from Table 
V: there is an increase of the CFSE for Cu(en)22+ on CB 
montomorillonite with respect to the aqueous solution. It 
amounts to 3.9-5.5 kcal. These numbers compare fa­
vorably with the excess stability of 4 kcal for the complex 
on the CB clay with respect to the solution, as determined 
from the thermodynamics of the ion exchange reaction.9 
Such enhanced stability was not observed on zeolites. 
These differences between zeolites and clay minerals have 
not only to do with the different geometry of the surface 
but also with their different surface properties. Secondly 
d2, the square o f the coefficient of 3dI2 or 3dv2 in the 2Eg 
MO, is systematically lower for Cu(en)22+ on the mont­
morillonite surface than for Cu(en)22+ in solution. This 
indicates an increase of the out-of-plane w bonding on the 
surface. This trend was already observed for the bis 
complex on zeolitic surfaces,10 but is now more pronounced. 
Physically, it may be related to the replacement of axially 
coordinated water molecules in solution by the clay mineral 
surface. In the third place, although the bonding coef­
ficients do not depend on the loading, the CFSE increases 
by about 2 kcal in descending from maximum loading to 
the lowest exchange levels investigated. It seems then that 
the clay surface is heterogeneous with respect to the ac­
comodation o f Cu(en)22+.

This heterogeneity is further demonstrated by the 
desorption experiments (Figure 4 and Table IV). At high 
loadings desorption of en at room temperature was not 
accompanied by a significant decrease of the d(Kn distance 
nor by a change in spectral characteristics. This means

that the bis complex between the clay platelets remained 
intact and that the desorption of en occurred at the ex­
ternal surfaces. Failure to observe en desorption at room 
temperature from Cu(en)2C B l indicates that all the bis 
complex was located between the clay layers. The decrease 
of the dooi distance after degassing of Cu(en)2CBl at room 
temperature is due to intercalation. Because of the low 
loading of this sample not all the platelets are filled with 
Cu(en)22+ complexes. Degassing at room temperature 
removes the water, and the observed £¿001 spacing is an 
average between 12.8 Â for the loaded platelets and 9.5 Â 
for the collapsed platelets with Na+ between the sheets. 
The weight loss in the region 403-493 K can be accounted 
for mainly by desorption of en present between the clay 
layers in a physisorbed or protonated form, although some 
complex decomposition cannot be ruled out, especially in 
the case of Cu(en)2CB3. The reason for this explanation 
is that the amount desorbed above 493 K from Cu(en)2CBl 
is exactly twice the Cu2+ content and that the en:Cu ratio 
exceeds 2  in any case (Table I). Thus, the bis complex 
between the clay layers decomposes mainly above 493 Nf. s 
Additional evidence is found in the nearly constant £¿0*1 
spacings up to 446 K (Table III). Then, from the de?- ' 
sorption data for Cu(en)2CB3 in Table IV 0.70 mequiv of 
Cu(en)22+ is strongly held between the clay layers. The 
sites where this 0.70 mequiv is located are viewed as strong 
sites.

Finally we remark that the absence o f any low tem­
perature desorption of en from Cu(en)2CBl indicates that 
Cu(en)22+ prefers to exchange with Na+ on these strong 
sites in the initial stages of the exchange réaction. It is 
only when these sites are filled that exchange occurs on 
the external surface sites. This is confirmed by the be­
havior of the selectivity coefficient of the ion exchange 
reaction as a function of the loading: it remained constant 
from 0 to 0.7 mequiv of Cu2+/g  of clay and dropped 
regularly above a loading of 0.7 mequiv.9

C u (en )2+ Cam p B ertea u  M on tm orillon ite . The ex­
change from an aqueous solution with a en:Cu ratio of one 
gave a slightly higher en:Cu ratio on the clay, especially 
at small loadings (Table I). EPR and reflectance spec­
troscopy indicate the presence of bis, mono, and aquo 
complexes on the surface. Their relative concentrations 
depend on the exchange conditions. In any case, the £¿00! 
spacings (Table III) are indicative of square-planar 
complexes between the layers: Cu(H20 ) 42+, Cu(en)-
(H20 )22+, and Cu(en)22+. The reflectance and EPR spectra 
do not allow a determination of their relative concen­
trations due to strong band overlap. However, the ab­
sorption maximum around 19000 cm 1 suggests the pre­
dominance of the bis complex. The frequency shifts 
observed upon degassing (Figure 5) indicate that the 
relative concentrations of the three species is determined 
by the presence of water. Indeed, the desorption data of 
Table IV indicate that water is desorbed below 463 K, 
while en comes off only above 463 K. We tentatively 
suggest the following sequence of reactions:
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«HjO + Cu(H,0)42+ + Cu(en)22+
room  temperature 

evacuation
2Cu(en)(H20 ) 22+ nH20

393 K
2Cu(en)(H20 )22+------- - Cu(en)22+

+ lattice-bonded Cu2+ + 4H20  
>463 K

Cu(en)22+----------* lattice-bonded Cu2+ + 2en

for the bis complex. The results are given in Table VI. In 
, no case is there a significant difference in MO coefficients 

and CFSE for the tris complex on the montmorillonite 
surface with respect to the tris complex in solution. We 
conclude that Cu(en)32+ does not undergo a significant

(2) interaction with the surface except for the electrostatic one 
between the positive charge of the complex and the

(3) negative charge o f the lattice.

Reaction 1 explains the band shift from 19 000 to 18 000 
cm ” 1 and reaction 2  the subsequent shift to 19000 cm”1. 
These reactions presumably occur to a limited extent, 
probably on certain sites. The Cu(en)22+ formed in re­
action 2 must be situated on the strong sites, because all 
en desorbs only above 463 K. In any case, a square-planar 
complex remains between the clay layers up to 446 K as 
indicated by the d001 spacing of 12.54 A after degassing 
Cu(en)CB2 at 446 K (Table III).

Cu(en)32+ C am p B ertea u  M on tm orillon ite . The ad­
sorption o f controlled amounts o f en leads immediately to 
the formation of a band near 2 0 0 0 0  cm” 1 in the reflectance 
spectrum. It indicates the formation of the square-planar 
bis complex. The reaction proceeds quantitatively up to 
an en:Cu ratio of 2 ; i.e., all the Cu2+ is in the bis complex. 
The shift toward 16 600 cm” 1 upon increase of the en level 
indicates the formation of the tris complex. Indeed, the 
band maximum is near to that of a tris complex in solution 
(16700 cm”1) and also the EPR parameters (Table II) agree 
with those of the tris complex. Further evidence for the 
formation of the tris complex is drawn from the dm  
distance of 13.8 and 14.6 A for 60% Cu2+-exchanged 
samples and fully Cu2+-exchanged samples, respectively. 
This distance is significantly greater than the 12.75 A 
observed for the bis complex. The orientation experiments 
in the EPR spectrometer indicate that the tris complex 
is inclined by 45° with respect to the c direction of the clay 
layers. This result is identical with that obtained by 
Mortland et al. for Cu(H20 ) 62+.15

When CuCB has been heated under vacuum prior to 
adsorption of en, the formation of the tris complex starts 
at much lower en:Cu ratio. Thus, part of the Cu2+ has 
become inaccessible; i.e., the ions have migrated inside the 
hexagonal holes toward the octahedral layer. This ob­
servation confirms a previous one by Mortland and co­
workers.26

Finally, we conclude this discussion by a MO calculation 
and ligand field calculation on the tris complex. Its ef­
fective axial symmetry allows the application of the model
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The present work reports measurements of S T intersystem crossing quantum yields of acridine in polar 
and nonpolar solvents, using the third harmonic of a Nd-glass laser. The intersystem crossing yield was determined 
by comparing the triplet formation of acridine with that of anthracene in ethanol, used as a reference. The 
quantum yields of acridine in benzene, fert-butyl alcohol, and water were found to be 0.73, 0.61, and 0.39, 
respectively. These data combined with the fluorescence yields show the existence of internal conversion from 
the first excited singlet state of acridine in the three solvents. The results indicate a strong solvent effect for 
the rate constants of the radiationless transitions. No significant deuterium effect was observed on the quantum 
yields.

Introduction
The radiative and radiationless processes in aromatic 

molecules have been extensively studied during the last 
years. The nitrogen-heterocyclic compounds are of par­
ticular interest owing to the presence of n,x* states. 1 Aza 
and diaza analogues of benzene and naphthalene have been 
the subject of a number of experimental and theoretical 
studies.2“4 However, little quantitative information is 
available concerning the nonradiative transitions (inter­
system crossing and internal conversion) in acridine, the 
aza analogue o f anthracene. In this paper we report an 
experimental determination by use of a laser of the singlet 

triplet intersystem crossing quantum yields (4>isc) for 
acridine in polar and nonpolar solvents (water, ierf-butyl 
alcohol, benzene). These systems were chosen for study, 
as their photochemistry5“10 and emission properties16“18 are 
fairly well known. Acridine (Ac) irradiated in hydro­
gen-donating solvents abstracts, via an excited state, a 
hydrogen from the solvent, giving the acridanyl radical 
(AcH*). This radical leads to acridan (AcH2), substituted 
acridan, and to diacridan (Ac2H2). The nature of the 
excited state involved in the photochemical reaction has 
been discussed,10“ 15 and the more recent studies suggest 
that a n,x* singlet state is the reactive state.10,15 In contrast 
to anthracene, acridine does not show fluorescence in 
hydrocarbons at room temperature, but fluoresces slightly 
in alcohols and strongly in water;16,17 there is no doubt that 
the fluorescent state is (x,x)* in nature.18 The solvent 
dependence of the fluorescence of several polycyclic 
monoazines has been interpreted as involving the inter­
change of the lowest n,x* singlet state in a hydrocarbon 
solvent to a x,x* singlet in a hydroxylic solvent, due to 
hydrogen bonding. 19 The spectroscopic work of Coppens 
and co-workers on acridine21 suggests that the n,x* singlet 
state is slightly higher than the x,x* state in polar solvents, 
in agreement with some other theoretical and experimental 
studies; 12,13,15'20 however, Whitten and Lee10 proposed a 
lower n,x* state irrespective of the solvent polarity. In­
deed, even in the absence of precise information about the 
relative position of x,x* and n,x* singlet states, it can be 
assumed that these two states, being very close, are 
strongly mixed by vibronic coupling irrespective of the 
order of the levels. It has been emphasized43 that vibronic 
coupling may be important in the deactivation via internal 
conversion o f the first excited singlet state of nitrogen- 
heterocyclic compounds. Indeed our present results on 
acridine lead to the conclusion of the existence of an

internal conversion from the lowest excited singlet state 
to the ground state.

Experimental Section
M aterials. Acridine (Eastman Kodak) was recrystallized 

three times from an ethanol-water mixture after refluxing 
with active carbon. Acridine-d9 (Merck Sharp and Dohme) 
was purified by vacuum sublimation. Anthracene was an 
Aldrich Gold Label product. Benzene, ethanol, and 
ferf-butyl alcohol (Merck Uvasol) were used without 
further purification. The aqueous solutions were prepared 
from twice distilled deionized water. The solutions were 
made basic using 0.01 M NaOH. Samples for flash and 
laser photolysis were degassed by several cycles of the 
freeze-pump-thaw procedure; after each pumping, argon 
was introduced above the solution.

A p p a ra tu s  and M eth od . The conventional flash ap­
paratus used has been previously described in detail.22 The 
excitation light source of the laser flash spectroscopy setup 
is a Nd3+ doped glass laser (C.G.E., Model VD 231) em­
itting at 1058 nm. The third harmonic (353 nm), generated 
by means of KDP crystals, was used in the present work 
at energy of a few mJ (1-20 mJ); the pulse half-width was 
30 ns.

The laser beam was projected on one side of a 10-mm 
square silica cell with polished sides containing the sample. 
A frosted plate of silica was placed close to the cell, to 
homogenize the laser beam. The analyzing light, a xenon 
flash (with a maximum remaining constant for more than 
20 its after the laser pulse), crossed the optical cell at 90° 
to the laser beam, through a 2 -mm wide section of the 
irradiated part of the solution, close to the laser entrance 
window; the monitoring light was then focused on the slit 
of a monochromator (Jarrell-Ash /  = 0.25 m, band width 
2 nm). The transient signal monitored by a photomul­
tiplier tube (Radiotechnique 150 UVP) was displayed on 
a dual-beam oscilloscope (Fairchild Model 777). Relative 
values of the laser energy were obtained by measuring a 
small fraction of the UV laser beam deflected on a cali­
brated photodiode (ITT 4000 S) and its integrated pho­
tocurrent was displayed on the oscilloscope (from these 
measurements a linear correction of the transient optical 
densities was applied for variations in the laser energy). 
The oscillograms were recorded photographically; Figure 
1 shows an example of oscilloscope traces of triplets of 
acridine and anthracene, and of the relative values of the 
energy laser.
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TABLE I: Intersystem Crossing and Internal Conversion Quantum Yields
Molecule Solvent £7 , M" 1 cm 1 <*>r (pfl îsc ‘J’ ic /?jgc/fcic

Acridine Benzene 27 000 « 1 0  3 < 1 0 " 3 0.73 ± 0.07 0.27 2.7
Acridine-dg Benzene 26 0 0 0 < 1 0 " 3 0.75 ± 0.07 -* 0.25 3.0
Acridine teri-BuOH 26 0 0 0 0 . 0 1 0 . 0 2 0.61 ± 0.06 0.36 1.7
Acridine Water, 0.01 M NaOH 19 000 0.37° 0.39 ± 0.06 0.24 1 .6
Anthracene EtOH 60 0 0 0 0.30h 0.70c

0 Reference 17. b Reference 34. c Reference 24.

ACRIDINE IN ANTHRACENE IN
BENZENE ETHANOL

Obser va tion :LL2 nm Observation: ¿21 nm

1) Reference signal
2) Transient absorption, 100nsec/div.

Figure 1. Oscilloscope traces showing the triplet absorption of acridine 
and anthracene, and the corresponding energy references.

In a previous study with a dye laser23 we determined 
triplet quantum yields by measuring directly the laser 
energy. In the present work the energy input was esti­
mated by excitation of a standard solution used as an 
actinometer. Anthracene was the standard, using solutions 
of the same absorbance at 353 nm as employed for acridine; 
optically thin solutions (OD = 0.06 across a 2-mm path) 
were used to obtain low and relative uniform triplet 
concentrations over the volume viewed by the analyzing 
light. The concentrations of anthracene and acridine were 
respectively 6  X 10° and 4 X 10° M, giving a conversion 
to the triplet state of less than 15%. The anthracene 
actinometry was performed in ethanol and the triplet- 
triplet absorption monitored at 420 nm. The 4>BC was taken 
as 0.70,24 and tT 60000 M 1 cm”1, obtained as described in 
the following paragraph.

The triplet-triplet extinction coefficients «T were 
measured by a light-saturation technique using a flash- 
photolysis apparatus: the intensity of the transient ab­
sorption increases with increasing flash-light output, 
reaching an approximately constant level at high light 
output (1500 to 2500 J discharge energy). The saturation 
effect was assumed to be due to complete conversion of 
the ground state to the triplet state. The concentrations 
used in the flash experiments were 10 6 M.

A Cary (Model 14) spectrophotometer and a Hitachi- 
Perkin-Elmer (MPF 3L) spectrofluorimeter were used for 
the measurements of the absorption and fluorescence 
spectra.

Results and Discussion
The first excited electronic states of acridine are shown 

in Figure 2. The two lowest excited x,x* singlet states *La 
and 'Lh are located at 25700 and 28200 cm *, respectively, 
according to the determinations by Zanker26 and the n,x* 
singlet state is assumed to be very close to the 'L a 
state. 1013-20 The lowest x,x* triplet state has been ex­
perimentally determined26 and the n.x* triplet calculated.20 
Anthracene electronic states are given for comparison: the 
x electronic spectrum of acridine is very similar to that of 
its isoelectronic hydrocarbon, and both compounds have

30r

S 71,71 28200 

” s  ïï'n* . 26000 l .f = =  :S n.TT

T n.it”

20-

T ti ,i i * •15800-

So

Figure 2. Energy of the lower singlet and triplet states of acridine and 
anthracene; (— ) experimentally observed; (- - -1 approximate energy 
obtained from calculations (ref 20); (— ) band of ’L,, type .hidden by 'Lj 
band.

a strong absorption band at 353 nm.
The quantum yield of the internal conversion from the 

first excited singlet state is deduced from the relation $>ic 
= 1 -  (4>r + 4>n +  <i>isc), by assuming that .the primary 
photoreduction (4>r) (abstraction o f a hydrogen from the 
solvent), fluorescence (4>fl), and intersystem crossing (4>LSC) 
are the only deactivating pathways for the acridine 
molecule in its lowest excited singlet state.

The values of the triplet-triplet extinction coefficients 
and the quantum yields obtained for acridine in benzene, 
terf-butyl alcohol, and water are given in Table I.

A crid in e  in  B en zen e . The triplet-triplet absorption 
spectrum of acridine (Ac) in benzene has been reported 
previously27 (Amax 442 nm, Figure 3). The maximum of 
the triplet-triplet absorption of the perdeuterated acridine 
(Ac-d9) determined in this work is similar to that of Ac-/t9. 
From our measurements, the fluorescence yields of Ac-h9 
and Ac-d9 in benzene at room temperature appear to be 
less than 10  3 and the primary photoreduction is negligible 
(iy < 10 3). The value of 4>jsc (0.7) is the same for the 
perhydro and perdeuterio compounds within experimental 
error, and shows no enhancement relative to that of 
anthracene in spite of the absence o f fluorescence; this 
result indicates a direct radiationless deactivation of the 
first excited singlet to the ground state (<l>,c ~  0.3). The 
lack of a deuterium effect suggests that the C -H  or C-D  
vibrations do not play any significant role in the mech­
anism responsible for the internal conversion quantum 
yield of acridine. This absence of deuterium effect has 
already been observed for other heterocyclics such as 
diazines,2 whereas a deuterium effect has been demon­
strated on the phosphorescence yield o f quinoxaline.4b

A crid in e  in  te r t-B u ty l A lcoh ol. The triplet-triplet 
absorption maximum was found to be located at 436 nm, 
with an extinction coefficient of the same value as that in 
benzene. The photoreduction quantum yield determined 
in steady-light studies10-28 is very low ($ r ~  0 .0 1 ). 4>n is 
of the same order of magnitude as that of acridine in 
ethanol. The value of 4>isc determined in feri-butyl alcohol
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Figure 3. Triplet-triplet absorption spectrum of acridine in benzene.

is a little lower than that in benzene. There are no lit­
erature data which can be directly compared with our 
results in this alcohol. However, the results reported by 
Koizumi and co-workers on the determination of <l>isc of 
acridine in different alcohols show no change when going 
from methanol to propanol.29,30 Therefore, it seems 
reasonable to compare our results for acridine in terf-butyl 
alcohol with previously reported determinations of in­
tersystem crossing quantum yields of acridine in ethanol. 
The latter values vary from 0.7 to 0.4. Values around 0.7 
were obtained using either heavy atom quenching of the 
fluorescence,31 or triplet energy transfer.32 The lower value 
(0.4) was obtained using an absolute method in which the 
light absorbed by the system is measured by actinometry.29 
Our value of 4>isc in feri-butyl alcohol lies between these 
wide limits. However, a lower value of <4̂  in ethanol may 
be due to the photoreduction process which takes place 
with a good hydrogen donor such as ethanol (<4r = 0.137,28). 
Indeed, the value of 0.42 obtained by Koizumi et al.29 
combined with the photoreduction and fluorescence yields 
leads to a value of <f>ic 0.40 in good agreement with our 
value of <4ic = 0.36 for acridine in £erf-butyl alcohol.

Our results show that there is no important solvent 
effect on intersystem crossing quantum yields when going 
from benzene to a hydroxylic solvent. A similar obser­
vation has been made for other heterocyclics, quinoline, 
isoquinoline, and quinoxaline, studied at low temperature 
in alcoholic and hydrocarbon solvents.3,4a

A crid ine in W ater. Acridine, weakly or nonfluorescent 
in organic solvents, shows a strong fluorescence in water 
($n = 0.37) ; 19 the fluorescence yield is not appreciably 
changed by deuteration (<4fl = 0.40).33 The large increase 
of the fluorescence yield is accompanied by a decrease of 
the intersystem crossing yield for acridine in water (in 
comparison with organic solvents), which gives an internal

conversion similar to that of acridine in organic solvents. 
This result stresses the difference between acridine and 
anthracene; despite a fluorescence yield in water similar 
to that of anthracene in organic solvents,34 acridine shows 
an internal conversion which does not exist in the parent 
hydrocarbon.

Finally the results in Table I indicate that in water, 
where the acridine fluorescence quantum yield is enhanced 
relative to the other solvents, the corresponding inter­
system crossing yield is decreased, whereas the internal 
conversion yield remains nearly constant. In contrast to 
these results, Li and Lim4a reported for isoquinoline that 
a large increase of the fluorescence yield in alcoholic solvent 
(relative to hydrocarbon solvent) is accompanied by an 
important decrease of the internal conversion yield, while 
the intersystem crossing yield is relatively constant.

S olven t E ffect on  Radiationless Transitions. It is seem 
from Table I that the ratios of the rate constants of the 
radiationless processes k vx/kK deduced from the quantum 
yields are little affected by the nature of the solvent. The 
fluorescence lifetime of acridine in water had been de­
termined by Kokubun35 as r = 10 ns; then the rate con­
stants for the radiationless processes as deduced from <4/ t 
are k m = 4 X 1 0 's 1 and k ic = 2.5 X  107 s '. Assuming the 
same radiative lifetime for tert-butyl alcohol as for water 
(t = 3 X  10 8 s), a fluorescence lifetime of 0.6 ns is deduced 
from the fluorescence quantum yield, in good agreement 
with r = 0 .7  ns in ethanol, obtained by Kokubun. Since 
the lifetime of acridine in benzene is not available, we used 
the value of the singlet lifetime o f 13 ps determined in 
isooctane by Hirata and Tanaka36 (the lowest excited 
singlet state of acridine is of n-x* character in isooctane 
as it is in benzene). Then the rate constants for the ra­
diationless processes k ix and k tc deduced from this lifetime 
value are in benzene about 1 0 0 0  times as large are those 
in water (k isc ~  5 X  1 0 10 s_1 and k ic ^  2 X  1 0 10 s-1). The 
strong increase of k isc when going from water to benzene 
observed in the present study is consistent with the 
theoretical prediction of El-Sayed.37 This increase is 
expected from the change in the character o: the lowest 
excited singlet state of acridine from x,x* in hydroxylic 
solvents to n,x* in hydrocarbons (Sn ir, —>T-r.l. However, 
the most striking feature in these results is that the en­
hancement of the internal conversion rate feic for acridine 
in benzene (relative to water) is of the same order of 
magnitude as that of k isc, as is shown from the small 
variations observed in the &isc/fcic ratios for water, teri- 
butyl alcohol, and benzene.

The existence of internal conversion in the acridine 
molecule, in contrast with the lack of internal conversion 
in anthracene, is consistent with the vibronic coupling 
model developed by Hochstrasser and Marzacco in the case 
of quasi-degenerate states,38 and used by Li and Lim for 
heterocyclics.46 The vibronic state obtained by coupling 
the x,x* and the nearby n,x* singlet states through out 
of plane vibrations increases the Franck-Ccndon factor 
corresponding to the radiationless transition toward the 
ground state.39 Thus, it is seen that in acridine the internal 
conversion through vibronic coupling operates in solvents 
where fluorescence occurs, as well as in the cases where 
this compound does not fluoresce.

A cknow ledgm ent. I wish to thank Dr. L. Lindqvist for 
helpful discussions concerning this paper, and I am in­
debted to Dr. Lhoste for his gift o f deuterated acridine.

References and Notes
(1) R. S. Becker, “ Theory and Interpretation of Fluorescence and 

Phosphorescence” , Wiley, New York, N.Y., 1969, and references 
therein.

The Journal of Physical Chemistry, Vol. 81, No. 12, 1977



1198 M. D. Sevilla and R. Failor-Koszykowski

(2) B. J. Cohen and L. Goodman, J. Chem. Phys., 46, 713 (1967).
(3) S. G. Hadley, J. Phys. Chem., 75, 2083 (1971),
(4) (a) Y. H. Li and E. C. Lim, Chem. Phys. Lett.. 9, 279 (1971); (b) 

R, Li and E. C. Lim, J. Chem. Phys., 57, 605 (1972).
(5) F. Mader and V. Zanker, Chem. Ber., 97, 2418 (1964).
(6) A. Kellmann, J. Chim. Phys. Physicochim. Biol., 63, 936 (1966).
(7) A. Kira, S. Kato, and M. Koizumi, Bull. Chem. Soc. Jpn., 39, 1221 

(1966).
(8) M. Giurgea, G. Mihai, V. Topa, and M. Musa, J. Chim. Phys. 

Physicochim. Biol., 61, 619 (1964).
(9) H. Goth, P. Cerutti, and H. Schmid, Helv. Chim. Acta, 48, 1395 (1965).

(10) D. G. Whitten and Y. J, Lee, J. Am. Chem. Soc., 93, 961 (1971).
(11) A. Kellmann and J. T. Dubois, J. Chem. Phys., 42, 2518 (1965).
(12) E. Vander Donckt and G. Porter, J. Chem. Phys., 46, 1173 (1967).
(13) F. Wilkinson and J. T. Dubois, J. Chem. Phys., 48, 2651 (1968).
(14) M. Koizumi, Y. Ikeda, and H. Yamashita, Bull. Chem. Soc. Jpn., 

41, 1056 (1968).
(15) V. Zanker and G. Prell, Ber. Bunsenges. Phys. Chem., 73, 791 (1969).
(16) N. Mataga and S. Tsuno, Bull. Chem. Soc. Jpn., 30, 368 (1957).
(17) E. J. Bowen, N. J. Holder, and G. B. Woodger, J. Phys. Chem., 66, 

2491 (1962).
(18) S. J. Ladner and R. S. Becker, J. Phys. Chem., 67, 2481 (1963).
(19) (a) J. W. Sidman, Chem. Rev., 58, 689 (1958); (b) M. A. El-Sayed 

and M. Kasha, Spectrochim. Acta, 15, 758 (1959).
(20) L. Goodman and R. W. Harrell, J. Chem. Phys., 30, 1131 (1959).
(21) G. Coppens, C. Gillet, J. Nasielski, and E. Vander Donckt, Spectrochim. 

Acta, 18, 1441 (1962).
(22) L. Lindqvist, Rev. Phys. Appl., 3, 15 (1968).

(23) B. Soep, A. Kellmann, M. Martin, and L. Lindqvist, Chem. Phys. Lett., 
13, 241 (1972).

(24) (a) A. R. Horrocks and F. Wilkinson, Proc. R. Soc. London, Ser. 
A, 306, 257 (1968); (b) D, N. Dempster, T. Morrow, and M. F. Quinn, 
J. Photochem., 2, 329 (1973/1974).

(25) V. Zanker, Z. Phys. Chem. (Frankfurt am Main), 2, 52 (1954).
(26) D. F. Evans, J. Chem. Soc., 1351 (1957).
(27) A. Kellmann and L. Lindqvist, “ The Triplet State", A. B. Zahlan, Ed., 

Cambridge University Press, New York, N.Y., 1967, p 439.
(28) A. Kellmann, Bull. Soc. Chim. Belg., 71, 811 (1962).
(29) K. Tokumura, K. Kikuchi, and M. Koizumi, Bull. Chem. Soc. Jpn., 

46, 1309 (1973).
(30) These authors reported the values of 4>isc = 0.44, 0.42, and 0.45 

for methanol, ethanol, and propanol, respectively, leading to a  'i’io
0.40 for each alcohol.

(31) Value given in ref 13.
(32) V. L. Pugachev and A. K. Chibisov, Opt. Spectrosc., 34, 284 (1973).
(33) Similarly, deuteration does not affect the fluorescence of other 

heterocyclics (monocyclic diazines2) and some aromatic hydro­
carbons.46

(34) G. Weber and F. W. J. Teale, Trans. Faraday Soc., 53, 646 (1957).
(35) H. Kokubun, Bull. Chem. Soc. Jpn., 42, 919 (1969).
(36) Y. Hirata and I. Tanaka, Chem. Phys. Lett., 41, 336 (1976).
(37) M. A. El-Sayed, J. Chem. Phys., 38, 2834 (1963).
(38) R. B. Hochstrasser and C. A. Marzzaco, “ Molecular Luminescence” , 

E. C. Lim, Ed., W. A. Benjamin, New York, N.Y., 1969, p 631.
(39) J. P. Byrne, E. F. Me Coy, and I. G. Ross, Aust. J. Chem., 18, 1589 

(1965).

An E lectron Spin R esonance Study of Electron R eactions w ith Am ino Acid A nhydrides1

Michael D. Sevilla* and R. Failor-Koszykowski

Department of Chemistry, Oakland University, Rochester, Michigan 48063 (Received January 19, 1977)

Publication costs assisted by the U.S. Energy Research and Development Administration and the Food Engineering Laboratory of the U.S. 
Army Natick Development Center

The electron attachment reactions to two amino acid anhydrides (cyclic peptides) in an aqueous glass have 
been investigated by ESR spectroscopy. Electron attachment to glycine anhydride (GA) at 77 K in 12 M LiCl 
results in an anion which remains stable to 175 K. At 175 K a second radical is found which is suggested to 
be the species produced by abstraction of a hydrogen atom from a methylene group in GA. This suggestion 
is verified by the production of this same species by attack of O” or -OD on GA in 8 M NaC104-D 20  glasses. 
Electron attachment is alanine anhydride at 77 K results in a stable anion which showed no further reaction 
on warming. The results found for GA are compared to previous studies of 7 -irradiated GA single crystals 
and a study of 7 -irradiated polycrystalline GA reported in this work. A possible mechanism for the production 
of the second radical from the GA anion is discussed.

Introduction
A number of investigations have established that N- 

terminal amine groups in peptides are readily deaminated 
after electron attachment.2-8 The structures of glycine 
anhydride (2,5-diketopiperazine) and alanine anhydride 
(3,6-dimethyl-2,5-diketopiperazine) are therefore o f interest 
to the radiolysis of peptides since they have two peptide 
bonds and no terminal amine groups; thus the possibility 
o f secondary amine deamination by electron attachment 
can be investigated.

In this work we have produced the anions of glycine 
anhydride (GA) and alanine anhydride (AA) in an aqueous 
glass and studied their subsequent reactions. This work 
is compared to previous investigations of GA in the solid 
state and in aqueous solution.

Experimental Section
The same experimental techniques as were employed 

in our previous investigations of electron reactions with 
amino acids and peptides were employed in this work.2

Approximately 50 mM solute is dissolved in 12 M Li- 
C1-D20  containing 10 mM K4Fe(CN)6. The glass prepared 
from this solution is photolyzed with 254-nm light. The 
photolysis produced electrons from the photooxidation of 
K4Fe(CN)6. The electrons generated react with the solute.

In two cases 8  M NaC104-D 20  glasses were employed 
to produce specific radicals by 0  (OD-) attack. In this 
technique the 8  M NaC104-D 20  glass containing 50 mM 
solute is either 7 -irradiated or photolyzed with 254-nm 
light (in the presence of K4Fe(CN6). Electrons generated 
in this glass are converted to O" by the reaction10

C104- + e- -  CKV + O-

Fremy’s salt (peroxylaminedisulfonate) was employed 
as a standard for g  values and hyperfine splittings (aN =
13.1 G and g  = 2.0056).

Results and Discussion
G lycin e A n h yd rid e (G A ). Electron attachment to GA 

in 12 M LiCl-D20  at 77 K resulted in an ESR spectrum
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Figure 1. First derivative ESR spectra of amino acid anhydrides in 12 
M LiCI-D20  after electron attachment: (A) the glycine anhydride anion 
at 128 K; (B) the abstracted species, radical II, at '75  K (this species 
is formed by warming the glycine anhydride anion to the softening point 
of the glass); (C) the alanine anhydride anion at 150 K; (D) the alanine 
anhydride anion at 160 K after warming to 175 K (a second radical 
was not observed in this case).

consisting o f doublet of 26.7 G further split into 8.5-G 
doublets (g  = 2.0030). The spectrum remains unchanged 
to temperatures near 175 K. The spectrum in Figure 1A 
shows this species at 128 K. This spectrum is assigned to 
the anion radical I.

H D 

I

The two methylene protons which are next to the 
position of high unpaired spin are nonequivalent. One has 
a 26.7-G splitting while the other has a 8.5-G splitting. 
Such splittings are reasonable only for structures in which 
the six-membered ring is somewhat nonplanar. The crystal 
structure shows that the molecule is approximately planar.9 
However, the anion in an aqueous matrix would be likely 
to have a different conformation from the parent com­
pound in a crystal.

The dependence o f /3-proton splitting on the dihedral 
angle (9) between the C-H  bond and the p2 orbital con­
taining the unpaired spin is given by
a = B o p ”  + B 2p n co s 2 9

where Bn and B 2 are constants and p" is the electron spin 
density. 1

The values B 0pw = -3.8 and B2px = 34.6 were found for 
the acetamide anion in an alkaline aqueous glass.12 This 
species is a model compound for the peptide bond and 
therefore GA . Employing these values we find 0l = 20° 
(26.7-G splitting) and d2 =  140° (8.5-G splitting). The 
results are self-consistent in that the difference of 1 2 0 ° is 
that expected for the difference in dihedral angle between 
the methylene protons. Since 6 is expected to be 30° for 
a planar structure, the angle of 2 0 ° suggests only a slight 
bending of the ring.

Warming the anion to 175 K where the glass softens 
resulted in the conversion of the spectrum to that found 
in Figure IB. The spectrum cannot be interpreted in terms 
o f an anion. The spectrum appears to be due to three 
protons with splittings of ca. 19 G (1  H) and 12  G (2  H). 
Resolution of only one o f the small central components 
expected from this interpretation is found. However due 
to the anisotropic effects expected for the proton with the 
19-G splitting, this effect is not surprising. The only

1199

A

Figure 2. (A) The ESR spectrum of the O ' radical at 110 K in 8 M 
NaCI04-D 20 . The arrow marks g = 2.002. (B) The ESR spectrum 
of radical II at 155 K formed by attack of 0~(-OD) on glycine anhydride 
in 8 M NaCI04-D 20.

structure consistent with such a spectrum is that o f radical
II. No couplings to nitrogen are observed.

I I

Radical II has been observed in single crystal work9 and 
the couplings are found to be aa = 16.6 G and aCH2 = 9 G. 
No nitrogen couplings were observed. The agreement in 
splittings is only fair; but considering the broad line width 
in Figure 2A and the differences in matrices, the results 
do add some support to our assignment.

To further verify our assignment, radical II was prepared 
by reaction of -OD with GA. Pulse radiolysis investigations 
of GA have shown that -OH abstracts a hydrogen atom to 
form radical II. 13 In this work hydroxyl radicals were 
produced by the reaction of electrons with C104“ in 8  M 
NaC104. Electrons are generated by the photolysis of 
K 4Fe(CN)6. The reaction of e and C104“ first produces 
O" which likely deuterates as the glass is warmed to 
produce -OD. Figure 2A shows O ' radical at 100 K. Figure 
2B shows the radical produced by attack of the OH (or O ) 
radical on GA. The spectrum consists o f a ca. 19.5-G 
doublet split further by two protons at ca. 13.5 G. The 
spectrum is thus very similar to that found in 12 M LiCl 
and is good evidence for the structure of radical II.

The formation of radical II from the GA anion could 
occur by a number of mechanisms. Considering our 
previous work with peptides the most likely is the 
deamination of the anion to produce ND2COCH2NDC- 
OCH2-. This species could then abstract a hydrogen from 
the parent molecule to produce radical II. The inter­
mediate suggested by this mechanism was not observed. 
Since the glass was soft when the reaction occurred it is 
possible both steps could have occurred rapidly so that the 
intermediate would not have been observed.

In order to better compare the spectrum found here with 
that found in crystalline GA, polycrystalline GA was y -  
irradiated (50 0 0 0  rads) at 77 and at 300 K. To improve 
resolution the labile N -H  protons were exchanged with 
deuterium. The spectra are shown in Figure 3A and 3B. 
The spectrum at 77 K shows a 23-G doublet (possibly of 
an anion radical). Figure 3B is the polycrystalline spec­
trum of radical II (300 K). This species is that previously 
identified in single crystals by Lin and McDowell.9 Our
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Figure 3. (A) The ESR spectrum of polycrystalline glycine anhydride 
7-irradiated and recorded at 77 K. The narrow resonance in the center 
is a background signal. (B) The ESR spectrum of polycrystalline glycine 
anhydride y-irradiated and recorded at 300 K.

spectrum shows an a p p a ren t  24-G doublet split by two 
protons at 8.5 G. However, the single crystal work clearly 
shows a 16.6-G isotropic component of an «-proton 
splitting with two protons at 9 G. It is usually the case 
that the anisotropic effects average so as to give close to 
the isotropic coupling in a powder spectrum. This, 
however, is not true in this case. Lin and McDowell report 
the principle values of the a-proton coupling to be 7.4,15.9, 
and 26.5 G. Thus the apparent 24-G splitting is close to 
the maximum value of 26.5 G. This could result if the line 
width were a function of the orientation so that best 
resolution occurred at Amax and poorer resolution occurred 
at other orientations. Lin and McDowell show spectra 
along each of the principal axis. It was found that the 
resolution is best along Amax. Thus, this provides an 
explanation for the polycrystalline spectrum observed in 
Figure 3A. The angular dependence of the line width is 
likely due to unresolved nitrogen splittings. A max corre­
sponds to a direction in the plane of the radical. This 
corresponds to the A ± nitrogen splitting which is the 

.minimum value. At directions perpendicular to the radical 
■ plane the nitrogen splitting is at its maximum value and 
would contribute to the line width.

A lan in e A n h yd rid e  (AA), Electron attachment to AA 
at 77 K  in 12 M LiCl results in an ESR spectrum which 
consists of a poorly resolved doublet, Figure 1C. Upon 
warming to 175 K the doublet becomes much more well 
resolved, Figure ID. At this temperature the splitting is
23.0 G with g  = 2.0029. A doublet spectrum arising from 
the ft proton is expected for the anion radical III.

The coupling to the methyl group is expected to be quite 
small. Using the same values of B 0p* and B 2p * employed 
for GA we find a 23-G splitting corresponds to 6 =  28°. 
This conformation is near that expected for a planar 
structure (8 =  30°).

The improvement in resolution on warming was not 
found to be reversible upon cooling. This is likely a result

of a permanent change in conformation in the radical. It 
is known that the protonated anion o f the peptide bond 
has a pK a of >13.5.u Thus, it is possible that upon 
warming a deuteration reaction takes place to produce 
structure IV. This structure could then produce the 
conformation shifts which result in improved resolution. 
Alternatively the anion could simply be relaxing to a more 
favored conformation which differs from the parent 
conformation.

Warming of samples beyond 175 K resulted only in a 
loss of signal. No second spectrum was observed. Attack 
of 0 “ or -OD on AA in NaC104 glasses resulted in a 
spectrum whose splittings (two protons at 2 2  G and one 
at 29 G) suggest abstraction from one of the methyl groups. 
Thus, these results provide no evidence for another radical 
as was found for GA.

Comparison to Other Work
Hayon and Simic have shown in an pulse radiolysis 

investigation that the GA and AA anions efficiently 
transferred their excess electron to acceptor molecules. 13 
These authors also found no evidence which suggested a 
second radical as is found in this work for GA in 12 M LiCl 
and in GA powder samples. Their results strongly suggest 
the cyclic peptide anions are relatively stable.

Product analysis of aqueous solutions o f AA and GA 
after radiolysis has shown pyrazine derivatives as prod­
ucts. 15

A comparison of this work with the cyclic peptides, GA 
and AA, with our previous work2 with dipeptides clearly 
shows a greater stability to the anions of GA and AA than 
their analogous dipeptides. This is expected since the 
N-terminal amine group in dipeptides undergoes reductive 
deamination much more readily than secondary amine 
groups. However we also find that the AA anion is more 
stable than the acetylalanine anion.2 This suggests the ring 
structure provides some extra measure of stability for this 
anion.
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Complex formation of benzoylacetylene and phenylacetylene with anisole and a number of methylated anisoles 
has been investigated using NMR techniques. The results obtained using both internal and external referencing 
methods are compared and contrasted. Equilibrium constants are given for the various systems studied. Variable 
temperature studies on the benzoylacetylene-anisole system give a value for the enthalpy of formation of the 
complex.

Introduction
Solute-solvent complex formation in aromatic solvents 

has been the subject o f considerable investigation.1 2 One 
of the principal techniques used in such investigations is 
nuclear magnetic resonance spectroscopy (NMR) in which 
the shift o f the resonance signal of a hydrogen in the solute 
molecule is studied as a function of the concentration of 
the interacting solvent. The aromatic solvent is considered 
to act as an electron donor through its ir orbitals and 
complex formation has been variously attributed to hy­
drogen bonding, it- tt interactions, and dipole-dipole in­
teractions. While the hydrogen, whose resonance signal 
is being used as an indicator and measure of the com- 
plexation, may be specifically involved, this is not essential 
since the complex formation may only incidentally place 
the hydrogen in a position in which its magnetic envi­
ronment is modified. Though the anisoles contain two 
possible centers of electron donation, the ir orbital system 
and the oxygen o f the methoxy group, the former is 
considered to be the more likely donor. However, the 
direction of shift of the solute proton being studied would 
be quite different if one or other of the two donor sites 
dominated, i.e., an upheld shift if the it orbitals of the ring 
were dominant, a downfield shift if the lone pair orbitals 
of the oxygen were dominant.

Theoretical models of complexation involving one or 
more types of complex have been studied in some detail.3 
The following treatment is based on a method devised by 
Landauer and McConnell4 and contains the assumption 
that the amount of the donor solvent in the complexed 
form is always insignificant, under the experimental 
conditions, relative to the uncomplexed donor. The 
chemical shift in hertz (Hz) from the reference of the 
proton resonance signal of the acetylene in pure cyclo­
hexane solvent (“ inert” ) is given as hK. The chemical shift 
in the mixed anisole-cyclohexane solvent is given as o,. 
Then the chemical shift due to complex formation is given 
by <5 = 5a -  <5,. The mole fraction of the donor solvent in 
cyclohexane is given by X B, and 5ABn are the chemical 
shifts, if complexation were complete (at X B = 1) and of 
the form AB„. Here A refers to the acetylene and B to the 
donor solvent. The acetylene compound was always 
present at a concentration low enough to prevent self­
association. The lack of self-association of the benzoyl­
acetylene at the concentrations used has been previously 
verified by dilution studies.5 This allows the elimination 
from our consideration of all AnB m complexes in >  1). The

^Present Address: Velsicol Chemical Co., Ann Arbor, Mich.

most likely general model for complexation in the systems 
studied is of the form:

A  + B ^  AB 

K x = (A B )/(A )X B

A B „_! + B AB„

K n = (A B n )/Kn_ l( A ) X Bn

Then, if (A ) 0 represents the total amount of A present: 

(A ) 0 = ( A ) +  2  (A B fe)
k = 1

therefore

(A)o = (A ) + 2 K kK k _ x( A ) X Bk ,
k = 1

The observed chemical shift can be decomposed as follows:

(A )05 = (A B fe)5ABfc = IE  ̂K kK k _ i(A )X Bfe5ABft 

therefore

2 K kK k ]X Bkb Ali
k = i n

6 = ----------n-------------------  (1 )
1 4- 2 K kK k ^ X J

k ~ 1

where K 0 =  1 . For the particular case of a 1:1 AB complex 
or a combination of an AB and AB2 complex the respective 
equations are:

X ]X b5 ab 
1 + K xX b

( 2 )

and
_  K xXB8AB +  K 2K xX B 5 a b

1 + X,XB + k 2k xxb2 ( ]
The unknown K n's and 5ABn’s can then be evaluated using 
the experimental <5’s and X B's and nonlinear least-squares 
analysis.

The vast majority of studies of complex formations using 
NMR have utilized an internal reference such as chlo­
roform, tetramethylsilane, or cyclohexane. Internal ref­
erencing has the advantage of simplicity and also elimi­
nates the need to make corrections for bulk magnetic 
susceptibility differences. The assumption is of course that 
the resonance signal of the internal reference does not vary 
significantly with change in the solvent. Where the shifts, 
due to complex formation, are very large (of the order of
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hundreds of hertz), variation in the position of the internal 
reference is not critical but where the complex formation 
shifts are small, as in the systems studied here, this 
variation in the internal reference position can be sig­
nificant. Tetramethylsilane, cyclohexane, and chloroform6'' 
have been shown to undergo significant shifts as a function 
of the composition of the solutions in which they are 
present. Becker6 has shown that internal references should 
be avoided where possible in studying systems containing 
high concentrations of aromatics. Laszlo8 and Rummens® 
have also considered problems associated with the use of 
an internal reference and have suggested methods by which 
shifts, independent of the internal reference, could be 
obtained.

When external referencing is employed, in which coaxial 
tubing is used for both sample and reference, corrections 
have to be made to the measured chemical shift for dif­
ferences in magnetic susceptibility between the reference 
and the sample. This is given by10

5 = 5 0 + (4)

where AX = X r -  X s is the difference in bulk magnetic 
susceptibilities of the reference and the sample. Published 
values of bulk magnetic susceptibilities are available11,12 
for a large number of solvents and those not so available 
can be determined either experimentally13,14 or theoreti­
cally. 15,16

Experim ental Section
Benzoylacetylene (Cf)H5CO C=CH ) was prepared by the 

chromic acid oxidation of l-phejrylprop-2 -yn-l-ol using a 
method devised by Bowden et al.1, giving a product which 
upon multiple sublimation yielded a white solid mp 
4 8  48.5 °C. The phenylacetylene and all o f the anisoles 
were obtained commercially, dried, and fractionally dis­
tilled before use. All o f the investigations were carried out 
at an acetylene concentration of 0.2 M, this concentration, 
being low enough to prevent self-association. The solvent 
ranged from pure cyclohexane through 0.9 mole fraction 
anisoles in cyclohexane. NMR spectra were obtained on 
a Varian HA-100 spectrometer equipped with a variable 
temperature probe. The ambient temperature runs were 
carried out at 30 ±  2 °C. The variable temperature runs 
on the benzoylacetylene-anisole system were carried out 
at a series of controlled temperatures ranging from 2 0  to 
60 °C. For the internal reference runs cyclohexane was 
used both as the inert solvent and as the internal reference 
and the acetylenic proton resonance signal was determined 
five times for each solution. The external reference ex­
periments were carried out using coaxial tubing with 
tetramethylsilane being used as the external reference. 
Here the cyclohexane proton resonance signal is measured 
relative to that of the external reference and the shifts 
observed for the acetylene proton resonance signal using 
the internal referencing technique are adjusted for the 
observed variation in the cyclohexane signal. The un­
certainty in chemical shift measurements was better than 
±0.2 Hz.

Results
Tables I and II give the ambient temperature, external 

reference results for benzoylacetylene and phenylacetylene 
in anisole and a variety of methylated anisoles. Table III 
compares the results for benzoylacetylene and phenyl­
acetylene in anisole using internal and external references. 
Table IV summarizes the values for K  for these systems 
and indicates the uncertainties in the K ’s and the fit 
between theory and experiment using the sum of the
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TABLE III: Chemical Shifts (Hz) of the Ethynyl Proton 
in Benzoylacetylene and Phenylacetylene in Anisole Using 
Internal and External References

Internal reference“ External reference6

Mole Benzoyl- Phenyl- Benzoyl- Phenyl-
fraction acet- acet- acet- acet-
(Xb) ylene ylene ylene ylene
0.05 3.66 -0.75 6 . 0 1 1.60
0 . 1 0 6.40 -1 .90 10.69 2.39
0.15 6.79 -2 .92 12.51 2.80
0 . 2 0 7.82 -3 .90 15.77 4.05
0.25 7.83 -5.01 17.55 4.71
0.30 8.46 -5 .93 20.03 5.64
0.35 8.06 -7 .05 20.95 5.90
0.40 8.36 - 8 . 2 2 23.20 6.62
0.45 7.64 -9 .44 24.33 7.25
0.50 7.34 -10.73 25.87 7.80
0.55 6 . 8 6 -12.03 27.02 8.13
0.60 6.39 -13.40 28.53 8.74
0.65 5.52 -14.75 29.36 9.09
0.70 4.50 -16.26 30.55 9.79
0.75 3.93 -18.11 31.55 10.55
0.80 2.23 -19.46 32.49 10.82
0.85 0.75 - 2 1 . 1 1 33.14 11.28
0.90 0.44 -22.94 35.01 11.63

“ Cyclohexane. b TMS. Positive shift is an upfield * 
shift, negative shift is a downfield shift.

Figure 1. Concentration dependent shifts for benzoylacetylene, 
phenylacetylene, and cyclohexane in anisole-cyclohexane solutions: 
(□ ) benzoylacetylene using internal reference; (O) ohenylacetylene 
using internal reference; (A) cyclohexane relative to TMS as external 
reference; (■ ) benzoylacetylene using external reference; ( • )  phe­
nylacetylene using external reference.

squares of the residuals. Figure 1 shows the variation of 
the chemical shifts for benzoylacetylene and phenyl­
acetylene relative to both the internal and external ref­
erence and the variation of the cyclohexane resonance 
signal relative to the external reference for a solvent 
composition ranging from pure cyclohexane to 0.9 mole 
fraction anisole in cyclohexane. The solid lines associated 
with the externally referenced data are the theoretical 
curves. Table V lists the equilibrium constants for the 
anisole-benzoylacetylene system over the temperature 
range 20-60 °C, the uncertainties in the K 's, and fit be­
tween theory and experiment, along with the enthalpy of 
formation of the complex and Figure 2 illustrates the 
chemical shifts relative to the external reference and

The Journal o f Physical Chemistry, Vol. 81, No. 12, 1977



1204 W. C: Appleton and J. Tyrrell

TABLE IV : Equilibrium Constants0 and Sum of Squares of Residuals (Xjq2) for Benzoylacetylene and Phenylacetylene in 
Various Anisoles

Active solvent

Benzoylacetylene Phenylacetylene

K V. r .2— r i K 51- r*.2 ^l' l

Anisole 1.39 ± 0.01 18.2 0.84 ± 0.04 4.91
2-Methylanisole 1.98 ± 0.05 31.4 0.92 ± 0.02 1.75
3-Methylanisole 3.01 ± 0.43 15.1 b
4-Methylanisole 4.13 ± 0.15 24.3 b
2,3-Dimethylanisole 3.65 ± 0.03 3.08 1.76 ± 0.04 2.92
2.4-Dimethylanisole 2.80 ± 0.05 21.4 0 . 8 8  ± 0 . 0 2 3.97
2 ,6 -Dimethylanisole 3.60 ± 0.04 7.42 1.74 ± 0.05 3.41
3,4-Dimethylanisole 4.29 ± 0.12 9.65 3.39 ± 0.16 4.41
3,5-Dimethylanisole 2.16 ± 0.06 7.29 1.38 ± 0.08 4.32

0 (Mole fraction)"1. b Shifts too small for reliable data.

TABLE V : Equilibrium Constants and Sum of Squares of
Residuals (Sir;2) at Various Temperatures for the 
Benzoylacetylene-Anisole System

Equilibrium
Temp, constants

°C (mole fraction)" '

20 1.50 t  0.06 15.8
30 1.39 ± 0.01 18.2
40 1.30 t  0.04 8.63
50 1.19 ± 0.04 6.45
60 1.13 ± 0.06 9.88

- a H =  1.4 kcal/mol

corrected for bulk magnetic susceptibility differences at 
tfee different temperatures. Table VI lists the chemical 
shifts of cyclohexane relative to the external reference for 
the various anisoles.

Discussion
The results obtained for benzoylacetylene and phenyl­

acetylene using the internal referencing technique could 
, be interpreted, purely qualitatively, as suggesting in the 
latter case, since the shifts are all downfield, that complex 
formation exists between the acetylene and the oxygen of 
the methoxy group and in the former case that perhaps 
a combination of the two possible donor sites was involved. 
When an attempt was made to fit the phenylacetylene data 
using a variety of mathematical models and nonlinear 
least-squares methods no convergence could be obtained 
for any of the systems studied. With the benzoylacetylene 
data, where (Figure 1) the shift is first upfield and then 
reverses itself, attempts were made to fit the data using 
a model of the form given in eq 3 with, in some cases, a 
fair degree of success. For example, in the case of the 
anisole-benzoylacetylene system, we obtained K x = 1.65 
±  0.84, K 2 = 5.48 ±  6.42, and ¿ ¡ r ,2 = 73.03 using the 
internal reference data in Table III. However, in a number 
of instances no reasonable fit could be obtained and there 
was little evidence of consistency within the series of 
anisoles studied.

Figure 2. Temperature dependent chemical shifts for the benzoyl- 
acetylene-anisole system using an external reference.

When the proton resonance signal of the cyclohexane 
was studied as a function of changing solvent composition 
using the external reference it was observed that in all 
cases the cyclohexane signal shifted upfield (in the order 
of 30 Hz at 0.9 mole faction donor in cyclohexane). This 
increasing upfield shift with increasing concentration of 
aromatic solvent is not reasonably attributable to specific 
complex formation, there being no donor or acceptor 
characteristics normally associated with cyclohexane. In 
fact cyclohexane is generally considered as a suitable 
“ inert” solvent for such complex formation studies. The 
other more reasonable alternative relates to the changing

TABLE VI: Chemical Shifts of Cyclohexane (Hz) Relative to External Reference in Various Anisoles
Mole fraction of active solvent (XB)

Active solvent 0 . 1 0 . 2 0.3 0.4 0.5 0 . 6 0.7 0 .8 0.9
Anisole 4.29 7.95 11.57 14.84 18.53 22.14 26.05 30.26 34.57
2-Methylanisole 3.77 7.39 10.51 14.13 16.76 2 0 . 0 0 23.38 26.75 30.48
3-Methylanisole 3.44 6.16 8.70 11.29 13.79 16.19 18.62 21.24
4-Methylanisole 3.12 5.93 8.43 10.58 13.10 15.50 17.78 20.49 23.45
2,3-Dimethylanisole 3.52 7.22 10.91 13.76 16.40 19.10 21.67 24.81 27.47
2,4-Dimethylanisole 2.90 6.48 10.05 13.32 16.61 19.67 22.98 26.14 29.37
2,6-Dimethylanisole 4.31 7.90 10.91 14.72 17.77 21.03 23.78 26.93 29.51
3,4-Dimethylanisole 4.80 8.42 11.33 14.51 17.67 20.71 23.20 26.21 29.30
3,5-Dimethylanisole 3.61 7.89 11.23 14.01 17.36 20.39 23.00 25.86 29.58
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magnetic anisotropy of the solvent with increasing anisóle 
content. It should be noted that for a particular anisóle 
solvent system the observed shifts in the cyclohexane 
resonance signal»; are independent of the acetylenic 
compound being studied.

When the shift of the cyclohexane resonance signal is 
taken into account a considerable degree of simplification 
results for both the benzoylacetylene and phenylacetylene 
data for all anisóle systems studied. Both acetylenes now 
show a regular upfield shift in their acetylenic proton 
resonance signal with increasing donor solvent composition, 
the benzoylacetylene shifts being much larger than the 
phenylacetylene shifts. It can readily be seen that the 
reason for the somewhat unusual appearance of the 
benzoylacetylene curve using the internal referencing 
technique is that while the variation of the chemical shift 
of cyclohexane with composition is close to linear the 
variation in the chemical shift of the acetylenic proton 
signal (external reference) is initially greater but tends to 
level o ff at higher concentrations. On the other hand in 
all cases the phenylacetylene shift (external reference), 
while following the same pattern as the benzoylacetylene 
(external reference) shifts, is significantly smaller than the 
cyclohexane shifts leading to an increasingly negative shift 
pattern (downfield) when viewed using the internal ref­
erence. All o f the data can now be reasonably interpreted 
in terms of a 1:1 AB type complex using the model given 
by eq 2. The equilibrium constants obtained using 
phenylacetylene are, in all cases, less than those obtained 
for the benzoylacetylene complexes in line with the fact 
that the ethynyl proton in benzoylacetylene is more 
“ acidic” than in phenylacetylene. The results obtained, 
particularly for the benzoylacetylene, are in reasonable 
agreement with” what we would expect from a consideration 
o f the steric, inductive, and resonance effects in the various 
methylated anisóles. 18 Considerable caution needs to be 
used in interpreting the phenylacetylene data in that, 
although the data do fit the 1:1 complex model reasonably 
well, the magnitude of the shifts is less even than those 
observed for the “ inert” solvent cyclohexane. There is, 
therefore, the possibility that what we are observing in the 
phenylacetylene systems is not in fact specific complex
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formation but an effect due to the changing magnetic 
anisotropy of the solvent.

The results obtained for the variable temperature runs 
on the benzoylacetylene-anisole system as shown in Table 
V and Figure 2 would appear to support the belief that 
complex formation is present in this system. There is a 
regular change in equilibrium constants over the tem­
perature range 20 to 60 °C and the Van’t Hoff plot gives 
an excellent linear plot giving a value for -AH = 1.4 
kcal/mol which indicates a very weak complex. Attempts 
to obtain similar data for the phenylacetylene systems were 
abandoned when no regular pattern of behavior with 
temperature could be obtained.

The results obtained here clearly indicate the need to 
be careful in the use of an internal reference in complex 
formation studies. In the situation considered here such 
a use can lead to misleading interpretations and the use 
of an external reference becomes imperative.

References and Notes
(1) M. D. Johnston, F. P. Gasparro, and I. D. Kuntz, J. Am. Chem. Soc., 

91, 5715 (1969).
(2) P. Laszlo in “Progress in NMR Spectroscopy”, Vol. Ill, J. W. Emsley,

J. Feeney, and L. H. Sutcliffe, Ed., Pergamon Press, London, 1967, 
Chapter 6.

(3) I. D. Kuntz and M. D. Johnston, J. Am. Chem. Soc., 89, 6008 (1967).
(4) J. Landauer and H. McConnell, J. Am. Chem. Soc., 84, 1221 (1952).
(5) J. C. D. Brand, G. Eglinton, and J. Tyrrell, !J. Chem. Soc., 5914 (1965).
(6) E. Becker, J. Phys. Chem., 63, 1370 (1959).
(7) J. R. Zimmerman and M. R. J. Foster, J. Phys. Chem., 61, 282 (1957).
(8) E. M. Engler and P. Laszlo, J. Am. Chem. Soc., 93, 1317 (1971)..
(9) F. H. A. Rummens and R. H. Krystynak, J. Am. Chem. Soc., 94, ;

6914 (1972). ;",
(10) J. W. Emsley, J. Feeney, and L. H. Sutcliffe, “High Resolution Nuclear f  

Magnetic Resonance Spectroscopy”, Pergamon Press, Oxford, 1965, ' ' 
p 260.

(11) J. W. Emsley, J. Feeney, and L. H. Sutcliffe, ref. 10, Appendix C.
(12) R. C. Weast, “Handbook of Chemistry and Physics”, 52nd ed, The 

Chemical Rubber Co., Cleveland, Ohio, 1971.
(13) H. J. Bernstein and K. Frei, J. Chem. Phys., 37, 1891 (1962).
(14) C. J. Lussan, Chim. Phys., 61, 462 (1964).
(15) H. Suhr, “Anwendungen Der Kernmagnetischen Resonanz in Der 

Organischen Chemie”, Springer-Verlag, Berlin, 1965.
(16) J. Landolt-Bornstein, “Zahlenwerte and Functionen”, Springer, Berlin, 

1951.
(17) K. Bowden, I. M. Heilbron, and B. C. L. Weedon, J. Chem. Soc.,

39 (1946).
(18) K. S. Dhami and J. B. Stothers, Can. J. Chem., 44, 2855 (1966).

Proton Magnetic Resonance Study of Ion Hydration in Acetone

H. Fukui,* K. Miura, T. Ugai, and M. Abe

Kitami Institute of Technology, 165 Koencho, Kitami 090, Japan (Received December 6. 1976)

Association constants and hydroxyl proton NMR shifts have been measured for one-to-one complexes in acetone 
of diamagnetic cations and anions with water. These values indicate that the complex shifts of metal salts 
are dominated by metal ions and relatively unaffected by anions, whereas the association constants are greatly 
affected by anions. The relationship between the association constant and the ionic radius, and that for the 
complex shift, were investigated. Relationships were found for alkali and alkaline earth metal ions, but not 
for other cations and anions.

Introduction
Water proton magnetic resonance (XH NMR) chemical 

shifts produced by diamagnetic salts in aqueous solution 
have been used to study the effects of electrolytes on the 
structure of water and the nature of solute-solvent in­
teraction. 1“7 In dilute solutions the observed shift was 
related to the aqueous molal salt shifts.8 According to

Shoolery and Alder,1 the chemical shift produced by ions 
in aqueous solution is the sum of at least two factors: (i) 
polarization of water molecules and (ii) structure breaking 
of the water hydrogen-bonded network. The interaction 
between a cation and a water molecule through the oxygen 
atom produces a shift in electron density away from the 
protons, leaving them less shielded. Therefore, relative
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to pure water, the resonance occurs at a lower field 
strength. It was also reasoned that the interaction between 
an anion and a water molecule would produce the same 
effect due to the attraction of the proton for the anion; the 
electron density around the hydrogen atom again being 
shifted toward the oxygen atom owing to repulsion. One 
must also consider the case in which the water proton 
might become embedded in the electron cloud of a large 
anion, thereby becoming more shielded and resonating at 
a higher field relative to pure water. These effects would 
constitute the polarization shift by a salt. Ions breaking 
the water hydrogen-bond structure would produce high- 
field shifts due to the increased electron density around 
the protons. The polarization effect and the structure­
breaking effect produce generally shifts in the opposite 
direction, and are of the same order of magnitude.

If we want to investigate the mechanism of the shielding 
change due to the hydration of ions, it is desirable to 
separate the above two contributions. Therefore, we have 
focused attention on the magnitudes of the shifts produced 
by the polarization effect alone. In order to eliminate the 
structure-breaking effect, it is necessary to observe the 
water proton chemical shifts induced by salts in an inert 
solvent.9“ 11 If the structure-breaking effect is negligible, 
or it can be evaluated, then the direct salt-molecular 
polarization shift is accessible to experimental observation. 
If we use solutions of extremely low water content to 
eliminate water to water hydrogen bonding, the struc- 

• ture-breaking effect would be negligible. Then we have 
to use time averaging of the water proton signal to observe 
chemical shift changes. In order to avoid this cumbersome 
measurement, we may observe the chemical shift at an 
appropriately low water concentration, and correct the 
observed polarization shift by adding the dilution shift to 
the zero concentration shift. Moreover, it is possible to 
observe a favorable one-to-one complex formation at low 
water concentrations in an inert solvent.9,10 The 1:1 
complex formation allows us to analyze the chemical shift 
changes and obtain the polarization shift and equilibrium 
constant. Stockton and Martin10 observed and analyzed 
the 1 :1  association of several metal ions with a water 
molecule in 0.1 M water-acetonitrile solutions at room 
temperature. They obtained the polarization shifts and 
hydration constants of Li+, Na+, Mg2+, Ca2+, Sr2+, and Ba2+ 
in acetonitrile. Benoit and Lam11 used similar experi­
mental conditions and estimated the polarization shifts and 
the water association constants of Cl“, N 0 3“, Li+, Na+, and 
Ag+ in several dipolar aprotic solvents.

It is known that the molal salt shift can be written as 
the sum of the individual cation and anion molal shifts.1 
The salt shifts were divided into individual ion values, 
assuming some value for one ion to be used as a stand­
ard.8,12 14 However, there have not yet been any studies 
o f the additivity of the polarization salt shift. Stockton 
and Martin10 and Benoit and Lam11 used perchlorate and 
tetraethylammonium salts to minimize counterion con­
tributions. It is of fundamental importance to know how 
the extent of hydration is affected by the counterion. In 
this paper, we will report on the polarization shifts and 
the hydration constants of various ions, and discuss the 
additivity of the former. We will also investigate a re­
lationship between the polarization ion shift and the ionic 
size and the hydration constant.

Stockton and Martin10 used acetonitrile as an inert 
solvent. It is available in perdeuterated form, which does 
not obscure the spectral region of interest. We have used 
acetone as an inert solvent and it does not overlap the 
water proton signal. Fratiello et al. 15 indicated that the
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solvating ability of acetone is comparable to that of 
acetonitrile. From this fact, it is inferred that acetone is 
as inert as acetonitrile. The water concentration was kept 
as low as possible (0.1 M) to minimize water to water 
hydrogen bonding, and the water proton shielding was 
observed as a function of salt concentration.

A n a lysis  o f  th e  O bserved  S h ift. Our approach to the 
problem was the measurement o f the XH NMR chemical 
shift of water in acetone, relative to some reference, as a 
function of concentration of added salt. Only one water 
!H NMR peak was observed in these solutions, indicating 
that exchange of H20  molecules occurs so rapidly from one 
state to another that the observed chemical shift is an 
average of all the states. It is impossible however to know 
exactly all the states. For simplicity we consider only two 
states o f water: the free and complexed forms. We 
consider only the reaction
IS„ + H20 ^ IS „_ ,H 20 +  S (l)

where I and S are an ion and a solvent (acetone in our 
experiment) molecule, respectively.16 We assume the 
following in eq 1 : (i) either the cation or the anion con­
tributes to the complex formation with H20  and (ii) one 
water molecule exchanges with one solvent molecule. The 
observed shielding constant <j is given by the equation

[F] J C \
(2)

where W 0 is the initial concentration of H20  (0.1 M in this 
experiment), [F] and [C] are the equilibrium concentra­
tions of the free and complexed water, respectively, and 
o-F and oc are the characteristic shielding constants of those 
forms of water. The concentration o f solvent is so large 
that it is constant in eq 1 . The equilibrium constant, K , 
of reaction 1 is given by

K  =
[C ]

( h - [ C ] ) ( W u -  [C ]) (3)

where 70 is the initial concentration of the reactive ion. We 
define the complex shift, Ac, as

Ac -  o c  aF (4 )

Equations 2 and 4 yield

[C ]
o = o F + — Ac (5 )

At the limit of high concentration of the ion, a -  a? is equal 
to the complex shift, Ac. Analyses of the observed shifts 
were performed using a computer simulation method17 
preferred by one of the authors (H.F.). Analyses of the 
data yielded sufficiently reliable values of K  and Ac . The 
mechanism of the shielding change as pictured here is 
undoubtedly over-simplified; nevertheless, it provides a 
tentative working scheme which appears to be in agree­
ment with the facts available.

Experimental Section
M aterials. Wako Pure Chemicals acetone was distilled 

twice from a freshly dehydrated 4 Á molecular sieve. The 
residual water concentration in the acetone thus obtained 
was about 0.004 M. Tetramethylsilane (TMS) was added 
before the sample preparation to serve as a 4H NMR 
internal reference.

Water was distilled and passed over cation- and an­
ion-exchange resins.

Calcium and strontium perchlorates were hexahydrates; 
they were dehydrated by heating at 100 °C under vacuum
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Figure 1. Dilution curve for the water proton chemical shift in acetone.

pumping, gradually increasing to 200 °C over several days. 
Lithium, sodium, magnesium, and barium perchlorates 
were obtained labeled “ anhydrous” and were dried by 
heating at 200 °C under vacuum pumping.

The lithium and calcium thiocyanates obtained were 
anhydrous and trihydrate, respectively; they were dehy­
drated by heating at 1 0 0  °C under vacuum for 48 h.

Calcium nitrate was in the tetrahydrate form; it was 
dehydrated by heating at 125 °C under vacuum for 48 h. 
Lithium nitrate was obtained labeled anhydrous and was 
dried by heating.

The lithium iodide obtained was labeled anhydrous, 
however it contained traces of water. Attempts to de­
hydrate it by heating under vacuum yielded a sample 
containing a slight amount of water. Lithium bromide was 
monohydrate; it was dehydrated by heating at 190 °C 
under vacuum for 24 h.

The zinc, mercuric, stannous, and antimony chlorides, 
and cadmium iodide that were obtained were labeled 
anhydrous and were dried by heating.

The NMR spectrum of the reagent grade tetra-n- 
butylammonium chloride showed a slight impurity signal. 
The salt was dissolved in a small volume of CC14, then 
precipitated by adding cyclohexane. The salt so obtained 
was then dried by pumping and found by XH NMR to be 
free of impurities. The tetra-n-butylammonium bromide, 
iodide, and perchlorate were used as received, since no 'H 
NMR impurity signals (dissolved in acetone) were ob­
served.

Solutions of 0.1 M water-acetone, with varying salt 
concentrations over the range 0 to about 1 M, were pre­
pared. All samples were made up gravimetrically.

]H  N M R  S p ectra . All spectra were obtained on a 
Hitachi R-20A spectrometer (permanent magnet, 60 MHz). 
All measurements were made at 34 ±  1 °C. Upheld shifts 
were taken as positive.

Results and Discussion
(A) D ilu tion  S h ift o f  W a ter  in A ce to n e . The dilution 

shift of water in acetone from 0.1 M to zero concentration 
was estimated. Figure 1 shows the concentration de­
pendence of the water proton chemical shift in acetone 
from 0.01 to 0.25 M. The region below about 0.15 M is very 
nearly linear. It is evident that extrapolation to infinite 
dilution gives 0.02 ppm as the dilution shift at 0.1 M water 
concentration. It is apparent that this value is within the 
experimental and analytical uncertainty of the complex 
shift, Ac , so we neglected the correction due to the dilution 
shift. We may assume that the complex shift, Ac, obtained 
in 0.1 M  water-acetone solution, is equal to the polarization 
shift.

(B) C ation  S hifts in M eta l P erch lora te Solutions. The 
chemical shifts of the water proton signal in the alkali and
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Figure 2. 1H NMR shifts of the water proton in acetone solutions 
containing 0.1 M water and varying concentrations of UCIO4: solid curve, 
simulated; circles, observed.

TABLE I: Equilibrium Constants, K  (M_1), and 
Polarization Shifts, A c  (ppm), of Alkali and Alkaline Earth 
Perchlorates in Acetone at 34 °C, with the Results 
Reported in Ref 10

Salt K, ¿C, PPm<! s,c ppm
LiC104 12 14b -1.85 -1 .4 8 6 0.024
NaClO, 2.8 2.3b -0 .90 -0 .8 9 6 0.007
Mg(C104)2 Large Large6 -3 .36 -2 .9 8 b
Ca(C104)2 48 1516 -2 .33 -2 .1 7 6 0.076
Sr(C104)2 26 456 -1 .67 -1 .7 5 6 0.039
Ba(C104)2 6.0 16b -1 .46 -1 .5 4 6 0.009

a A  positive sign indicates increased nuclear shielding.
6 Reported by Stockton and Martin10 in acetonitrile at 35 
°C. c The standard deviations between observed and cal­
culated shieldings: s = (£;n(aobsd -  a ^ ^ y / n )1'2.

alkaline earth perchlorate solutions were measured as a 
function of salt concentration. As an example, the effect 
of LiC104 on the water proton signal in acetone is shown 
in Figure 2 , with the simulated curve. Agreement between 
the observed and calculated shieldings, except for the 
water-magnesium complex, were so good that the as­
sumption of 1:1 association was confirmed. We assume 
here that the perchlorate ion is inert and only a metal ion 
forms a complex with a water molecule. The equilibrium 
constants, the complex shifts of cations, and the standard 
deviations between observed and calculated shieldings, 
obtained by least-squares computer simulation, are listed 
in Table I with the results reported by Stockton and 
Martin.10 The water-magnesium system showed evidence 
of multiple water-ion association at low salt concentra­
tions, in which a large discrepancy occurred between the 
observed and simulated shieldings. The equilibrium 
constant for this system is listed as “ large” since it could 
not be determined from the concentration dependence of 
the shift.

It is evident from Table I that ions of smaller size or 
larger charge have larger equilibrium constants and 
complex shifts. This will be discussed later (section E). 
It is shown that the polarization shifts obtained in acetone 
are in agreement with those in acetonitrile.10 Stockton and 
Martin10 have asserted that cation-induced shifts should 
be independent of the solvent. Our experiments support 
this assertion. However, the equilibrium constants in 
acetone are smaller than those in acetonitrile which seems 
to indicate that the solvating ability of acetone is slightly 
greater than that of acetonitrile.

(C) A n io n  S h ifts  in  T etra -n -b u ty la m m on iu m  Salt 
S olu tion s. In order to obtain the values K  and Ac for 
anions, the chemical shifts produced by tetra-n-butyl- 
ammonium halides and perchlorate were measured. In this 
case the tetra-n-butylammonium ion should be inert and
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TABLE II: Equilibrium Constants and Polarization Shifts 
of Tetra-n-butylammonium Halides and Perchlorate 
in Acetone at 34 °C

K ,
Salt M -‘ ppm s, ppm

(n-C4H9)4NCl .12 - 0.75 0 .0 1 6
(n-C,H„).NBr 4.1 - 0.48 0 .0 05

)a NI 6.9 - 0.06 0.002
(n-C4H9)4NC104 8.7 - 0.03 0.001

TABLE III: Anion Dependences of the Equilibrium
Constants and Polarization Shifts of Lithium and Calcium
Salts in Acetone at 34 °C

Cation Anion K, M-' AC, ppm s, ppm

Li* c io 4- 12 -1 .85 0 .0 24
Li+ SCN~ 6.2 - 1.87 0 .0 32
Li* NO," 4.6 -1 .92 0 .0 1 9
Li* Br- 25 - 1.86 0 .0 5 6

.' Li* I- 27 ° - 1 . 88 ° 0 .0 5 0
’ Ca2* c io 4- 48 - 2.33 0.076

Ca2* SCN- 27  * - 2.34 0 .0 6 0
Ca2* N O / 11 - 2.22 0.010

a Lithium iodide contained a slight amount of water.

only an anion will form a complex with H 20 . The equi­
librium constants and the complex shifts of anions were 
determined, and are listed ijpTable II. The polarization 
shifts of Cl” and Br” are somewhat large, but those of I” 
and C104” are very small. rf  he equilibrium constants show 
a less regular variation. From the polarization shifts, it 
is inferred that I” and C l04” do not associate with water, 

"but Cl” and Br” do v/eakly. It is apparent from Ac for 
(n-C4H9)4NC104 that both the- perchlorate and tetra-n- 
butylammonium ions are inert.

(D) A n ion  E ffec ts  on  K  a n d  Ac o f  M eta l Salts. It is 
reported that the molar salt shift is the sum of the in­
dividual ion values. However, at present no reports are 
available on the additivity o f the polarization shift, so we 
have attempted to study this additivity. It is desirable to 
investigate the complex shifts of salts having various anions 
for a specific cation or vice versa. The kinds of salts 
studied were limited by the solubilities of salts and the 
difficulty in obtaining anhydrous salts. We report here 
on lithium and calcium salts. The results are listed in 
Table III. In these experiments, both the cation and anion 
may contribute to complex formation with water. Nev­
ertheless by assumption (i) in the analysis section, it was 
possible to simulate the observed chemical shifts by as­
suming only one reaction. This means that either cation 
or anion is bound to water.

The anion dependences of the equilibrium constants and 
polarization shifts, given in Table III, are very interesting. 
The polarization shifts in Table III show little variation 
with the anion. For a given cation, all the salts have shown 
the same polarization shift within the uncertainty of the 
measurement. It seems that the polarization shift of a 
metal salt is primarily determined by the metal ion and 
the anion has a negligible effect on it. Notwithstanding 
the limited data, it is reasonable to suppose that a water 
molecule forms a complex with a metal ion, but not with 
an anion. However, the equilibrium constants are greatly 
affected by the anions which seems to contradict the 
results for the polarization shifts. We cannot explain 
exactly the differences in K  values. We can only attribute 
these differences to (i) failure to maintain constant ionic 
strength and (ii) the interaction between the cation and 
anion spheres.

(E) C orrela tion  with C rystal Radius. The values of the 
equilibrium constants and polarization shifts in Table I 
show that they are closely related to the ionic sizes and
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Figure 3. Relationship between the observed cation-water association 
constant and the electrostatic potential for the alkali and alkaline earth 
metal ions.

( -  q /aJ ,,2x 102 ,
Figure 4. Relationship between the observed cation-water complex 
shift and the crystal radius for the alkali and alkaline earth metal ions.

ionic charges of the cations. This suggests that K  and Ac 
of the alkali and alkaline earth metal ions are determined 
by the electrostatic interaction between the ion and a water 
molecule. Figure 3 shows a plot of log K  against q/r, in 
which q is the ionic charge and r is the ionic crystal radius. 
If, as is usually the case, the entropy changes of reaction 
1 are either constant or proportional to the enthalpy 
changes, then log K  should be linear in the electrostatic 
potential, q/r. Figure 3 indicates that such a relationship 
does hold.

We have investigated the dependence of the shifts on 
the electrostatic field of the cations. Assuming, for 
simplicity, that Ac is proportional to the electrostatic 
field,18 the shift may be described as follows

A c  =  ~ A q / { r + c ) 2 ( 6 )

where r + c is the distance from the ion center to the 
hydroxyl proton, and A is a proportionality factor. 
Equation 6  yields

r = A 1,2( - q / A c ) ' 12 -  c  (7)

If the shifts are proportional to the field, then r, the crystal 
radius, should be linear in (-<?/Ac)1/2. Figure 4 shows that 
such a relationship does hold for Ac in Table I. From the 
slope and intercept of the best straight line, we obtained 
A  = 0.45 X 10” 12 cm2 esu”1, and c = 0.44 A.

In order to examine further the correlation of K  and Ac 
with the crystal radius, we measured K  and Ac of metal 
ions other than alkali and alkaline earth metal ions. The 
results shown in Table IV indicate clearly that the linear 
relations, which were exhibited in Figures 3 and 4, do not 
hold any longer for cations other than the alkali and al-
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TABLE IV: Equilibrium Constants and Polarization 
Shifts of Various Cations Other Than the Alkali and
Alkaline Earth Metal Ions in Acetone at 34 °C
----  ■ ------------------------------------------------------------___________________________________

Cation Salt K ,  M' 1 Ac , ppm s, ppm
Zn2* ZnCl, 18 -4 .25 0 . 0 2 0
Cd2* Cdl2 1 0 -3 .44 0.024
Hg2* HgClj 0 . 2 1 -5 .45 0.039
Sn2* SnCl, 1 1 -5 .28 0.030
Sb3* SbCl, 0.36 -5 .49 0.017

kaline earth metal ions. From similar plots for the anion 
shifts in Table II, it appears that there are no relationships 
among r, Ac, and K.  We conclude that K  and Ac of the 
alkali and alkaline earth metal ions can be explained in 
terms of the electrostatic effect of the ion. However, those 
of the other cations and anions cannot be explained by the 
electrostatic model. This reflects the following: (i) the 
importance o f covalent interactions for these ions and (ii) 
the possibility of ion pairing which is common to ions of 
small size and large charge.
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A semiempirical method is used to calculate V0 the ground state energy of an excess electron in various polar 
and nonpolar rigid solvents. The following two conclusions are drawn: (1 ) The previously reported variations 
of the ionization threshold energy of a solute with some properties of the liquid or solid solvent originate from 
correlative variations of V0. (2) Vn is found to decrease when the polarity (t9tal) of the matrix increases. Such 
a systematic trend describing solvated electrons is not accounted for by present theoretical models which might 
need revision.

Introduction
Investigating excess, quasi-free electrons in liquid and 

solid rare gases, Jortner and Raz1 have expressed the 
ionization potential (7liq and 7sol) of an impurity molecule 
A in a liquid or solid solution by
fiiq,7soi=7g + ^  + W ( 1 )
where 7g is the gas phase ionization potential of A, P+ the 
polarization energy of the medium by the positive ion A+, 
and V0 the ground state energy of the excess electron.

Such a linear relationship between 7liq and V0 seems to 
hold also for a common solute in a series of liquid hy­
drocarbon solvents,2 systems for which both quantities 
were independently determined.

So far, attempts to measure V0 directly in polar or 
nonpolar glassy matrices have failed.3 However, V0 can

be estimated by an indirect method using eq 1 , measured 
values of 7S0|,4,5 and calculated values of P+1,3. Further, 7soi 
values for various organic matrices have been shown to 
vary with the polarity,4 the structure of the solvent 
molecule,5 and also with the state of condensation of the 
system.5 Consequently it seems interesting to consider the 
influence of these factors on the P+ and terms, re­
spectively. This is the purpose of the present article.

Influence of Solvent Molecular Shape
(a) L iquid  S olu tion s. I\iq has been measured for the 

solute TM PD dissolved in various liquid alkanes and it 
was found that the more globular the solvent molecule 
(neopentane, tetramethylsilane), the lower is the ionization 
potential of the solute.2,6 Such a variation in 7Uq has been 
accounted for by differences in the solvent V0 values, the
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TABLE I: / sol, P+, and V0 as a Function of the Solvent Molecular Shape for Solid Solutions

Solvent
7sol,77K> e V  

(expt)° e op ,7 7 K b

7g= 6 . 6  eV and rj= 1.90 A l g = 6.2 eV and rj= 2.49 A

-P+, eV V0. eV -P+, eV V„, eV
MCH 5.60 2.242 2 . 1 0 1 . 1 0 1.60 1 . 0 0

n-Decane 5.65 2.056 1.95 1 . 0 1.48 0.93
n- Hexane 5.70 2.058 1.95 1.05 1.48 0.98
Isopentane 5.65 2 . 1 2 0 2 . 0 0 1.05 1.53 0.98
2.4DMP 5.35 2.116 2 . 0 0 0.75 1.52 0.67
2,2DMB 5.30 2.062 1.95 0.65 1.49 0.59
Isooctane 5.25 2.115 2 . 0 0 0.64 1.52 0.57
TMSi 5.20 2 . 0 0 1.90 0.50 1.44 0.44
Neopentane 5.20 1.853 1.74 0.34 1.33 0.33

° Reference 5. b Extrapolated.

TABLE II: Influence of the State of Condensation on
V 0,liq ,298K  an d  V 0iSoli77K

Solvent
fiiq ,2 9 8 X .“

eV
V 0,liq298K “  

eV
^+liq ? 
eV

V 0,sol,77Ki
eV

MCH 4.83 +0.09 1 . 8 6 1 . 0 0

n-Decane 4.95 +0 . 2 2 1.87 0.93
n- Hexane 4.92 +0.14 1.82 0.98
Isooctane 4.63 -0 .1 5 1.82 0.57
2.2DMB 4.60 -0 .2 4 1.76 0.59
Neopentane 4.51 -0 .4 3 1 . 6 6 0.34
TMSi 4.29 -0 .61 1.70 0.50

° From ref 2.

latter being independently measured.7
From eq 1, the P+ term is then obtained by difference. 

In addition from Born’s equation2

P+ = (2)

the knowledge of the dielectric constant eop permits 
evaluation of the radius r, of the positive hole. Taking 7„ 
o f TM PD as 6 .6 8 or 6.2 eV9, one finds n =  1.93 or 2.49 A,lfi 
respectively.

(b) S olid  S olu tion s. For solid solutions where V0 is 
unknown, one can calculate P+, as in ref 1 and 3, by as­
suming r; TMPD+ to be temperature independent (or rather 
to be the same for liquid and solid crystalline solutions) 
and estimating e0Pi77K by extrapolation. To that end, nD 
being the refractive index, the temperature coefficients 
dnD/d T , known within a certain temperature range in the 
liquid phase, were extrapolated down to the solvent 
melting point TM and then considered to be constant from 
Tm to 77 K.

It should be pointed out that such a procedure neglects 
the break in nD and nD2 values which may occur at the 
transition temperature liquid —*■ crystal.

Such a discontinuity in the I  values, i.e., in P+ + V0 has 
been recently reported .11

The V0 values given in Table I are thus expected to be 
underestimated. However, even if these values are not 
accurate, the trend of their variation is indeed expected 
to be meaningful.

V0 has thus been derived for the crystalline hydro­
carbons for which I 30\ had been previously determined.5 
/aoi, P+, and V0 values are gathered in Table I-which shows 
the following: (i) The V0 values are not very much de­
pendent on the rj and 7g values chosen (columns 5 and 7) 
but differ significantly if calculated from the .Clausius- 
Mosotti equation.12 However, this latter approach, if more 
precise, requires a knowledge of the crystal density and 
is thus restricted to a few cases, (ii) The cop values, hence 
the P+ terms, are not very much affected by a change in 
the solvent molecular structure and not in a systematic 
way. (iii) V0 is much more affected and d ecrea ses  in a 
regu lar w ay w hen  th e  d egree  o f  branching o f  th e  h y ­
drocarbon  in creases. This trend is consistent with the 
variation observed for the same liquid hydrocarbons.2

Influence of the State of Condensation
It has been found experimentally and emphasized that 

for the same solute-solvent systems 7sol at 77 K was always 
greater than 7liq at 298 K by 0.6 to 0.9 eV; in other words, 
the following sequence was observed: 7gas >  7soiid >  7iiquid.

Table II summarizes Holroyd’s experimental data for 
7Uq2 and V0 in liquid hydrocarbons7 as well as the V0 values 
just deduced (Table I) for the same solid compounds. The 
liquid phase polarization terms P+ liq (Table II, column 4) 
obtained by difference from eq 1 are seen to differ from 
the calculated solid phase polarization terms P+>soi (Table 
I, column 4) by 0.1-0.2 eV, that is P+ appears to be little 
affected by a phase change.

On the other hand, the 77 K V0 values appear signifi­
cantly greater than the ones measured at 298 K by 0.7-1.0 
eV.

H en ce , it is c lear th a t th e d ifferen ce  7so) -  7iiq s tem s  
essen tia lly  from  an in crease in V 0 going from  th e  liquid  
a t room  tem p era tu re  to  th e  solid  p h ase, and  n ot from  a 
ch ange in th e p ola riza tion  term .

Influence of Solvent Polarity
The experiments where the influence of the solvent 

polarity was investigated relate to glassy matrices. They 
have shown that 7soi decreases when the matrix dielectric 
constant increases.

TABLE III: P + and V ,  Values for Various Glassy Matrices at 77 K
Solvent ŜOl> P u  K , g c m " 3  ̂OP,7 7K -P+, eV V0,,, k > eV V„,a eV

MCH 0 . 8 6 1 . 0 2 2.529 2.29 1.43 1.24
3MP 0 . 8 6 0 . 8 8 2,312 2.15 1.29 1 . 2 0
MTHF 1.06 1 . 1 1 2.404 2 . 2 1 1.15 0.98
rc-BuOH 1.61 0.97 2.225 2.08 0.47
n-PrOH 1 . 6 6 0.96 2.168 2.04 0.38 0.36
EtOH 1.71 1.06 2.186 2.05 0.34 0.24
MeOH 1 . 8 6 (1.05) 2.107 1.99 0.13 - 0 . 0 1

H2 O (glass) 
a Reference 3.

(2 .0 )
(0.99) 2 . 0 2 2 1.91 0.05

-0 .36
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Matrix
3MP, MCH 

MTHF 
EtOH 
MeOH 

Ice

° Reference 15.

V0 (SC), eV
+ 0.5°
-  0.5b 
+ l b 
+ 0.5b 
- l b

Reference 13.

r0 (Table III), eV
1 .2 - 1 .4 
1.0-1.15 
0.25-0.35 
0 . 0 - 0.10 

-0 .3 5

The measured I g -  7sol = AI  values4 are given in Table 
III, column 2. V0 terms estimated from dnD/d T , as in­
dicated above, have recently been published;3 they are 
reported in column 7. For these glasses, density values are 
known. 13 It is thus possible to calculate eop from the 
Clausius-Mosotti equation

-  1  M  4tr t
(3)

(where M  is the molecular weight, V 0 Avogadro’s number, 
and a  the polarizability) hence to obtain P+ (column 5) and 
V0 (column 6 ). Examination of columns 6  and 7 shows that 
the V n value deduced by the two methods are very close 
to each other and that they decrease regularly with in­
creasing matrix polarity.

One may note that for glassy ice the V0 calculated value3 
is -0.36 eV whereas for liquid water a value of -1.5 eV has 
been reported. 14 Considering a solute of r-, m  2  A, hence 
a P + term of 1.6 eV, a A7 value of the order of 3.1 eV might 
then be expected for liquid aqueous solutions. Smaller AI  
would however characterize biological molecules of larger 
dimensions, the lower limit for Al being precisely the V0 
value.

Conclusion
In conclusion, Tables I, II, and III combine to show that 

varying the solvent polarity, the solvent molecular shape, 
or the state of condensation of a given system affects very 
little the polarization term P+ whereas the V0 terms are 
notably more affected and in a more regular way. Hence, 
the previously reported variation of I s0i4,5 appears to be 
correlated essentially with a variation of the ground state

energy of the excess electron.
It might also be noted that such a systematic variation 

of V q with some matrix properties does not seem to be 
accounted for by the theoretical models describing solvated 
electrons e8~.

In particular in the most favored semicontinuum (SC) 
model, Vo is treated as a limited (^l) adjustable parameter.
It is so adjusted13,15 that the calculated values of the energy 
of the es~ absorption band maximum, hc/\max, fit the 
experimental determinations. Such a procedure leads to 
the second column values (Table IV) whereas the present 
semiempirical approach gives the third column V0 values. 
The previously reported3 or presently determined V0 are 
not precise values and their derivation rests on the. hy­
pothesis that the positive hole radius is not modified on 
going from the liquid to the solid solvent. Nevertheless, 
we suggest that these semiempirical values are to lie 
preferred.

Further, the V0 data derived from the SC model do not 
show a systematic variation with matrix polarity as op­
posed to the semiempirical values. This point seems to 
deserve more attention and might require that the the­
oretical model be refined.

References and Notes
(1) B. Raz and J. Jortner, Chem. Phys. Lett., 4, 155 (1969).
(2) R. A. Holroyd, J. Chem. Phys., 57, 3007 (1972).
(3) L. Kevan, S. Noda, and K. Fueki, J. Phys. Chem., 79, 2866 (1975).
(4) A. Bernas, M. Gauthier, D. Grand, and G. Parlant, Chem. Phys. Lett.,

17, 439 (1972). .;
(5) A. Bernas, J. Blais, M. Gauthier, and D. Grand, Chem. Phys. Lett., ». 

30, 383 (1975).
(6) S. S. Takeda, N. E. Houser, and R. C. Jarnagin, J. Chem. Phys.,

54, 3195 (1971).
(7) R. A. Holroyd and M. Allen, J. Chem. Phys., 54, 5014 (1971).
(8) G. Briegleb and J. Czekalla, Z. Elektrochem., 63, 6 (1959).
(9) Y. Nakato, M. Ozaki, A. Egawa, and H. Tsubomura, Chem. Phys. 

Lett., 9, 615 (1971).
(10) R. A. Holroyd and R. L. Russel, J. Phys. Chem., 78, 2128 (1974).
(11) J. Bullot and M. Gauthier, Chem. Phys. Lett., 40, 402 (1976).
(12) J. Bullot and M. Gauthier, Can. J. Chem., in press.
(13) L. Kevan, Adv. Radial. Chem., 4, 185 (1974).
(14) (a) Ya Zolotovltskil et al. quoted in A. K. Pikaev and A. M. Brodskll,

High Energy Chem., 6, 201 (1972); (b) R. E. Ballard, Chem. Phys. 
Lett., 16, 300 (1972).

(15) L. Kevan, D. F. Feng, and H. Yoshlda, J. Chem. Phys., 61, 4440 
(1974).

The Integral Representation of the Relaxation Effects in Mixed Strong Electrolytes in the 
Limiting Law Region

Shoon K. Kim*

Department of Chemisby, Temple University, Philadelphia, Pennsylvania 19122 

and Lars Onsager

Center for Theoretical Studies, University of Miami, Coral Gables, Florida 33124 (Received November 30, 1976) 

Publication costs assisted by Temple University

The dissipation matrix due to the relaxation effects for the transport process in mixed electrolytes in the c 1/2 
limiting law region is described by a set of definite integrals over a finite interval which is very convenient for 
direct numerical calculation of the matrix elements.

The general problem for the relaxation effects in mixed 
strong electrolytes of s species of ions involves a system 
of s linear differential equations for the electrostatic

 ̂Deceased.

potentials of the ionic atmospheres. A s X s matrix H 
describes the constant coefficients of the differential 
equations. As shown by us quite some time ago1 (hereafter 
this work is refered to as I), the transport processes in­
volved with conduction, diffusion, and viscosity in mixed
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electrolytes are described by the matrix elements, (H1,,2) Jl, 
with positive square roots of the eigenvalues of H.

We have shown in I two independent methods to cal­
culate the matrix elements (H1' 2),-,-; the one is by the ei- 
genwert problem of the matrix H and the other is by the 
integral representation of the matrix elements. The former 
is complete as it stands. It is the latter which we shall 
improve in this communication by reducing the infinite 
integrals involved with the representation into definite 
integrals by a suitable substitution of the integral variable. 
Since the matrix element (H 1 /2) /, directly describes the 
transport coefficients, the integral representation may give 
a quicker answer for the numerical values of the transport 
coefficients in this age of computers.

We shall start with the relation between the matrix 
elements and the dissipation function F" due to the re­
laxation effects in mixed electrolytes. According to eq 4, 
3, 15 of I the dissipation function is given by

2 F "  = i i R " jiJj Ji (1)

where ft is the flow o f the i ions and the coefficients R "n 
are given by eq 5, 2, 7 of I

f t V
R  n 3 \ ° D k T  t t

[H 1/2 -  E]y ( 2 )

Here, all the notations are the same as before and E is the 
unit matrix. The off-diagonal elements ( j  ^  i) are given 
by eq 5, 3, 5 of I

(l/V2){[d(iy)]1/2+ [d(-iy)]1/2} = i-
/ lco ,■ +  y

+
J. CO CO i t,  x2

i=ico,-2 + y 2
+ 2

ycoi;
¡=ico ;2 + y 2

1/2 / 1/2
(6)

Substitution of the integral variable y  in eq 3 by
y  -  co sin p / cos 2 p (7)

yields
(H 1/2)j,- = (\A2 COyCOiti/w) X

/2 ( 1  + sin2 p) cos4 ip dtpr-n
J  c

where eft = co;/co and
K(p)  = [a  + (a2 + 62) I/2] 1/2

with
s C0:t: COS2 lp

a = 2 ---------^ ------------------

(sin2 ip + coy2 cos4 p)(sin2 p + c o f  cos 4 ip)K( p)
(8)

(9)

( 10)

;=isin2 p +  coy2 cos4 p

tj sin p
b = £ -  2 , = 1 -------—j=i sin p + co. cos p

If we expand the integrand of eq 8  into the partial fractions 
we obtain the “ /3-representation” given by eq 5 , 3 , 8 of I

f t -* -  Pi*
(H ^  2 )yi ~  COyCOyti 2CO ; -  CO i ( 11)

(H1/2)y; = (2cOCOyCO,t,'/7r) X

r oc____________ dy_____________
(y2 + coy2)(y2 + <oi2K[d(iy)],/2 + [d(-iy)]1/2}(3)

where

d ( n =  2
CO t;

i=ico; + f (4)

As shown in I, the singular points of the integrand of eq 
3 are all located on the imaginary axis of the complex y  
plane. According to eq 5, 3,10 of I, the diagonal elements 
are expressed by the off-diagonal elements as follows

[H 1/ 2 -E ]y ,. = -  ¿ ^ ( H 122),,.
î j'CO,- (5)

Now, from the definition of d(f) given by eq 4 we obtain

where ft* is now given by

a s )7r (sin2 p + coy cos p) i f (p)

Since the integrands of eq 8  and 1 2  are periodic and 
analytic along the path of integration, a simple step-by-step 
quadrature over p with end corrections is sufficient to 
evaluate these integrals.

Finally, it is noted that there exist an alternate approach 
to the problem by Friedman2 based on the application of 
cluster expansion methods to the Kubo formalism for the 
conductance.
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Photopotential and Photocurrent Induced by a 
Tolusafranine-Ethylenediaminetetraacetic Acid 
System
Publication costs assisted by The Institute o f Physical and Chemical 
Research

Sir: The photoinduced redox (photoredox) reaction is 
receiving attention as a photoreaction center in studies of 
the utilization of solar energy by chemical means. 1 2 For 
this reason the thionine-ferrous ion system which is known 
to be a typical photoredox system had been investigated, 
but the photoinduced potential obtained was only 250 
mV .3 The highest photopotential described in the liter­
atures is 476 mV obtained by the proflavine-ethylene- 
diaminetetraacetic acid (EDTA) system.4 These values are 
much lower than the potential difference of ca. 800 mV 
induced by photosystems I or II involved in the photo­
synthesis unit in green plants.5

The present authors have previously reported an in­
crease of photopotentials by addition of chelating agents 
to the system dye (phenazine or phenothiazine) and ferrous 
ion .6 In this paper it will be shown that a simple system, 
synthetic dyestuff (tolusafranine (SAF))-EDTA, exhibits 
a remarkably high photopotential of 844 mV which is 
comparable to that induced by the photosystem in green 
plants.

A photochemical cell consisting of light and dark 
chambers was made and fundamental aspects of the 
photocurrent induced by SAF-EDTA in the cell was 
studied as well as the mechanism for photocurrent gen­
eration.

E x p er im en ta l S ection . A. M ateria ls. Dyestuff (to­
lusafranine; 2,8-dimethyl-3,7-diamino-5-phenylphenazi- 
ninm chloride; SAF) was recrystallized in water. Ethyl-

enediaminetetraacetic acid (EDTA) was of the purest 
grade commercially available.

B. A p p a ra tu s  and M ea su rem en t, (a) L ight S ource. 
The light source was a projector lamp (100 V, 100 W). The 
band between 400 and 800 nm was selected by passing the 
light through a UV cutoff filter (Toshiba V-Y 42) and a 
IR cutoff filter (Toshiba IRQ 80). The distance between 
the light source and the cell surface was 16 cm; the light 
intensity at the illuminated cell surface was 30 mW /  cm2, 
that is about one-third of the average solar energy intensity 
on earth.

(b) P hotopoten tia l M easurem ent. The optical glass cell 
( 1 X 2 X 3  cm) which has a light window of 4 cm '2 was

N , Nor
_LL

y

p t
Z0

P t
ZZ2

Figure 1. Photochemical cell for photocurrent measu'ement.

equipped with a needle type calomel electrode (4 M KC1 
solution; Fuji Kagaku Keisoku Co. Ltd.) and a platinum 
wire electrode. The distance between the electrodes was
0.6 cm. For potential measurements a potentiometer 
(Hitachi-Horiba Co. Ltd., Type F-7 DE) was used.

EDTA solution (2 mL) was placed in the cell and 
deaerated by bubbling with nitrogen gas, anc then 2 mL 
of the SAF solution was added in the dark. The pH of the 
solution was adjusted by adding HC1 or NaOH aqueous 
solution or by using a buffer solution of pH 6  (KH 2P-
0 4-NaOH). The potential was first measured in the dark 
and the potential change under illumination was observed 
at room temperature.

(c) P hotocurrent M easurem ent. The photochemical cell 
consists of two chambers, light and dark, as illustrated in 
Figure 1. A light-intercepting black plate placed between 
the two chambers allows a free flow of the sol ution. Both 
chambers are the same size: 1.2 X 1.0 X 4.5 cm. A 1-cm2 
platinum plate electrode was located at the center of each 
chamber in such a way that it is parallel to the incident 
light. The photocurrent and its change were measured in 
a way similar to the measurement of the photopotential.

R esults. A. P h otopoten tia l. The potential of the SAF 
and EDTA solution in the dark and its change under il­
lumination are shown in Figure 2. The potential decreases 
rapidly after the start of illumination and reaches an 
equilibrium value within several minutes. After the il­
lumination is stopped, the potential increases gradually, 
though it does not recover to the initial value completely. 
These results suggest that the main reversible photo­
chemical reaction is accompanied by some irreversible 
reaction. The difference between the initial potential in 
the dark and the equilibrium potential in the light is 
defined as the photoinduced potential (photopotential).

SAF has an absorption maximum at 522 nm, while 
EDTA has no absorption in the visible. A solution of SAF 
or EDTA alone shows no potential change under illumi­
nation. It has been reported that some dyes, e.g., 
methylene blue, are excited by light and then reduced by 
EDTA .7,8 One might conclude that the same reactions, i.e.,
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Figure 2. Potential change induced by illumination.

pH

Figure 3. Photopotential vs. pH: SAF 1CT5 M; EDTA, 5 X 10 3 M, no 
buffer solution.

I ON Time (min)

Figure 4. Photocurrent change vs. time: SAF, 2 X 10 4 M; EDTA, 
2 X 10~1 M, pH 6 (KH2P04-Na0H buffer), two 1-cm2 electrodes in each 
chamber.

light-induced excitation and reduction of SAF by EDTA, 
occurs in the SAF-EDTA system.

A pH dependence of the photopotential was observed 
as shown in Figure 3. The maximum value of 844 mV was 
obtained at pH 6 . It would be significant that even a 
simple synthetic dye as was used in our experiment could 
produce such a high photopotential of over 800 mV 
comparable to that induced by photosystems I or II in 
green plants.5

B. P h otocu rren t. In the SAF-EDTA system the 
electrode in the light chamber is always anodic. A typical 
pattern of the photocurrent vs. time is given in Figure 4. 
The photocurrent increases immediately after the be­
ginning of illumination, reaches a maximum value (PCmax) 
within several minutes, and then decreases gradually until 
it comes to an equilibrium value (PC«,). This photocurrent 
behavior indicates the presence of a rate-determining step 
which appears rather late after the initial rapid reaction. 
More detailed discussions will be given in the next section.

Communications to the Editor

D iffusion  length between 

electrodes ( mm)

I 5 1

Light-intercepting plate 

h =’ 8, II-, K  (mm)

Figure 5. Effect of diffusion length between electrodes on PCmax and 
PCeq: SAF, 5 X 10~4 M; EDTA, 10"1 M, pH 6 (KH2PO4-N a0H  buffe-): 
( • )  PCmax! (O) PC*,; (X) initial rate of photocurrent generation (^A/min).

Optimum conditions for photocurrent generation are pH 
6 and concentrations of SAF and EDTA o f 5 X 10 4 and 
10 1 M, respectively. The quantum yield for PCeq is of the 
order of 0 .1- 0 .2 % based on the absorbed light energy.

D iscussion . There exists only insufficient knowledge of 
the mechanism of the photocurrent in a photochemical cell. 
In the thionine-ferrous ion system it had been reported 
that the active species at the electrodes are a semidye and 
the ferric ion ,2 but the mechanism in the system SAF- 
EDTA is still unknown. The following is an attempt to 
elucidate the reaction mechanism occurring in the present 
experiment.

The redox potential of SAF|leuco-SAF is -0.289 V at pH
7.0,9 while that of EDTA is unknown. The redox potential 
of EDTA can be considered to be much higher than that 
of SAF, because SAF and EDTA do not react in the dark. 
The following three possible cases are therefore proposed 
for the electrode active species, i.e., for the chemical species 
donating an electron to the electrode or accepting one from 
it:

Case
Electrode active species

Light Dark
I Leuco- or semi-SAF SAF
I I Leuco- or semi-SAF Ox
I I I EDTA Ox

To obtain more knowledge of the mechanism, the fol­
lowing experiment was carried out. The diffusion length 
of the photoreaction species between two chambers was 
varied using a different size light-intercepting plate as 
illustrated in Figure 5, and the photocurrent was observed. 
The results obtained are also shown in Figure 5. The value 
of PCmax and the initial rate of photocurrent generation 
were proportional to the diffusion length, while the value 
of PCeq was independent of the length. These results allow 
us to identify the true active species. If the oxidized 
compound of EDTA (Ox) is assumed as the main active 
species at the dark electrode, PCmax and the rate of increase 
of the photocurrent should be inversely proportional to the 
diffusion length, because the Ox which is produced only 
in the light chamber must diffuse into the dark chamber 
in order to accept an electron from the dark electrode. 
This is in contradiction to the results shown in Figure 5. 
Cases II and III must therefore be rejected.

It is, therefore, concluded that the main active species 
at the dark and light electrodes are the dye itself and the 
leuco- (or semi-) dye, respectively. The photocurrent 
generation can then be described as in Figure 6 . The 
reducing agent (EDTA) and its oxidized compound behave 
as electron carriers, diffusing through the path made by 
the light-intercepting plate. Considering that a longer path
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Figure 6. Mechanism for photocurrent generation: D, SAF; S,
semi-SAF; L, leuco-SAF; Red, EDTA; Ox, oxidized compound of EDTA.

TABLE I: Results-of Changing Electrode Area 
on pCmax and PCgqf__________________________

Electrode
area, cm2 PCmax,/jA  PCeq, g A

1 37 12
2  62 1 0

“ SAF, 5 X 10 - M; EDTA, 10“' M, pH 6  (KH2P04- 
NaOH buffer).

length produces a higher concentration gradient of dye 
species, the scheme o f Figure 6  can well explain the be­
haviors of the rate and PCmax in Figure 5. The mechanism 
of the redox system SAF-EDTA is thus different from that 
o f the thionine-ferrous ion system, in which the active 
species at the dark electrode had been considered to be 
ferric ion, i.e., an oxidized compound o f the reducing 
agent. 1,2

We will now consider the reaction concerned with the 
appearance of PCeq shown in Figures 4 and 5. Since the 
value o f PCeq is much lower than that of PCmax, it is 
concluded that some slow reaction, which determines the 
value of PC«,, appears after the rapid initial reaction. All 
o f the possible processes taking place in the cell are 
considered as follows: (1 ) photoreaction of dye and re­
ducing agent; (2 ) diffusion of reducing agent and its ox­
idized compound; (3) adsorption on electrodes, i.e., of semi- 
or leuco dye on the anode and of dye on cathode; (4) 
electron transfer between the adsorbed species and the 
electrodes; (5) desorption from electrodes, i.e., o f dye on 
anode and semi- or leuco dye on the cathode; (6 ) a recycling 
reaction o f the semi- or leuco dye and the oxidized 
compound of the reducing agent in the dark chamber. 
Among them processes 1-4 cannot be rate-determining 
steps for PCeq, because the photocurrent rises at a high 
rate having a maximum value and moreover the longer 
diffusion lengths do not affect PCeq (see Figure 5).

As for process 5, if desorption of the dye species from 
electrodes is the rate-determining step, PCeq should be 
proportional to the electrode area. An experiment had 
therefore been carried out with the electrode area changed. 
The result is shown in Table I. It shows distinctly that 
the value of PCeq is not related to the electrode area, and 
thus process 5 is not a rate-determining step for PCeq. 
Reaction 6  alone remains as the most probable rate-de­
termining process for PCeq, though no further evidence 
supporting it could be provided because of the difficulty 
o f isolation of the oxidized compound of EDTA.

The structure of this oxidized compound of EDTA is still 
unknown. Although the formation of amine oxide has been 
proposed in the system methylene blue-trimethylamine,10 
it is not certain whether a similar reaction occurs in our 
system or not.
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Evidence for Methyl Radical Intermediates in the 
Radiolysis of Alcohols. A Spin Trapping Study
Publication costs assisted by Atomic Energy o f Canada Limited

Sir: y  radiolysis of aliphatic alcohols produces appreciable 
yields of alkanes.1 2 For example, methane is produced in 
methanol, ethanol, 2 -propanol, and ierf-butyl alcohol, and 
ethane is the principal alkane produced in 1-propanol. The 
alkanes may reasonably be assumed to have alkyl radical 
precursors; however, there has been no evidence to support 
this. Electron spin resonance (ESR) spectra of irradiated 
alcohol glasses at 77 K contained only features from 
trapped electrons and hydroxyalkyl radicals such as 
CH2OH in methanol.2 Similarly, in situ radiolysis of liquid 
alcohols with 3-MeV electrons directly examined by ESR 
did not produce any evidence for alkyl radical interme­
diates.3 We have successfully applied spin trapping 
techniques4,5 to the identification of the principal free- 
radical intermediates formed in the radiolysis of alcohols,6 
and have measured the yields of alkoxy and hydroxyalkyl 
radicals in methanol and ethanol.7 The principle of the 
method involves the addition of the radical to a nitrone 
or nitroso compound to produce a stable nitroxide, the 
ESR spectrum of which is characteristic of the radical 
trapped. We have primarily used the trapping agent, 
f-BuNO, because it gives ESR spectra which vary greatly 
with the nature of the radical trapped. This compound 
reacts with methyl radicals8 as in
CH3- + f-BuNO -  i-BuN-CH, (1)

O-
I

This prompted us to reexamine our ESR spin trapping 
spectra, and to perform experiments at high concentrations 
of t-BuNO, to look for evidence for methyl (or other alkyl) 
radicals in the radiolysis of alcohols. The spectra were 
examined under conditions of high sensitivity to detect 
small amounts of I in the presence of very intense ESR 
peaks from the nitroxides resulting from the trapping of 
alkoxy and hydroxyalkyl radicals.

Radiolysis of methanolic solutions of f-BuNO in the 
range of 0 .0 1 - 0 .1  m ol/dm 3 at temperatures ranging from 
-40 to -93 °C gave no evidence for methyl radicals. 
However, radiolysis of f-BuNO solutions containing methyl 
iodide, which produces methyl radicals by reaction of CH3I 
with radiation-produced electrons (reaction 2 ), did give
CHjI + e -  CH3- + I“ (2)

ESR spectra which contained features of nitroxide I, due 
to trapped methyl. This demonstrates that, although
i-BuNO will trap methyl, this radical is not produced in 
any appreciable yield in p-irradiated methanol. Alter-
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Figure 1. The high field extremity of the ESR spectrum observed during 
the radiolysis of 2-propanol containing 0.02 mol/dm3 of f-BuNO at +10 
°C. The two lines are the outermost peaks of two nitroxides, f- 
BuN(0-)-CH3 (aN = 1.63 mT, a HCH3 =  1.28 mT) and f-BuN(O)-0Pr (aN 
=  2.9 mT), resulting from the trapping of methyl and isopropoxy radicals, 
respectively.

natively, if it is formed, it does not behave in the same 
manner as that produced in reaction 2. Similarly, ra­
diolysis of 1-propanol solutions gave no indication of 
methyl radicals but the ESR spectra did contain features 
due to the trapping o: a CH2X  type radical. The identity 
o f this radical is uncertain but since ethane is a product 
of the radiolysis, ethyl seems quite probable.

Radiolysis of concentrated solutions of i-BuNO in 
ethanol, 2-propanol, and te r t -butyl alcohol gave peaks in

all their ESR spectra due to I (e.g., Figure 1). The relative 
intensities of these were such that the methyl radical yields 
were in the order te r t -butyl alcohol >  2 -propanol > 
ethanol, which parallels the methane yields in these sol­
vents. Some additional peaks in the spectra suggested The 
presence of trapped CH2X  type radicals but no positive 
identification was possible.

The production of nitroxide I in the radiolysis of t- 
BuNO solutions of ethanol, 2-propanol, and terf-butyl 
alcohol is positive proof that the methyl radical is an 
intermediate in the radiolysis of these alcohols. The failure 
to detect trapped methyl in methanol was surprising and 
suggests that this radical is not the precursor of the 
methane yield in this solvent. Alternatively, it is possible 
that methyl is formed with an excess energy and reacts 
very rapidly with the solvent rather than with the i-BuNO.
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ADDITIONS AND CORRECTIONS

1975, Volume 79

Steven M. Schildcrout and Fred A. Fortunato: A
Spectrophotometric Study of the Rate of the Aqueous 
Iodide- lodate Reaction.

Page 33. The heading of column 8 in Table I should be 
10~8fec, and the four entries in this column should be re­
spectively 0.80 ±  0.01, 1.08 ±  0.01, 1.46 ±  0.01, and 2.01 
±  0.01. We thank H. A. Liebhafsky for pointing out the 
inconsistency which led us to discover the error.
—S. M. Schildcrout
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