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A model is proposed for the decay of hydrated electrons generated by photoionization of inorganic anions and 
aromatic solutes, in which the electron diffuses through a considerable volume of the medium before recombining 
with its radical coproduct, during which time it may react with scavengers or electrons and radicals generated 
in other geminate pairs. The analysis based on diffusional recombination theory leads to a new decay function 
in good agreement with electron decays observed by 265-nm laser flash photolysis of aqueous I , Fe(CN)64', 
tryptophan, and tyrosine. The dependence of the electron lifetimes on scavenger concentration and the initial 
electron concentration are in quantitative agreement with the theory, where the latter is developed in terms 
of a time-dependent rate constant to include the bimolecular electron-electron and electron-radical reactions. 
The recombination lifetimes are ~  1 0 4 times longer than predicted by the Noyes recombination theory and 
comparable to those deduced in the earlier photochemical scavenging experiments of Stein and co-workers. 
It is proposed that the initial separation of the hydrated electron and radical supresses fast “Noyes type” 
recombination and permits the electron to enter a regime in which diffusion-limited back reactions with the 
original radical remain probable in the absence of high scavenger concentrations.

Introduction
The generation of hydrated electrons by ultraviolet flash 

photolysis of inorganic anions and aromatic molecules in 
aqueous solution was demonstrated many years ago.2' 4 

The hydrated electron was identified by its characteristic 
red absorption band, the quenching action of electrophilic 
agents such as 02 and N20, and the observation of ap­
propriate counterradical spectra, e.g., I2' from I and the 
phenoxyl radical from phenol.6 The detailed analysis of 
the electron decay kinetics was not feasible in this early 
work because the flash lamp durations were comparable 
to the electron lifetimes. However, it was assumed that 
the reactions of the photochemical hydrated electron are 
similar to the radiolysis hydrated electron, i.e., competition 
between the bimolecular (eaq + eaq") reaction and the 
pseudo-first-order reactions with available scavengers 
including the original photolyte. In addition, bimolecular 
back reactions are possible between the electron and its 
radical coproduct which would not be easily separated from 
(eaq + eaq ). The tacit assumption that the reactions of

the “long time” photochemical electron are identical with 
the hydrated electron generated by water radiolysis was 
questioned in recent work of Bryant et al. 7 where it was 
observed that electrons generated by 265-nm laser pho­
tolysis of inorganic anions and aromatic amino acids decay 
faster than can be explained by the (eaq‘ + eaq ) and 
scavenger reactions in the bulk. It was proposed that the 
hydrated electron and its radical coproduct form a loosely 
bound complex of ~ 1 ps duration in which the back re­
action competes with separation into the free species. The 
“loose complex” model is consistent with the significant 
loss of electrons during the time period from about 50 ns 
to 1 ps, the approximately exponential time dependence 
during the initial decay stage, the comparable activation 
energy for the observed decay rate with that for “inverse 
viscosity” of water, and the similarity of the initial and 
“long time” electron absorption spectra.

Prior to these flash photolysis studies, Stein and his 
colleagues proposed that hydrated electrons are generated 
from aqueous I 8' 10 and phenolate11 ions based on steady
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irradiation quantum yields in the presence of electron 
scavengers. The quantum yield of electron scavenging was 
found to obey the square-root concentration dependence 
predicted by the Noyes theory of diffusive recombina­
tion, 12“ 14 in which the geminate coproducts escaping 
primary recombination undergo secondary diffusive re­
combination in competition with scavenging in the “cage” 
and diffusive separation into the bulk. According to Noyes, 
the efficiency of scavenger action is given by

/o°°fc(i')[l - e_fes(S)i'] df'
where h (t) is the probability (per s) that a radical pair 
generated at t = 0 (or interacting at t = 0 withoutjeaction) 
recombines at time t, k s is the bimolecular rate constant 
for the scavenging reaction, and (S) is the bulk scavenger 
concentration. The choice of h (t) based on the random 
walk of a particle in three dimensions: *
h ( t )  = (a/i3/2)e“Tra2/iJ'2f ‘ (1 )
leads to the approximate solution *
7 = 7 r + 2 ar[7r/es(S) ] 1/2 ' . ' ( 2 )

where y is the total quantum yield for electron scavenging, 
7 r is the “residual yield” for the scavenging of electrons 
that escape recombination at low scavenger concentrations, 
and T is the quantum yield for generation of the geminate 
radicals. The parameter p ' is the total probability for 
recombination of the geminate pair
P '=  f o ° ° h ( t ' )  d t ’ (3)

and is related to the photochemical quantum yields by: ft' 
=  1 - 7 r/r. Jortner et al.8 obtained the exact solution of 
(1):

7 = T[1 -  ^ e-(2a^')[rts(S)l'/ !] (4)

which reduces to (2 ) at low scavenger concentrations.
The functional dependence predicted by (2) or (4) was 

found for various photolytes (T, Br , Fe(CN)B4, phenolate) 
in the presence of electron scavengers (H+, N20, 02, 
H2P04 , acetone) with approximately correct relative 
values of k s from system to system.8“ 1115“ 17 However, the 
parameter 2a(irks) 1/2 ranges from 2 to 60 M 1/2, which is 
much too large to be consistent with the Noyes theory of 
diffusive displacements.18 These results imply values of 
a ~ 10“4 s1/2 and “cage” lifetimes ~ 10“6 s, while the Noyes 
theory leads to a <  10 6 and lifetimes <10“in s. Never­
theless, there has been no apparent explanation for the 
discrepancy excluding the total inapplicability of the 
diffusive recombination theory. Dainton and Logan19 

proposed an alternative mechanism in which the rapid 
reaction of the photoelectron with a scavenger may not 
permit adequate time for the formation of the ionic at­
mosphere of the electron, leading to a decreased rate 
constant for scavenging by charged solutes at high solute 
concentrations. However, this model does not explain the 
concentration dependence of scavenging quantum yields 
observed by Stein and co-workers.
Electron Decay Theory

The photochemical scavenging studies and laser flash 
photolysis measurements provide different probes of the 
same photochemical process; i.e., competition between the 
fast back reaction of the electron with its radical coproduct 
and the bimolecular reactions of the electron with an 
initially randomly dispersed, scavenging solute. Ac­
cordingly, the probability that an electron survives both 
decay process from t = 0 to t = t is given by

94

p ( t )  = e“fes<S)f[l -  jVhfi') df'l (5)
We proceed formally by substituting h{t) of (1) leading to 
the decay function
P ( t )  = e“fcs(S)t[l -  0 ' erfc (a/0 ')(7r/f)1/2] (6 )
where erfc x = (2 /7r1/2) j’/Je *2 dx. The expansion: erfc 
x = 1 - (2x/irL2)[l - x2/3 + x4/10 - ...] leads.to an ap­
proximate form of (6 ) valid for t »  ira2/ P '2:

p ( t )  2 a/t1/2] (7 )
These equations predict that the electron decay function 
is the product of the exponential rate as determined by 
reactions with scavenger S (which may be the photolyte) 
modulated by a scavenger-ind̂ ndent term related to the 
diffusive recombination of th'e geminate pair. Although 
the decay predicted by (6 ) is nonexponential, the mean 
electron lifetime can be defined as
t  = f0°°t dp//o°°dp (8)

The integrations in (8) are easily carried out using (1 ), (5), 
and the approximation of (7) for the [1 - S o h ( t )  dt] term 
in dp leading to
t =
a[Wfcs(S)]1/2[l + e-(2°/g')[̂ fcs(S)]l/2] + ( 1  -  0 ')/fes(S)

2 a[^s(S) ] 1/2 + 0Vf<2«tf’>[*Ms)]1'* + (! _ ^

[Formally, each of the 6  integrals in (8) is a Laplace 
transform Lp with p = &s(S).] In comparing the predicted 
dependence of t on (S) with experimental data it is 
convenient to use the reciprocal form:
i  I t  = M S )

0 'e~(2o/̂  >[7rfes(S)]l/2 + 2 a[7rfc(S) ] 1/2 + (-1 -  p ')

Cl[nks( S)]1/2[l + e"(2a/(3')[irfes(S)1/2]] + (1-0') ^

The probability that a geminate pair eventually recom­
bines is also of interest. Since ( 7  - y T)/ T is the probability 
for scavenging and y r/ r  is the probability that the electron 
escapes both recombination and scavenging, the recom­
bination p T follows from (4) as
pr = 0 e" 2(a/(3 )[7rfes(S) ] ‘ / 2 (40)

Alternatively, the same result can be calculated directly 
from

Pr = Jo°°Mi)e'fcs(S)i df
The attempt to calculate t in the absence of scavengers 

by substituting (1 ) in (8) leads to a divergent integral. This 
result is not surprising because h (t) is based on random 
walk in three dimensions, in which there is a finite 
probability that two particles executing independent steps 
will never meet.20 Nevertheless, the mean electron lifetime 
in the absence of scavengers can be estimated as the time 
required for h (t) to fall from the maximum value h (t* ) to 
h (t* )/ e  = h it ') . Direct differentiation of (1) leads to
t *  = (27r/3)(a/0')2
?  - 9.18(a/0')2 (n )
For example, if a /P ' equals 10“6, 10“5, or 10“4 s1/2, the 
corresponding electron lifetimes are 1 0  n, 1 0 “9, and 1 0 “7 

s, respectively. Alternatively, the mean lifetime may be 
defined as the time required for the integrated probability 
of recombination to attain half the maximum value. 
Taking Jo' h{t) df = @'/2 gives

L. I. Grossweiner and j .  F. Baugher
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t "  = 13.8  (a//3' ) 2 (12)

The electron decay function (5) can be related to a 
time-dependent scavenging rate constant k x by differen­
tiation:

dp f h ( t )  1dt ~ .[fes(S) + 1 - /o'b(i') df'J
i.e.

M M S )  +
H t )1 - /ofb(f') di'

For the case where t  >-> ira2/B'2: . f :  '
, ^  , ' i :

k t -  MS) + 2i + (i3/2/a)(l f t

(13)

(14)

The integrated solution (6 ) is preferable to (14) because 
it can be compared directly to experimental data over the 
full decay period. However, the neglect of reactions be­
tween electrons generated in different pairs cannot be 
strictly correct. The bimolecular contribution to electron 
decay may be estimated for the case of high recombination 
probability by substituting the binomial expansion of (14)
into the differential rate equation:

*

~d(eaq') /d  t = fet(eaq")  +  k'(eaq")2 (15)

leading to the integrated solution for the case where 7  =  
(1 -  0 0 /2 a «  t 1' 2: .

(eaq )/(eaq')0 = | (tq/i)1' V fcs<S>' + ^  } /
| e-fcs(s)t0 + yt0'i? +  fe'(eaq- ) 0e'>', / 4 M S)

X [7ri0/fes(S)]1/2[erf x  -  erf x 0]| (16)

where x  =  [fcs(S)i] 1/2 -  7 / [ 4 fes(S) ] 1/2 and i0 is an arbitrary 
starting time corresponding to (eaq" )o A reduced form of
(16) for low scavenger concentrations and high recombi­
nation probability is:

(®aq ) / (®aq )o —
( t o / t y 12____________l + 2fe'(eaq-)0i0[(f/io), /2 - l ]

(17)

which predicts the dependence of the decay halftime on
(®aq )o

& (e aq )o f 1/2 +  [ l / ( 4 t o ) ,/2

-fe'(eaq-)oio1/2]ii/2 ,/2= l  (18)
Comparing (17) with (7) for low initial electron yields 
indicates f0 ^  4a2, consistent with f t ~ a / t 2/2 di = 1. 
Although (17) is not applicable for the initial decay period 
where t < t0, it has the merit of predicting a weak de­
pendence on É1/2 on the initial electron yield in agreement 
with experimental results (see below).

Comparison of Theory and Experiment
The electron decay curves were obtained by laser 

photolysis of various solutes at 265 nm with photoelectric 
monitoring of the absorption at 650 nm, following the 
general procedures of Bryant et al.7 and Baugher and 
Grossweiner.21 The initial electron yields were kept below 
10 /xM to minimize the bimolecular (eaq + eaq ) reaction 
with k ' =  1.1 X 1010 M 1 s T22 In addition, the photolysis 
yield was kept as low as feasible for reliable data, typically 
1-3% of the initial solute. The applicability of (6 ) was 
determined by taking p(t) = (e!iq )/(eaq ) 0 where (eaq” ) 0 is

Figure 1. Comparison of eq 6 with electron decay after 265-nm laser 
photolysis otaqueous 330 fiM tryptophan. The lines are calculated 
for 0' -  1, * s -  3.6 X to«, and for following values of a. (a) 4 X 
10 4; (b)’3.5 X 10“4; (c) 3.0 X 10"4; (d) 2.5 X 10 4; (e) 2 0 X 10“4- 
(f) 1.5 X 10-4,

Figure 2. Comparison of eq 6 with electron decay after 265-nm laser 
photolysis of aqueous tryptophan at different initial concentrations: (O) 
71 /iM; (X) 330 /xM; (□) 568 /xM; >•) 1500 /xM. The a values are in 
Table I.

the extrapolated electron yield immediately after the 17-ns 
laser flash. The analysis was carried out by taking the 
literature value of k s and dividing the experimental values 
of p ( t )  by e  k,(S)( in order to obtain [ 1  -  0 ' erfc (a /0 ')(tr/ 
t)1/2] at each point. The initial fit was made by taking 0' 
= 1 leading to a value of a at each point. The predicted 
decay curve was determined using the average value a. 
The sensitivity of p ( t )  to a is indicated in Figure 1 in which 
the experimental points were obtained with 330 /xM 
tryptophan (aq). The agreement is quite good for a  = 2.5 
X 10 4 sl/2 from 50 ns to about 2 /xs, after which the electron 
decays more rapidly than predicted. The initial electron 
yield was 6  nM in this case, so that the expected decay 
halftime from (eaq + eaq~) or (eaq + radical) reactions 
coupled with the pseudo-first-order reaction of the electron 
with tryptophan based on k s = 3.6 x 108 M 1 s' 1 22 is 
approximately 4 /xs. In contrast, the observed decay 
halftime is 1 /xs, in agreement with (6 ) for the selected 
values of 0 ' and a.

Results obtained with other tryptophan concentrations 
from 0.07 to 1.5 mM are shown in Figure 2. The “best 
fit" value of a is 3.0 ±  0.5 X 10 4 based on 0' = 1. A further 
test of the theory was made by comparing (9) with the 
observed dependence of t on tryptophan concentration. 
The experimental value of t was taken as f1/2/0.693 which 
corresponds to the decay time constant for a purely 
first-order process. The results are plotted in Figure 3 as 
1 /t  vs. (S) 1/2 where the solid line is the theoretical pre­
diction based on a =  3.0 X 10~4 and k s =  3.6 X 108. The

The Journal o f Physical Chemistry, VoL 81, No. 2, 1977



96 L. I. Grossweiner and J. F. Baugher

Figure 3. Dependence of experimental electron decay lifetimes on 
square-root tryptophan concentration. The solid line is based on eq 
9 for ft' =  1, ks =  3.6 X 108, and a = 3.0 X 10“4.

Figure 4. Comparison of eq 6 with electron decay after 265-nm laser 
photolysis of: 350 /xM tryptophan at pH 10.9 ( • ,  dotted line); 1560 
¿¿M aqueous tyrosine (X, dashed line); 1300 /xM tyrosine at pH 11.0 
(O, solid line). The lines are calculated with eq 6 using a values in Table 
I.
agreement is considered as quite good in view of the fact 
that no arbitrary fitting parameters were used and a wide 
range of tryptophan concentrations was employed. It is 
interesting to note that the parameter (2a/ft')(Trks) 1/2 for 
this case is ~20 M' 1/2 comparable to the magnitudes 
obtained with the photochemical scavenging technique and 
external scavengers.

The selection of /S' = 1 requires justification. In terms 
of steady irradiation quantum yields: ft' = 1 -  yr/r, where 
T was determined as 0 .1 0  for aqueous tryptophan by laser 
flash photolysis.21 (The higher values of 0.25 reported in 
ref 7 were shown to be due to the saturation of the Fe- 
(CN)g4‘ actinometer at the high laser intensities em­
ployed.21 Lachish et al.23 confirm that photoionization of 
Fe(CN)64" is monophotonic, but propose a biphotonic 
photoionization process for aqueous tryptophan, in dis­
agreement with Bent and Hayon24 and ref 21.) Taking yr 
= 0.0003 based on 280-nm irradiation of air-free trypto­
phan at pH 4.S25 gives ft' =  0.997. Several other runs with 
aromatic solutes are shown in Figure 4 applicable for 
different values of k s: 350 mM tryptophan at pH 10.9 (ks 
= 1.3 X 108); 1560 mM aqueous tyrosine (k s = 1.6 X 108); 
1300 /xM tyrosine at pH 11.0 (k3 = 9.6 X 107). In each case 
good agreement with (6 ) obtains with a = (3.4 - 4.1) X 10 4 

and ft' = 1. As shown below, the fitting procedure is not 
sensitive to ft' to the extent that smaller ft' values are 
compensated by higher values of a. The results for ft' = 
1 are summarized in Table I.

TABLE I : Summary of Electron Decay Results

Photolyte pH
(®aq )o5

ilM
1 0 4 a,agl/2

71 mM tryptophan Aq 2 .8 4.1
132 |jM tryptophan Aq 4 . 7 2.8
£30 mM tryptophan Aq 6 .4 2.5
568 tryptophan Aq 7 . 9 2.5

1500 mM tryptophan Aq 7 . 1 3.4
350 /xM tryptophan 10.9 5 . 8 3.5

1560 mM tyrosine Aq 3 . 2 4.1
1300 nM tyrosine 11.0 1 0 . 7 3.4

0.2 M r Aq 1 1 . 3 4.2
660 nM Fe(CN)64~ Aq 7 . 4 5.8

a Based on eq 6 with (5' = 1.

20- b'0o o o  
ou

Figure 5. Electron and I2~ decay after 265-nm laser photolysis of 0.2 
M aqueous I- : ( • )  I2~, N2 saturated; (□) Lr-, O2 saturated; (O) I2“, 
N2O saturated; (X) eaqT, N2 saturated. The line is calculated with eq 
6 for ft’ =  1 and a = 4.2 X 10"4.

Photoionization of aqueous T presents an interesting 
contrast to the aromatic solutes because the electron is 
essentially nonreactive toward the photolyte with &(eaq 
+ T) < 2.5 X 10° M 1 s 1.26 It has been shown that the 
long-lived I2" radical (Amax 380-385 nm) is generated by 
flash photolysis of aqueous T27 and P in ethanol.28,29 

Typical laser photolysis data for 0.2 M T (aq) in Figure 
5 show that the electron and I2~ radical decay together 
during the initial decay stage in N2 saturated solution. 
[The I2 decay has been corrected for the overlapping eaq 
absorption based on il2 (380 nm) = 1.4 X 104 M"1 cm 127,70 

and (380 nm) = 1.7 X 103 M 7 cnT1.31] The long lifetime 
of I2 under 0 2 saturation is a consequence of the sup­
pression of recombination by electron scavenging. The I2~ 
yield doubles in N20-saturated solutions because of the 
fast reactions: eaq + N20 + H+ —*■ N2 + OH-; OH- + I 
—*■ I + OH ; I + I —12 , where the I2 equilibrium constant 
of 1.2 X 104 M 127 ensures that all I atoms are converted 
to I2 within 10' 9 s. The calculated electron decay curve 
based on (6 ) with a =  4.3 X 10-4 and ft' = 1 fits only the 
initial decay stage because of competition from (eaq + eaq ) 
at the high initial electron yield.

The electron decay observed after laser photolysis of 0.66 
M Fe(CN)64" in Figure 6  is in good agreement with (6 ). 
This case provides a good test of (18) for predicting the 
dependence of the decay half-time on (eaq")0 since fc[e~ 
+ Fe(CN)64"] < 1 0 5.22 The data up to moderately hign 
(eaq )0 in Figure 7 are in good agreement with (18) for t0 
= 0.75 ns. The discrepancy at very high (eaq' ) 0 probably 
results from the short electron lifetimes which invalidate 
the approximations employed to simplify (16). This value 
of i0 was selected to fit at (eaq ) 0 = 0 and leads to a = 4.3 
X 10 4 based on i0 = 4a2, compared with a = 5.8 X 10“4 

from the decay function. In the case of tryptophan
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Figure 6. Comparisci of eq 6 with electron decay after 265-nm laser 
photolysis of aqueous 0.66 M K4Fe(CN)64~. The line is calculated for 
0' = 1 and a = 5.8 X 10"4. . \

3 .
0 ]

1 -

o® o „ O O °  o_

10 20  30  4 0
in it ia l e£q y ie ld  (//M)

Figure 7. Dependence of experimental electron decay half-time on 
initial electron yield from 0.66 M FefCNJe4-. The dashed line is based 
on eq 18 for 0' = 1 and fo = 0.75 /¿s.

photolysis, recent work21 has shown that (17) is in satis­
factory agreement with the. electron decay lifetimes at high 
initial yields and low solute concentrations and that (18) 
predicts the dependence of the decay lifetime on initial 
(eaq~) for those conditions.

The a values have been calculated in this work for 0' =
1 , although the reported scavenging quantum yields lead
to lower values varying with the excitation wavelength.
However, the shape of p(t) is not sensitive to the value of
0' with an appropriate change of a. The exact relationship
for equivalence depends on the decay time according to
a(0'= 1) = (a /P ')(k /n )1/2 erfc' * 1 [0'erfc (7r/fe)‘ 2̂]

where the time is expressed in the reduced units: t =
(a/0')2k. It is found by direct numerical calculation that
the value of a(0 ' = 1 ) is approximately constant for the
time range of interest (2 < k  < 10) for 0.2 < 0' < 1 . An
empirical relationship accurate to 1 0 % for this range of
parameters is
a(0 '= 1) -a/0 '3 ' 2 (19)

The early scavenging results led to 0' = 0.75 and a = 1.2
X 104 for T photolysis at 254 nm in the presence of N20.9

The application of (19) gives a(0' = 1) m 2 X 10 4 which
is somewhat lower than deduced from the electron decay
data in Figure 5. Similarly, steady state photolysis of

phenolate anion at 254 nm in the presence of N20 and 1  

M CH3OH to scavenge OH radicals gave 0' = 0.38 and a 
=  1.5 X 10“4 * corresponding to a(0' =  1) ~  6  X 10“4.11 * * * * * * * In 
the case of tyrosinate at pH 1 1  the decay curves in Figure 
3 lead to a = 3.5 X 10 4. It should be noted that the a 
values derived from scavenging experiments based on (2) 
or (4) may reflect experimental errors in the determination 
of 0 '. Nevertheless, the agreement between the two types 
of experiments is sufficiently good to demonstrate that the 
present theory is consistent with the earlier work.
D iscussion

The comparison of experimental results with the theory 
in Figures 1-7 provides good evidence for the validity of
(5) as the correct decay function for hydrated electrons 
generated by photolysis of inorganic anions and aromatic 
molecules. While this equation does not describe a specific 
physical model, the agreement strongly suggests that the 
electron migrates a considerable distance from the radical 
prior to recombination, during which time it is free to react 
with accessible scavengers. This picture differs from the 
usual interpretation of diffusional reactions where it is 
assumed that a separation of about 1 0  A leads to a neg­
ligible probability for recombination. The significantly 
larger displacements and longer recombination lifetimes 
deduced from both the present data and the earlier 
photochemical scavenging experiments are not compatible 
with the original Noyes theory. However, h (t) may be 
considered as a semiempirical diffusion function in which 
the parameter a is not related directly to the microscopic 
models of Noyes. 13,14

In contrast to photochemical bond splitting reactions 
in the gas phase, it appears likely that the initial dis­
placement of the electron from the radical is sufficiently 
large that “Noyes type” recombination within 10" 10 s is 
inefficient. Dainton and Logan19 estimate ~10 A for L 
photolysis. Furthermore, the observation of the “long 
time” radical spectra within 1 0  8 s after laser photolysis 
with both aromatic solutes7,21 and inorganic anions (this 
work) indicates that the separation is at least a full hy­
dration layer prior to this time. The activation energy 
required for reorganization of the hydration sheath of the 
electron probably acts also to inhibit “Noyes type” re­
combination, as evidenced by the rapid increase of initial 
electron yields with temperature.19,24 The electron should 
be free to migrate through the medium until it reacts with 
the original radical, a radical or electron generated in 
another pair, or a scavenger. However, the last process 
may be very inefficient in the absence of external sca­
vengers such as H+, 02, or N20. For example, the re­
activity of eaq with I or Fe(CN)64 is negligible compared 
with I2 and Fe(CN)63", respectively.22,26 In the case of 
tryptophan, &(eaq + Trp) = 3.6 X 108 may be compared 
with ~3 X 1010 from diffusion-limited reaction theory,32 

indicating that only about 1  in 80 encounters leads to 
scavenging of the electron. Thus, the electron has con­
siderable time to “find” its radical coproduct even at 
relatively high solute concentrations. For example, taking 
a = 3 X 10 4 from the aqueous tryptophan data, (11) leads 
to a mean recombination lifetime of 8 X 10 7 s and equating 
to the scavenging lifetime l /fes(S) gives 3.5 mM as the 
tryptophan concentration at which scavenging and re­
combination are equally probable. When the initial 
photolysis yields are very high, it is possible that the 
electron will encounter the radical from another pair or 
another electron. This corresponds to the case of bimo- 
lecular reactions as treated by means of the time-de- 
pendent rate constant in (15). The deviations of the 
observed electron decay rates from the predictions of (6 )
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at long decay times in Figures 1,4, and 5 probably are due 
to the onset of such bimolecular processes.

In connection with pulse radiolysis studies on frozen 
aqueous media containing high salt concentrations, Buxton 
et al.33 derived an expression for the decay of the solvated 
electrons by substituting the time-dependent rate constant 
derived from diffusion theory14 into (15) with k ' = 0. The 
integrated result can be expressed as
P(t) = e - * s ( S ) f e - f e s J( S ) f 1/2/ 2 ( 7 T D ) 3 ' J

which like (7) comprises the product of an exponential 
decay term and a function decreasing with t l/i. Although 
their data are in good agreement with this result, it is 
surprising that the scavenger concentration (S) appears 
in the term related to pairwise recombination. The fit of
(6 ) to the Buxton data for the decay of electrons after pulse 
radiolysis of 10 M OH containing 0.02 M Cr042 at 200 
K was found to be equally good, with o = 6.5 X 10 4 s1/2 

and P ' =  1. This case applies to the generation of an 
initially random distribution of electrons and radicals in 
the frozen medium which alters to the steady state con­
centration gradients when the electrons diffuse to the 
scavenger ions, while in the aqueous photoionization 
process each electron is initially associated with its radical 
coproduct in the presence of a random distribution of 
scavengers. However, Noyes14 has demonstrated that the 
development of the time-dependent rate constant based 
on specific molecular pairs is equivalent to the concen­
tration gradient approach, suggesting the present analysis 
may be equally applicable to the case of frozen systems.

In summary, the theory is in good agreement with the 
functional shape of the observed electron decays and the 
dependence of the decay lifetimes on scavenger concen­
tration and the initial electron yield. Only two parameters 
a and ft’ are required to fit a wide range of experimental 
parameters, neither of which is sensitive to the specific 
photolyzed solute. It is not apparent why the same h (t)  
function as derived originally for diffusions! recombination 
should be applicable to the slower decay of photoelectrons 
with a scale change about 1 0 2 in the a parameter. The 
contradiction is resolved by postulating two recombination 
regimes, the first corresponding to displacements up to 
about 1 0  A and recombination lifetimes <1 0 “ 10 s and the 
other applicable to those initial products which escape 
“Noyes type” recombination and are free to diffuse for 
relatively long distances, corresponding to recombination 
lifetimes ~ 1 0  6 s. The second regime would only be 
significant when the initial displacement and/or hydration 
inhibit immediate recombination (on the time scale of the 
present experiments) and where scavenging by the original 
solute or added scavengers does not completely suppress 
the back reaction. Furthermore, the initial concentration 
of geminate pairs should not be so high that bimolecular 
processes control. All of these criteria appear to be rea­
sonable for the photoionization of the inorganic anions and

aromatic molecules as investigated in the present work. 
However, they may be totally inapplicable to other sys­
tems, e.g., photodissociation of molecular iodine in hy­
drocarbon solvents where the minimum root-mean-square 
displacement distance was estimated as 0.4 Â. 13 Recently, 
Stevens and Williams34 estimated the diffusive dis­
placement parameters for the quenching of anthracene 
fluorescence by oxygen in various hydrocarbon solvents 
as ~ 2  À. It is not really known why photoionization in 
aqueous media should differ so significantly from these 
cases. Picosecond flash photolysis studies will be required 
to provide direct information about the first time regime 
of the photoionization process.
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The chemical reactivity of Zn+ toward a number of radicals and molecules was determined using the technique 
of pulse radiolysis to produce Zn+ in aqueous solutions containing ZnS04 and one or more of the following: 
H2, methanol, 2-propanol, 2-methyl-2-propanol, N20, H202, H+, and sodium formate. The following rate constants 
were measured, all in units M" 1 s"1: fe(Zn+ + Zn+) = (3.5 ± 1.0)- X 108, -d(Zn+)/df = 2fe(Zn+)2; k(Z n + + H) = 
(1.9 ± 0.5) X 109; fe(Zn+ + CH2OH) = (2.5 ± 0.3) X 109; fe(Zn+ + (CH3)2COH) = (1.3 ± 0.25) X 109; fe(Zn+ + 
N20) = (1.6 ± 0.15) X 107, assuming 0.02 M N20/atm; k{Zn+ +'H202) = (2.45 ± 0.2) X 109; k(Z n + + C02") — 
4 X 109; fe(Zn+ + acetone)̂  108 and maybe much smaller; k (C 0 2~ + Zn2+) < 2 X 104; fe(eaq + Zn2+) = (9.5 ± 
0.3) X 108 X io"204“ 1,2/(1 + "‘,2); where g is the ionic strength due to ZnS04, MgS04, or MnS04 in the range 0-0.2
M. A number of extinction coefficients at 310 nm were determined: «Zn+ = 13000 ± 1000, 6CH2oh = 270 ± 15, 
«(CH3)2coh = 353 ± 15, and ecH2C(CH3)20H < 10 M 1 cm-1. Except for tZn+ these agree with previously published 
values. Our measurements of the rate constants for two alcohol radicals reacting also agree with earlier results: 
fe(CH2OH + CH2OH) = (1.5 ± 0.1) X 109 and fe((CH3)2COH + (CH3)2COH) = (6.5 ± 0.5) X 108. The Zn+ reactions 
and the relation of this work to earlier work are discussed. Atomically dispersed Zn°, from Zn+ + Zn+, reacts 
with water at pH 3 in less than 1 s.

Introduction
We are investigating a number of aqueous inorganic 

solutions which, if combined with suitable photosensitizers, 
might store solar energy. Further, we are using radiation 
chemistry, particularly pulse radiolysis, for the preliminary 
investigation of these systems, since the oxidation and 
reduction chemistry of the selected solutions can be 
studied in simplified form in the absence of sensitizers. 
The data accumulated in the preliminary studies should 
make possible the selection of the most promising systems 
for further photochemical investigations.

We have chosen Zn2+ as one possible reducible com­
ponent of several redox pairs for the following reasons, (a) 
Peled and Czapski3 reported a relatively high yield of H2 

in the 7  irradiation of ZnS04. Although we were unable 
to obtain as high yields as they reported, we have found 
that, when MnS04 is also present, H2 forms with G  > 1 . 
This indicated some of the reduced zinc escaped reoxi­
dation by the oxidized species and reacted with water to 
form H2. Fixation of H2 may be very useful.4 (b) The 
behavior of.Zn2+ can be related to that of several similar 
ions, for which considerable information is already 
known.5'6 (c) Some work on the radiation chemistry of Zn2+ 
has already been reported.5

Although the radiation chemistry of Zn2+ has previously 
been studied, we found we needed much more information 
on the behavior of the reduced species, Zn+. In this paper 
we summarize our results on the chemical behavior of Zn+.
Experim ental Section

The Argonne ARCO electron linac was used with 
standard pulse radiolysis techniques involving photo­
multiplier detection.7 Electron pulse duration varied 
between 4 and 40 ns. A xenon or mercury-xenon lamp, 
450 W, served as the source of analyzing light, and a pulsed 
xenon lamp was used for measurement of eaq rate con­
stants at 600 nm. Unless otherwise stated, scattered light 
was less than 0.5% and was ignored. Cell lengths were 5 
or 1  cm with one light pass. Cell filling techniques and 
pressurized cells have been previously described.8 

Temperature was 2 2  ± 1  °C.
The kinetic data were either scanned from a smooth 

trace of the Polaroid picture by an automatic curve fol­
lower (Hewlett-Packard Type No. F3B), digitized into a

400-channel analyzer, and transmitted to a Xerox Sigma 
5 computer; or the photomultiplier output was digitized 
in a Biomation 8100 transient recorder in conjunction with 
a backoff circuit and then transmitted to the computer.

Dosimetry was carried out with a 0.5 mM K4Fe(CN)6 

(Fluka, puriss.) solution saturated with 0.1 atm of N20 
(Liquid Carbonic, 99.9% purity). The optical density was 
measured at 420 nm (e = 1000 M 1 cm-1 for ferricyanide) 
or at 436 nm (e = 717 M_1 cm ')■  G (ferricyanide) = 5.4 was 
assumed.

Unless otherwise stated the ZnS04 was Baker Analyzed 
twice recrystallized from cold water. ZnS04 99.999% pure 
from Apache Chemicals was used without further puri­
fication in some experiments and yielded the same results. 
Fisher certified 2-methyl-2-propanol was recrystallized 20 
times. MgS04, NaCl, 2-propanol, and acetone free 
methanol (Mallinckrodt, AR), HC104 (G. Frederick Smith 
Chemical Co., 70%, double vacuum distilled), and argon 
(Matheson 99.998% pure) were used as received. Water 
was triply distilled.

Unless otherwise stated, the error limits reflect the 
maximum deviations in the data. Error limits of constants 
derived from curve fittings reflect the limits in which the 
constants can be still considered in agreement with the 
data.
R esults and D iscussion

T h e  E x tin c t io n  C o e ffic ie n t  o f  Z n +. The extinction 
coefficient of Zn+ at 310 nm, «Ini, needed for optical ob­
servation of Zn+, was determined in solutions containing 
2-10 mM ZnS04 plus 2-20 mM of one of the following: 
methanol, 2-propanol, or 2-methyl-2-propanol. for Zn+
is 300 ± 3 nm. Our first step was a careful redetermination 
of the extinction coefficients of the radicals derived from 
the above alcohols in solutions containing the given alcohol 
and saturated at 0.05 atm of N20. In these solutions OH 
radicals produced by reactions 1  and 2  react rapidly with
HjO - v w  eaq~, OH, H, H20 2, H2, H30 +, OH' (1)
eaq" + N.O -  N3 + OH + OH' k2 =  8 X 10’ M“1 s "  9 (2)

OH + RH2 -*■ H20  + RH (3)

the alcohols, RH2, in reaction 3. The H atoms reacted less 
rapidly with RH2 or combined. k 3 =  9 X 108, 2 X 109, and

The Journal o f Physical Chemistry, Vol. 81, No. 2, 1977



100 J. Rabani, W. A. Mulac, and M. S. Matheson

TABLE I: Reactivity of eaq toward Zn!* in 0.05 M
CH3OH Solutions“

[ZnSOJ,
mM

Additive, 
in mM k 6b k.oc

2.03d 6.35 ± 0.1 9.4
2.08 6.20 ± 0.1 9.2

10 MgS04, 40 2.3 ± 0.05 9.7
5.9 MnSG4,e 38 2.4 ± 0.1 9.6

Ì0 MnSG4,e 40 2.3 ± 0.1 9.7
“ Measured at 600 nm with pulsed lamp and 5-cm 

light path. (1.5 nM eaq~ per pulse.) Units of k6 are 108 
M '1 s '1. b Each value is an average of at least three deter 
minations. Error limits show maximum deviation. Re­
sults are corrected using data from control experiments. 
c At ti = 0, calculated from the formula log k 6°/k6A = 
2.04ju‘ 2̂/(l + iW2)- d Not recrystallized. e The same 
solutions in the absence of ZnS04 gave fe(eaq' + Mn1*) = 
2.0 X 107 M '1 s '1. The values of k 6 have been corrected 
for this reaction.

contributed only about 4% to the initial decay of Zn+.
Zn+ + Zn+ -  Zn° + Zn2+ (7)
Zn+ + H20 2 -> Zn27 + OH + OH' (8)

H +
Zn+ + RH —» Zn2* + RH2 0 )
or

—  ZnRH+
Zn+ + H -  ZnH+ (or Zn° + H+) (or Zn2 + + H ) (10)

Assuming the solubility of N20 is 0.02 M/atm, experiments 
with 0.3 and 1.0 atm N20 gave k n  = 1.75 X 107 and 1.44 
X IO7 M' 1 s'1, respectively, in agreement with previous 
work.5“

h , o
Zn+ + N20 -----» Zn2+ + N2 + OH + OH' (11)

H + RH2-> H2 + RH (4)
H + H ^ H 2 k s =  1.3 X 10lu M'1 s '1 10 (5)

5 X 108 M' 1 s'1, respectively, 11 for methanol, 2-propanol; 
and 2-methyl-2-propanol, and in the same order fe4 = 3 X 
106, 8 X 107, and 1.5 X 105 M' 1 s' 1. 10 With these rate 
constants we could calculate the fraction of H atoms (G h 
= 0 .6 ) which reacted during the pulse and resolution time 
(0.5 jus). Comparing initial absorptions in the alcohol-N20 
solutions with those observed in the ferrocyanide do­
simeter, and assuming the same G values for primary 
radicals, we determined « ¡ ^ oh =  270 ±  15> <$h2C(Ch3)2oh 
< 10, and i^ 3)2coH = 353 ± 15 M' 1 cm' 1 in agreement 
with earlier results. For each alcohol more than one type 
of radical is formed, 12 out the radicals indicated by the e 
subscripts comprise >8 0% of the radicals in each case and 
all absorption has been assigned to them. In the above 
experiments each experiment produced 18 juM radicals.

In pulse irradiated solutions containing sufficient ZnS04 

and alcohol the “initial” absorption is due to both Zn+ and 
RH. Taking the primary G values the same as in the 
dosimeter and correcting for incomplete radical scavenging 
when necessary, we determined tzft = 1.30 X 104 M 1 cm 1 

(maximum deviation 0.1 X 104) as the average of 25 in­
dependent experiments. This is considerably higher than 
previously reported.5a,b We also found, see below, that the 
reactivity of eaq~ toward Zn2+ is considerably lower than 
earlier reported.9 The error in some of the earlier values 
of «Ini may have resulted from incomplete scavenging of 
eaq” by Zn2+.

T h e  R e a c t i v i t y  o f  Z n 2+ to w a r d  e a q . The initial ab­
sorbances in dilute ZnS04 solutions were considerably 
smaller than predicted by previously reported values for 
fe6, therefore we reinvestigated this reaction. The results
eaq" + Zn2+ -* Zn+ (6)

in Table I have been corrected for competing reactions of 
eaq", using data from control experiments. As noted above 
k 6 is considerably smaller than previously reported.9 The 
effect of ionic strength, ju, is in good agreement with the 
relation, log k g / k g f = 2.04m1/2/(1 + yielding 9.5 X 
108 M' 1 s 1 for fe6° calculated at zero ionic strength.

T h e  R e a c t i o n  o f  Z n + w i th  N 20 .  Solutions containing 
0.1 M ZnS04 and 0.1 M 2-methyl-2-propanol saturated 
with 0.3 or 1.0 atm of N20 were pulse irradiated (5 ¿iM 
radicals per pulse). The optical absorption formed decayed 
to zero after the pulse by a pseudo-first-order process. 
With 0.3 atm of N20 D0310 was 0.044 corresponding to an 
initial 0.67 ¿¿M Zn+ accompanied by 3.9 ¿tM RH. Under 
these conditions, as later discussion shows, reactions 7-10

----- ► ZnO+ + N2

T h e  R e a c tio n  o f  Z n + w ith  H 20 2. To measure k g solu­
tions containing 20 mM 2-propanol, 10 mM ZnS04, and 
6 8  or 183 juM H202 wfcre pulse irradiated to yield 4.6 mM 
radicals. The decay of Zn+ at 310 nm was strictly first 
order and proportional to [H2t)2]. After correcting for 
reactions 7 and 9 (contributing <5% to the Zn+ decay), 
we obtained kg = (2.45 ± 0.2) X 109 M' 1 s'1. This value 
is slightly higher than that previously reported,5“ but the 
difference is within the accuracy generally attributed to 
such measurements. Special care was taken to determine 
H202 concentrations before and after these irradiations. 
No change in concentration was found. The H202 reaction 
with I was used for analysis, taking i350 — 26000 M' 1 cm'1. 
The solutions were prepared and argon bubbled through 
them less than 2 0  min before the measurements.

T h e  R e a c tio n  o f  Z n + + Z n +. Ideally one would prefer 
to study Zn+ + Zn+ in a solution wherein this reaction was 
the predominant mode of decay. We were unable to devise 
such a solution. To establish our results more securely we 
investigated this reaction in two different systems: one 
in which H2 converts OH to H; and one in which alcohol 
converts OH to alcohol radicals. Both H and alcohol 
radicals react with ZnU ^

Z n + in  S o lu tio n s  E q u ilib r a te d  w ith  10 7  a tm  o f  H 2. In 
these experiments with about 0.08 M H2, OH conversion 
to H has a half-life of about 0.1 ŝ, and reactions 7, 8, and 
i0 must be considered in the decay of Zn+ radical ions. H 
atoms react principally by reactions 5 and 10. Reaction 
1 2  is relatively slow, and is followed rapidly by (13). The
H + H20 2 -*■ H20  + OH fc12 = 6.0 X 107M-' s '1 (12)

0 H + H 2^ H 20 + H  (13)
net effect of this cycle is the reaction of H202 and H2 to 
form water. In any case (12) is not important in the time 
range where Zn+ absorbance is significant. Reaction 8 

followed rapidly by (13) produces H atoms at the expense 
of Zn+.

In previously unirradiated 10 mM solution of twice 
recrystallized ZnS04 (neutral prior to irradiation) Zn+ 
decay was first order suggesting reaction with impurities. 
Preirradiation at low dose rates ( 7  rays at 7.5 krads/min 
for 10 min or 75 electron pulses of 500 krads) slowed the 
Zn+ decay. After preirradiation the decay was second order 
with respect to initial radical concentrations, but more 
complex during the course of an individual experiment. 
Taking (D t = absorbance at time t) to best fit the data 
[D a experimental was zero), the second-order expression 
S  = (d/df)(D, - D„) 1 was systematically higher for the
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Figure 1. The decay of Zn+ in the presence of 107 atm of H2 and 10 
mM ZnS04, 5-cm light path, 40-ns pulse. Time zero is the beginning 
of the electron pulse. Circles are experimental measurements: (O) 
neutral pH; ( • )  0.4 mM HCI04 present. Lines are computed with the 
aid of the Schmidt-Jonah-Hamilton program.1314 The values ks = 1.5 
X 1010 M-1 s'1, ke =  2.45’ X 109 M,1 s'1, k ,2 = 6.0 X 107 M“1 s’ 1, 
and GH2o2 = 0.75 were used in all five computations. For curves a 
and b we used G(Zn+) = 2.5 and G(H) = 3.3. For curve a the dose 
was 2.0 X 102° eV r 1, and k 7 = 3.1 X 108 and k K =  2.4 X 109 M~1 
s'1 were taken. For curve b, k 7 was taken as 2.0 X 108 M 1 s'1 and 
k m = 3.75 X 109 M~1 s'1. The dose bad to be adjusted to 2.1 X 1020 
in order to obtain a fit with the initial stage of the decay in b. For curve 
c we used the same parameters as for curve a, except that G(Zn+) 
= 1.53 and G(H) = 4.37 were taken. G(Zn+) was adjusted to obtain 
a fit with the experimental initial absorption. For curve d we used G(Zn+) 
= 1.55, G(H) = 4.35, 1.92.X 102° eV I'1, k 7 = 3.8 X 10s M'1 s'1, 
and k 10 = 1.5 X 109 M"1 s'1. For curve e, parameters were the same 
as for curve b except that G(Zn+) = 1.42 and G(H) = 4.48 were used.

intial portion of the decay. S  decreased if initial portions 
of the decay curve were.excluded. Thus several reactions 
are involved. If reaction 10 were unimportant, then ini­
tially S would be about equal to 2fe7/(«zl°4) (where l is the 
light path), but would increase with time as reaction 8 

became relatively more important. Further, we were 
unable to fit our results without including reaction 7. For 
example, reaction 5 is known to be very fast10 and in the 
absence of (7) unreacted Zn+ remains after the H atoms 
have reacted. In our computations the H202 present was 
insufficient to remove this unreacted Zn+. This would have 
yielded a small, long-lived absorption, contrary to ex­
perimental observations.

We carried out computations with Schmidt’s program13 

as modified by Jonah and Hamilton14 including reactions 
5, 7, 8 , and 10 and the unimportant reaction 12 to de­
termine which values of fe5, k 7, and k w would best fit our 
experimental results. k b has been determined within a 
relatively small range. 10 The initial concentration of Zn+ 
was obtained from the initial absorbance and e|n1, and this 
through known G  values gave the initial concentrations of 
other species. k s and k l2 are known. The optical density 
was calculated as a function of time and compared with 
experiment. The kind of fit obtained can be seen in Figure 
1.

A procedure was developed to conserve computer time. 
The essence of our treatment involved was the following:
(1) Finding in neutral solutions the combinations of k 7 and 
k w which for several values of k 5 gave the best fit at long

Figure 2. The combinations of k7 and k m which correspond to S(0.170, 
3300) = 2.0 X 104 s"1 for several fixed values of k s. Computations 
carried out according to procedures used for Figure 1, neutral solutions, 
using the same G values and reaction rate constants (other than k 7, 
k s< and k10). The values of 10'1°fr5 were: (O) 4.0, (□) 2.5, ( • )  2.0, 
(■) 1.5, (A) 1.25, (A) 1.0, (V) 0.78. Note that the point at Ar10 = 0 
is independent of the value of k s chosen.

• TABLE II: Consistent Values of fe5, k 7, and k i0

k b k ck7 k10
Neutral Acid Neutral Acid

0.78 3.0 3.1 1 .6 1.55
1.0 2.9 3.1 2 .0 1.85
1.5 2.5 3.1 3.1 2.4
2.5 2 .2 2 .6 4.8 4.1

“ Units 1010 M " s '1. Although ks = 0.78 X 10,0 M " s "
apparently gives the best agreement with the data, we do 
not consider our results as an independent estimate of ks. 
b Units 10s M' 1 s '1. c Units 109 M" 1 s '1.

times (D  <  0.170 and t out to 3300 ns) where (7) and (8) 
are relatively more important (Figure 2); (2) Finding which 
of the combinations from step 1  best fit the data in neutral 
solution, where [Zn+] ~ [H], and at early times (2-470 /ts) 
where H atom reactions are very important; (3) Finding 
(simultaneously with step 2) which combinations from step 
1 best fit the data in 0.4 mM HC104 solution, where [Zn+] 

0.5 [H] owing to partial capture of eaq' by H+, and at 
early times (2-470 /is) so that H atom reactions are even 
more important. The results in neutral and acid solutions 
for several values of fe5 are give in Table II. The con­
sistency between results in neutral and acid solutions 
supports the reliability of the rate constant determinations.

If the average of listed values, 10 1.0 X 1010, is taken for 
k 5, then from Table II, k 7 = 3.0 X 108 and k w = 1.9 X 109 

M“1 s'1. If k 5 is revised Table II provides for the revision 
of k 7 and k l0. The error limits for k 7 and k w which result 
from errors in other rate constants and in G  values and 
from scatter of the data are estimated as ±20%. This is 
in addition to the uncertainty from errors in k s. In any 
case k 7 cannot be less than 2  x 1 0 8 as the computed ab­
sorbance left at 3300 ms would be much higher than ob­
served, and it cannot be greater than 5 X 108 or k l0 must 
be omitted with a resulting decay very close to simple 
second order contrary to experiment.

Since interfering impurities were reduced by preirra­
diation which produces H202 (G ^ 0.75) and H+ (the latter 
corresponding to Zn° formed), the effects of possible 
unreduced impurities and residual H202 and H+ must be 
considered. In one test a pulse fourfold smaller than the 
standard 40-ns pulse left S  essentially unchanged, indi­
cating no appreciable effects from these species. In another 
test 2 0  very small pulses (1 0 -7 M Zn+/pulse) were given 
before and after each standard pulse to destroy residual 
H202 from the previous standard pulse. Assigning the
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TABLE III: Decay of In*  in the Presence of Alcohols“
[ZnSOJ,b 10-4(d/df)- Rel pulse [HC104],

Alcohol, concn, mM mM D 0C Fraction** 101D J ^  (D  -  -D«,0)'1 intensity mM
2-Propanol, 20 10 0.66 0.92 -2 .8 4.47 A 0
2-Propanol, 20 10 0.168 0.91 -0.78 4.75^ 0.25 A 0
2-Propanol, 100 10 0.181 0.92 -0.89 4.47f 0.25 A 0
2-Propanol, 20 10 0.433 0.88 -2 .5 7.1 A 0.3
2-Propanol, 20 10 0.331 0.91 -2 .0 9.9 A 0.6
2-Propanol, 20 10 0.209 0.86 -1 .5 14.5 A 1.2
2-Propanol, 20 10* 0.210 0.86 -1.4 4.58^ 0.24 B 0
2-Propanol, 20 10« 0.89b 0.90 -6 .0 4.63 B 0
2-Propanol, 20 200' 0.95h 0.91 -6 .6 4.9 B 0
2-Propanol, 20 200' 0.87h 0.90 -6 .2 5.4 B 1.0
2-Propanol, 20 200' 0.74 0.93 -5 .0 5.3 0.78 B O'
2-Propanol, 20 200' 0.193 0.84 -1.7 5.5^ 0.20 B 0
2-Propanol, 20 200‘ 0.185 0.88 -3 .3 6.9W 0.20 B 0
Methanol, 25 2 0.485fe 0.88 -2 .0 6.5 C 0
Methanol, 25 100 0.68 0.89 -3 .0 5.1 C 0
Methanol, 25 •100.1 0.69 0.93 -5 .2 5.7 C 0
Methanol, 200 5 0.38 0.92 -0.95 6.4 D 0
Methanol,-200 5 , 0.087 0.93 -0.1 1 .2 f 0.20 D 0
Methanol, 200 5 0.178 0.91 -1 .9 22m D . 0
Methanol, 200 5 0.020 0.86 + 0.12 26" Dr’- 0
2-Methyl-2-propanol,° 10 10 0.572 0.91 -3 .0 4.4 A 0
2-Methyl-2-propanol,° 10 10 0.605 0.98 -1 .9 4.6 A 0
2-Methyl-2-propanol,° 10 10 0.151 0.86 -0 .7 4.’5/’ 0.25 A 0
2-Methyl-2-propanol,° 50 10 0.153 0.84 -0 .9 4.4^ 0.25 A 0
2-Methyl-2-propanol,° 10 10 0.320 0.92 -2 .5 6.3 A 0.3
2-Methyl-2-propanol,° 10 10 0.220 0.92 -2 .4 8.3 A ’ 0.6
2-Methyl-2-propanol,° 10 10 0.144 0.93 -2 .0 12.1 A 1.2

0 Each value is an average of at least three runs. 5-cm cell, 40-ns pulses initially neutral solutions .were used unless other
wise stated. All the experiments were carried out at 310 nm. b Recrystallized twice, unless otherwise stated (see Experi­
mental Section). c Optical density extrapolated (using the second-order rate law) to the end of the electron pulse. The 
extrapolation added about 10% to the highest measured optical density. d The fraction of absorbance that decayed away 
during the time of the measurements. The measured optical absorption always decayed back to zero within 1-5 ms. e The 
final optical density which was assumed in order to force the results into a precise second-order fit. f  10-ns pulse. * 0.2 M 
MgSO„ present. h 2-cm cell. Optical densities normalized to 5 cm. ' 99.999% pure. Not recrystallized, i  30 pulses 
(0.78 B) were given prior to the test pulse. k Incomplete scavenging of eaq“ by the ZnS04. 1 In the presence of 0.30 mM 
acetone. m In the presence of 0.02 atm of N20. " In the presence of 0.05 atm of N20. °  There was an initial relatively 
fast decay (5-15% of the initial absorption) which we attribute to a reaction between Zn+ and H atoms. D 0 is the initial 
optical density, before this decay took place. D x c and (c/di)(.D -  D „ CY '  were calculated with the exclusion of the initial 
decay.

decay to Zn+ + H202 alone, the average of six traces for 
small pulses just preceding the standard pulses gave [H202] 
= (6.3 ± 2) X 10 8 M, and since (7) and (10) are important, 
[H202] is actually about zero. These traces include any 
impurity reactions, which therefore are negligible also. In 
0.4 mM HC104 solutions this procedure gave [H202] < (2 
±  1) X 10 7 M, corresponding to about 1.5 X 10 7 or ~6 % 
of the H202 initially formed by a standard pulse.

A neutral solution preirradiated with 7  rays in a pressure 
cell showed a loss of light transmission. This remaining 
transmission was reduced a further 52% by 15 pulses of 
40 ns at one pulse every 2 s. Neither pulses of 10 or 40 
ns a few minutes apart nor the very small pulses had an 
appreciable long time effect on the transmission. The loss 
of transmission, which reached a fairly constant level 
during the irradiations, was due to turbidity from Zn° 
formed, and such turbidity was not formed in acid solu­
tions, at least by pulses of electrons. The neutral solution 
pressure cell subject to the series of irradiations was opened 
and the solution analyzed for turbidity and H202 within 
20 min of the last irradiation. No turbidity was found 
indicating Zn° had reacted with 02, and the expected 
product is H202 from the dismutation of H02 + 02\ 15 The 
iodide technique16 gave (7.8 ± 1) X 10 7 and (6.0 ± 1) X 
10-7 M H202 in the irradiated neutral and acid solutions, 
respectively. Electrical balance requires [Zn°] equal to 
one-half the [H+] formed, so the maximum [H+] produced 
after irradiation would be 1.5 and 1.2pM, respectively, for 
the neutral and 0.4 mM HC104 solutions. As was noted 
an approximately constant turbidity level was reached,

suggesting Zn° was reacting with H+ or water to give H2, 
thus limiting both the Zn° and H+. The pH of the 
“neutral” solution was measured as >5.4 at the end of the 
irradiation. Perhaps some Zn+ reacted with impurities at 
the beginning of the irradiation or C02 dissolved in the 
solution during measurement. Even pH 5.4 would not 
significantly affect our results.

Z n + in  S o lu tio n s  o f  A lco h o ls . Buxton and Sellers58 

observed that the second-order rate constants for decay 
of Zn+ (and some similar ions) depended on the OH 
scavenger present, being lowest when 2-propanol or 2 - 
methyl-2-propanol were used. As the initial concentrations 
of Zn+ and RH are about equal in such solutions, the 
second-order behavior of Zn+ decay may be attributed to 
the parallel reactions 7, 9, 14, plus 8. In 2-propanol, 2-
RH + RH -> RH2 + R or (RH)2 (14)

methyl-2-propanol, or methanol we indeed found Zn+ 
disappearance second order. Although actual optical 
densities decayed to zero, we found a small negative D „  
required for best second-order fits of data. This re­
quirement indicates a small deviation from second order, 
perhaps owing to reaction 8. Typical results are shown in 
Table III.

In 2-methyl-2-propanol solutions H atoms disappear 
mostly by reactions 5 and 10, since this alcohol is relatively 
unreactive toward H atoms. However, in 2-propanol or 
0.2 M methanol solutions under our conditions H atoms 
more rapidly abstract H from RH2. Thus, in acid 2- 
propanol solutions (Table III) RH is increased and Zn+
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Figure 3. Decay of Zn+ at 310 nm in the presence of 20 mM 2- 
propanol, 10 mM ZnS04 (recrystallized), and 2.2 X 1020 eV I"1 (40-ns 
pulse). The curves' were computed taking Gh2o2 — 0-6, k14 — 6.5 X 
108 M~1 s"\ and k s =  2.45 X 109 M'1 s’ 1. H atoms (GH = 0.6) were 
assumed to react with 2-propanol instantaneously (k t =  7 X 107 M“1 
s'1 for 2-propanol10). The curves were computed. Circles are ex­
perimental points, (a) Solution was neutral before the pulse. G(RH) 
= 3.35, G(Zn+) = 2.65, = 4.5 X 108, and k9 = 1.3 X 109 M'1 s'1
were used for the computations. Precisely the same curve was obtained 
using k7 =  3.5 X 108-and k 9 =  1.5 X 109 M"1 s'1, (b) 0.3 mM HCI04 
present. G(RH) = 4.4; G(Zn+) = 1.6, k 7 =  4.5 X 108, and k 9 =  1.3 
X 109 M~1 s'1 were used for the computation, (c) 0.6 mM HCI04 present. 
G(RH) = 4.8, G(Zn*)‘=  *1.2, k r =  4.5 X 108, and k 9 = 1.3 X 109 
M 1 s'1 used for the computation, (d) 1.2 mM HCI04 present. G(RH) 
= 5.32, G(Zn+) = 0.68, k 7 = 4.5 X 108, and k9 = 1.3 X 109 M'1 s'1 
were used for the computation. Curve (e) same as (a) but k 7 =  3.5 
X 108 M“1 s'1. Curve (f) same as (d) but k 7 = 3.5 X 108 and k9 =
1.5 X 109 M'1 s '1 were chosen:

decreased, since H+ competes with Zn2+ for eaq forming 
H atoms.. The strong effect of HC104 can only be ac­
counted for if most Zn+ reacts with RH. N20 was added 
to methanol instead of H+ introducing reaction 11, which 
was assumed to be followed by instantaneous formation 
of RH. For computations in Schmidt’s program13 we used 
reactions 8 and 9 plus, where appropriate, (11) in methanol 
and (5) and (10) in 2-methyl-2-propanol. We could not fit 
the data unless (7) was included. The fit for 2-propanol 
is shown in Figure 3. Best fits for 2-propanol were ob­
tained with k 7 = 4.5 X 108 and k 9 = 1.3 X 109 M 1 s'1. The 
decay of optical absorption at 310 nm (same pulse intensity 
as Figure 3) in 0.02 M 2-propanol saturated with 0.05 atm 
of N20 gave k u  = (6.5 ± 0.5) X 108 M' 1 s' 1 in agreement 
with Simic, Neta, and Hayon.1'

Figure 3 shows appreciable changes in k~ and k 9 do not 
fit the data. For k 7 = 3.5 X 108 and k 9 = 1.3 X 109 the 
decay is too slow (3e), and, although the pair 3.5 X 108 and
1.5 X 109 do fit the data in neutral solutions, they do not 
fit the data from acid solution (30- Indeed, in 1.2 mM 
HC104 reaction 7 can almost be neglected, so that the 
computed decay is governed by (8 ) and especially (9), and 
only k 9 is unknown.

After considering possible errors in G values and rate 
constants, we conclude from results in 10 mM ZnS04 plus 
20 mM 2-propanol solutions that k 7 = (4.5 ± 1.5) X 108 and 
kg = (1.3 ± 0.25) X 109 M 1 s'1. Although this result for 
k 7 is higher than in H2 solutions, the error limits overlap 
for the two values. The difference seems to be systematic 
rather than random.

Acetone is a common impurity in alcohols, therefore, we 
tested the reactivity of acetone toward Zn+. Adding 0.3 
mM acetone to a solution containing 100 mM ZnS04 and 
25 mM methanol did not change either the initial ab­

sorbance or the decay kinetics (Table III). The methanol 
used was “acetone free”. The decay of eaq" in aqueous 
solutions of 2-propanol or 2 -methyl-2 -propanol set re­
spective upper limits for acetone of 0.004 or 0.0007% in 
the alcohol. Decreasing the dose four-fivefold had little 
or no effects on (d/df)(D - D J )  ', confirming the lack of 
acetone or other impurity effect.

The data for neutral 2-methyl-2-propanol solution were 
fit with k s = 1.3 X 1010, k- = 4 X 108, k 9 = (1.0 ± 0.3) X 
109, k u  =  6.5 X 108, 17 and k w = 2.8 X 109 M' 1 s 1. (This 
is n ot an independent determination of k v>) Reaction 15
R H + H ^ R H ,  (15)

is probably diffusion-controlled but was neglected owing 
to the small yield of H atoms. The acid 2-methyl-2- 
propanol data are qualitatively in agreement with those 
from;the 2-propanol system, however, precise values of k 5, 
k 10, and /?i5 are required to estimate k- independently.

Next, we come to the methanol results. For methanol 
k u  was redetermined in agreement with previous work17 

as (1.5 ± 0.1) X 109 M 1 s“ 1 in aqueous methanol saturated 
with 0.05 atm of N2Q. Computations were made on so­
lutions containing 0.2-M CH3OH and 5 mM ZnS04 in the 
presence and absence of 0.02 atm of N20, for which G  
values were taken as G0H = G c = 2.7, GH = 0 .6 , and GH2o, 
= 0.5. This latter value was taken since methanol ana 
ethanol react similarly.18 In the absence of N20 the 40-ns 
pulse gave an initial pH of 5.5 and some eaq' react with H+, 
so G(Zn+) = 2.4 and G(H) = 0.8 were taken. Using our 
measured rate constants for k a, k n , and k u , a best fit was 
obtained with k 7 = 4.5 X 108 and kg = 2.5 X 109 M" 1 s'1. 
Although other combinations fit the data reasonably well 
in the absence of N20, only this pair also fit the data in 
the presence of N20 (higher [RH]/[Zn+] ratio) where the 
computations are very sensitive to the value of kg and less 
so to k-r Error limits are estimated as 20% for k 9 and 40% 
for k 7. The 2-propanol results are considered more ac­
curate than those with methanol, because reaction 9 is 
more important in methanol and because the H+ used in 
2-propanol does not react with Zn+ while N20 used in 
methanol does. Considering all systems we believe most 
weight should be given to the H2 system in averaging k n, 
and we have done so.

Z n + in  F o rm a te S o lu tio n s . In 10 mM sodium formate 
plus 2 mM recrystallized ZnS04 solutions with 5-20 p M  
initial radical concentrations S  -  9.7 X 104 s'1, corre­
sponding to fe(Zn+ + C02) =: 4 X 109 M 1 s“ 1 and to re­
action 7 contributing ~10% to Zn+ decay. In 0.5 M ZnS04 

S decreased to 6.1 X 104 s'1, apparently an ionic strength 
effect. In alcohols where reaction 9 involves a neutral 
radical no ionic strength effect was observed. No evidence 
for reaction 16 was found in 0.5 M ZnS04, setting a limit 
for k ie <  2 X 104 M' 1 s'1.
CXV + Zn2+ CO, + Zn+ (16)

T h e  N a tu r e  o f  Z n  * R ea ctio n s. Baxendale and Dixon60 

found no formaldehyde in 7  irradiated 1 mM ZnS04 so­
lutions containing 0.1 M methanol. Therefore, we conclude 
that the fast reaction 9 we have observed between CH2OH 
and Zn+ does not reduce Zn+, but rather Zn2+ or ZnRH+ 
is produced. If ZnRH+ is formed, we expect it to be 
unstable (zinc alkyl compounds react with water) 19 and 
decompose to Zn2+ and RH2 in a way similar to the de­
composition reported for CdRH+.6h Baxendale and Dixon 
also measured in their ZnS04-CH30H solution G(H2) = 
1.57, considerably greater than GH + G Hl = 1.05. One 
source of additional H2 is reaction 7 followed by (17).
Zn° + 2H,0 -> H, + Zn2+ + 20H' (17)
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Some H2 must also come from reaction of ea(j + H+, since 
ZnS04 solutions may be slightly acidic ana if Zn° accu­
mulates so must H+.

Since electron transfer reactions of H are generally much 
slower than the corresponding eaq reaction,910 the rapid 
rate of reaction 1 0  suggests this does not involve direct 
electron transfer from H to Zn+. Only the most electro­
positive elements form saline hydrides,20 suggesting direct 
electron transfer from Zn+ to H is also unlikely. ZnH+ is 
the most likely product of (1 0 ) and maybe an intermediate 
in (17). ZnH+ may react with H+ or H20 to yield Zn2+ + 
H2. If Zn° were an intermediate in this reaction, it might 
react to yield eaq , but this would mean reaction 7 is re­
versible, since eaq~ reacts rapidly with Zn2+. We found no 
evidence for this and estimate k7 >  107, assuming Zn° 
remains atomically dispersed.

The overall reaction of Zii° with water is slow, and once 
Zn° aggregates form, they react with H20 or 1 mM H+ only 
in minutes or longer. However, since 1 mM HC104 reduces 
the turbidity formed, and since turbidity forms in seconds, 
we conclude that atomic Zn° reacts with H+ in seconds or 
less. Thus, in 0.2 M ZnS04 plus 0.02 M 2-propanol, both 
at pH 3 and 5.5 (pH’s before pulsing), a single 40-ns pulse 
irradiation produced no light scattering, but 30 pulses in 
2 s produced 32% scatter in the acid and 50% in the near 
neutral. Turbidity reached a maximum in a few seconds. 
In this experiment 1 m'M HC104 had very little effect on 
the initial [Zn+] or its decay. Treating light scattering as 
if it were absorbance, the turbidity partially decayed, after 
attaining a maximum, from 0.32 to 0.21 (n/2 = 1-5 s) at 
pH 5.5 and from 0.17 to 0.09 (t1/2 = 2.7 s) at pH 3 and then 
remained constant for at least 1  min. The decay may 
correspond to the formation of larger Zn° particles, which 
are fewer in number and scatter less light.
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A  P ulse R adiolysis Study of A q u eo u s B e n ze n e  Solu tions1
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The reaction of the hydrated electron, the H atom, and the OH radical with benzene in aqueous solution, and 
the decay of the reaction products, have been studied and the data evaluated with the aid of computer model 
calculations. Our results are quantitatively consistent with the assumption that the reaction product of eaq 
and benzene, C6H6 , protonates rapidly on a microsecond timescale to form C6H7. We show that the spectra 
of the observed reaction products of eaq and H, respectively, with benzene, axe identical in shape and peak 
absorption, and that the two products have the same rate of decay. We measured the following rate constants 
(B = CsHe): +B = 9 X 106 M 1 s 1 ±  5%, * h+b = 7.2 X 108 M 1 s 1 ±  5%, k0H+B = 7.75 X 109 M 1 s 1 ±  5%,
^ bh+bh = 8-7 x 108 M 1 s 1 ±  15%, &BOH+BOH = 4-6 X 108 M 1 s 1 ±  10%, with = 3550 ±  5% and «boh = 
2100 ±  5%. Reaction rates of eaq , H, and OH with terf-butyl alcohol were also measured.

Introduction
Although the hydrated electron (eaq ) reacts with 

benzene in aqueous solution, no evidence for the transitory 
negative ion of benzene (B ) has ever been observed in 
water or even in alcohols. Recently, however, an ab­
sorption band with a Anax at 312 nm resulting from the

pulse radiolysis of (0.35-1.01) X 10 2 M benzene in aqueous 
2 M ferf-butyl alcohol was assigned to B ,2 These authors 
(Marketos et al.) state that “our results do not conclusively 
prove the existence and reaction of B”, but are entirely 
consistent with it.” Arguments given in support of their 
assignment are the following; (a) The growing in of the
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Pulse Radiolysis of Aqueous Benzene Solutions 105

spectrum of B“ agreed “in rate” with the rate of disap­
pearance of the eaq~ spectrum, (b) There is no two-stage 
formation of C6H7. (c) If the assumption is made that 
protonation is so fast that B is not observed, then only 
35-40% of the absorption expected (assuming it all due 
to BH and using the authors’ value of the absorptivity for 
BH) is obtained, (d) The decay of an absorption of which 
257c was due to the H and OH adducts and 757o at­
tributed to B" was twice as fast as that for the absorption 
where the H and OH adducts are the major species, (e) 
B~ has an absorption spectrum which differs with respect 
to shape and absorptivity from C6H7, although Amai is 
essentially the same.

Since rapid protonation of B would also form C6H7 in 
an apparent one-stage process concurrent with the dis­
appearance of eaq- (arguments a and b), our new experi­
ments deal primarily with the quantitative aspects of 
arguments (c), (d), and (e) which provide the major support 
for the B assignment of the observed absorption. W§ 
confirm their findings that less C6H7 is formed in neutral 
and alkaline 2 M f erf-butyl alcohol solutions than in acid 
solutions. However, after corrections are made for the 
reactions of eaq~ and H with tert-butyl alcohol, as well as 
new determinations of the absorptivities of the transient 
species observed, the need for B' vanishes.
E xperim ental Section

1 . M a te r ia ls . Zone refined 99.9997o benzene (Litton 
Chemical Co., Inc.), reagent grade teri-butyl alcohol-. 
(Fisher and Mallinckrodt), and perchloric acid (Baker 
Analyzed Reagent 71.3%) were used without further 
purification. The Fisher teri-butyl alcohol, crystalline at ’■ 
room temperature, was much less reactive with eaq than ‘ 
the Mallinckrodt product. However, successive frac­
tionations of the Fisher product failed to diminish its 
reactivity. Nitrous oxide (Matheson Gas Products) was 
frozen out with liquid N2, evacuated to remove noncon­
densables, refrozen, and repumped. Saturated solutions 
of this product were stored as air-free solutions in 1 0 0 -ml 
syringes. Sodium hydroxide solutions were prepared from 
20 M NaOH from which most of the Na2C03 had pre­
cipitated (Baker Analyzed Reagent).

2. S o lu tio n s . " Oxygen-free benzene solutions were 
prepared from triply distilled water at the desired con­
centrations and pH’s by the mixing and injecting tech­
niques previously described.3,4 The 02 concentration of 
the solutions was usually less than 106 M determined by 
gas chromatography. The benzene concentration was 
determined spectrophotometrically using €264 = 180 M 
cm-1.4 Wherever possible the measurement was made on 
the benzene solution after it had been transferred to the 
irradiation cell. Because C6H6 js volatile, serious errors 
in the C6H6 concentration may result unless care is ex­
ercised in the transfer and measurement of these solutions. 
Small volumes of stock oxygen-free solutions of 1 M 
NaOH, 2 M HC104, and 0.025 M N20 were injected into 
the 100-ml syringes containing the benzene solutions. This 
procedure minimized impurity problems resulting from the 
preparation of the individual solutions when pH and other 
solution parameters were used. The various types of 
solutions used in our experiments are listed in Table I.

3. Irradiation and D osim etry. The irradiation cells used 
have been previously described5 (insert A of Figure IX.3, 
ref 5). These were irradiated from the side with the 
analyzing light going through the cell at right angles to the 
electron beam. The optical pathlength was 5 cm. The 
pulsed electron source used was an L band linear accel­
erator. The electron gun was gated to give pulses of 
electrons varying from 4 ns (—18 MeV) to 3 ms (12 MeV).

TABLE I: Solutions Used for the Experiments 
(Concentration and pH Values are Nominal)

Type (main 
radicals) pH“

[OeH6],b
10-3M

[Nj- 
[i-Bu- O], 
OH],b IO'3 

M M He
OH 7 0.25 1.0 (Degassed)
eaq > OH 11 10 Satd

11 10 2.0 Satd
H, OH 2 0.5,c 10d Satd
H 2 0.5,c 10d 2.0 Satd
a Adjusted with HC104 for acid solutions and with Na-

OH for alkaline solutions. b Nominal concentration 
normally used unless stated differently in the text. 
c Used for measuring radical [C6H7 and/or C6H70] build­
up. d Used for measuring radical decay.

Thé irradiation cell was placed in a collimator and Faraday 
cup assembly described in a previous publication.6 For the 
rate constant studies, doses between 0 .6  and 6  krads were 
used. Transient spectra covering approximately 180 nm 
were obtained with single pulses of electrons using our 
streak camera-TV system.7,8 For the spectral data, 0.25-1 
MS pulses at doses of 6-20 krads were used. For dosimetry, 
the charge collected by the Faraday cup was measured by 
means of an integrating circuit consisting of a current- 
to-voltage amplifier, a voltage-to-frequency converter, and 
a counter. The calibration factor (dose/charge) was de­
termined by two methods: (1) absorption of ea„ at 650 
nm9 and (2 ) absorption by (CNS)2_ at 470 nm.1” In the 
latter case, we added N20 to convert eaq to OH. Using 
G(eaq ) = 2.83, = 15 780,6 G(OH) = 2.75, 11 £(CNS)2~ =
7100/° we obtained agreement within 17c between the two 
methods.

4. E v a lu a tio n  o f  T ra n sien ts. The transient absorption 
signals, measured by the photomultiplier method and 
obtained in the form of oscilloscope pictures, were scanned 
by our optical line follower interfaced with a Sigma 5 
computer. First-order rates of formation or decay or 
second-order decay rate constants (as k / t) , respectively, 
were determined by means of a non-linear least-squares 
fitting program developed by C. Jonah at this laboratory.

In later experiments, the transient signals were stored 
and digitized in a Biomation Type 8100 transient recorder 
and the data directly transferred to the computer. The 
rate constants were then again determined by the 
above-mentioned program.
R esults and D iscussion

Our experiments were guided by the assumed reaction 
mechanism (B = C6H6)
eaq~ + B -  B' (l)

rapid protonation
B- + H20  -  BH + OH-J (2b)
H + B -> BH (3)
OH + B ^ BOH (4)
BH + BH -*■ products (5)
BOH + BOH -» products (6)

We redetermined the rate constants for these reactions, 
the absorptivity values for BH and BOH, and examined 
the experimental data with respect to their consistency 
with the above mechanism, i.e., the assumption that B 
protonafes too rapidly (reactions 2a and 2 b) to be ob­
servable on a microsecond time scale.

Five groups of experiments were carried out:
(1) Measurements with the streak camera-TV system 

to compare the spectra of BH and “B ”.
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Figure 1. Three-dimensional computer plot of transient spectrum 
representing the reaction of eaq_ with benzene (1.5 X 10-2 M CeH6,
10~3 M NaOH, 2 M fe/1-butyl alcohol, He saturated; pulse: 1 ns, "9
krads).

(2) Rate constant determinations for the reactions 7-9 
(C4H9OH = ferf-butyl alcohol)
eaq + C4H ,OH -> products (7 )

H + C4H,OH C„H90  + Hj (S)
OH + C4H,OH -> C4H ,0  + H ,0  (9 )

(3) Experiments to determine k x and k 3 through k 6.
(4) Experiments to determine ( Bh a n d  i B0H. and to 

decide if the observed buildup of the absorption signal 
under various conditions is quantitatively consistent with 
these values and with the measured rate constants k h k 3, 
and fe4.

(5) Experiments to test if the amplitude and decay rate 
of the absorption signal observed under various conditions 
can be quantitatively described on the basis of our 
measured values of cBh » 6b o h . and k 6. The latter two 
groups of experiments were evaluated with the aid of 
computer model calculations.

The results of the five groups of experiments will be 
described and discussed in the following sections. All error 
limits given represent 90% probability errors including 
random and possible systematic errors.

A. S tr e a k  C am era  E x p e r im e n ts . With the streak 
camera technique, transient spectra were recorded for 
solutions of type (eaq), (H), and (OH) (Table I), char­
acterizing the reactions of eaq~, H, and OH, respectively, 
with benzene, and for solutions containing no benzene. 
Figure 1 shows a three-dimensional computer plot of a 
transient spectrum obtained with a 19-krad pulse in a type 
(eaq~) solution containing 0.015 M benzene. The figure 
illustrates the fast decaying eaq peak at the longer 
wavelength and the slowly decaying “B”  peak at about 
312 nm. The benzene-free solution (not shown) displays 
only the eaq absorption plus a small long-lived absorption 
component increasing with shorter wavelength (at 265 nm, 
about 10% of the C6H7 peak). The latter component is 
presumably due to radiation products of teri-butyl alcohol. 
Figure 2 shows the corresponding plot in acid solution 
(type (H)). The dose was 9.6 krads, and the benzene 
concentration 2.5 X 10 3 M. In this figure, the eaq peak 
is absent. The benzene-free solution (not depicted) shows 
again only a small absorption signal increasing with shorter 
wavelength, with an amplitude of about 6 % of the C6H7 

peak at 265 nm. Figure 3 is the three-dimensional rep­
resentation of the OH reaction with benzene. The solution 
was 1.2 X 10~2 M benzene, N20-saturated. The figure

Figure 2. Three-dimensional computer plot of transient spectrum 
representing the reaction of H with benzene (2.5 X 10-3 M CeH6, 10~2 
M HCIO4, 2 M fert-butyl alcohol, He saturated; pulse; 0.5 fis, 5.6 krads).

Figure 3. Three-dimensional computer plot of transient spectrum 
representing the reaction of OH with benzene (1.2 X 10~2 M 0^6, N2O 
saturated; pulse: 0.25 ns, 5.4 krads).

Figure 4. Comparison of the uncorrected spectrum of “B~”, BH, and 
BOH. (A) Same solution as in Figure 1, pulse: 9.' krads, 0.6 ixs after 
the pulse; (B) Like curve A, but 11 fis after the pulse (“B~” spectrum); 
(C) same solution as in Figure 2, 9.7 krads, 6 ns after the pulse (BH 
spectrum); (D) from experiment shown in Figure 3, 3 ns after pulse 
(BOH spectrum).

shows the C6H70 peak at 313 nm and a developing second 
peak below 275 nm (lower left corner or figure) which we 
tentatively ascribe to the (BOH) 2 absorption.2 Figure 4 

compares the spectra of “B ” (curve B), BH (curve C), and 
BOH (curve D) (uncorrected for other products). The 
pulse doses used for these experiments were 9.1, 9.7 and
5.4 krads, respectively. Curve B was measured after the
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TABLE II: Experimental Conditions for Measuring Various Rate Constants, and Results
Rate Type of soin 

constant (main radicals)
Dose per 

pulse, krad
[C6HJ, 
10~3 M

Species
obsd

Wavelength
nm ft(measd), M'1 s"1

fe, (eaq~, OH) 0.6 0.9-13.6 600 9.0 X 10# ± 5%
V (eaq ) 0.56 2.7-35 6aq 600 7.2 X 10s ± 10%
k , (H) 3.3 0.4-9.7 c6h , 312 7.2 X 108 ± 5%
k< (OH) 1.4 0.035-0.5 c6h6oh 312 7.75 X 109 ± 5%
k s (H) 0.8-5.1 3.2 c6h , 312 8.7 X 108 ± 15%
K (OH) 0.73-5.9 8.6 c6h6oh 312 4.6 X 108 ± 10%b

“ See Table I. b Rate constant corrected for contribution of C6H7 to decay signal.

decay of the eaq absorption. The corresponding spectrum 
observed directly after the pulse, with a strong eaq' 
component, is represented by curve A. Curves B and C 
are identical within experimental errors except for a small 
deviation at the short wavelength end. Since the decay 
in this wavelength region is much slower than at the peak 
at 312 nm, as demonstrated by the three-dimensional 
representations, we ascribe the deviation to other products, 
an assumption which is also supported by the streak 
spectra of the blanks. We want to note at this point that 
we did not observe the increase of the BH absorption below 
290 nm reported in ref 12 and quoted in ref 2 as a feature 
distinguishing it from the spectrum of “B ”. However, 
Sauer and Ward12 based on similar arguments ascribe this 
increase to “either an absorption due to a product or the 
presence of another transient”.

The practical identity of the “B~” spectrum with the BH 
spectrum strongly indicates the identity of the respective 
species, and we, therefore, felt justified to proceed under 
this working hypothesis.

B. R e a c tio n  R a te s  o f  th e  R a d ica l S p e c ie s  w ith  tert-  
B u ty l A lcoh o l. Since iert-butyl alcohol was used as an OH 
scavenger in the solutions of the types (eaq ) and (H), we 
considered it important to obtain reliable values for fe7, fe8, 
and kg, as these constants were required for our computer 
model calculations.

k- was determined by observing the eaq decay at 600 nm 
in a type (eaq ) solution (Table I) and plotting the decay 
rate vs. the iert-butyl alcohol concentration (0.5 2 M). We 
found that the value obtained for fe7 varied strongly not 
only with the brand of iert-butyl alcohol, but even with 
the individual bottle of the alcohol. Values ranged from 
fe7 = 1.77 X 104 M"1 s_1 for a bottle of Fisher brand alcohol 
to k-j = 1.26 X 105 M“ 1 s“ 1 for a bottle of Mallinckrodt 
brand. From this we conclude that the measured rate 
constant essentially represents reactions of eaq with im­
purities in the alcohol.

Our values are much lower than the only available 
literature value of k 7 = 1 0 8 M 1 s 1. 13

Whenever k 7 was needed later for the evaluation of an 
experiment, we used a value determined on the same day 
using the same batch of terf-butyl alcohol.

kg was determined by measuring the rate of formation 
of C6H7 at 312 nm as a function of iert-butyl alcohol 
concentration (0.5-2 M). The value of k s obtained by this 
method was in good agreement with one derived from a 
Stem-Volmer plot using the peak concentrations of C6H7. 
The average value is kg = 1.45 X 105 M' 1 s 1 ± 15%. 
Published values range from 0.8 to 1.7 X 105 M 1 s' 1.14

k 9 was determined by direct observation of the OH decay 
at 280 nm in a type (OH) solution (see Table I) as a 
function of [f-BuOH] at concentration of 0.5-2 M. Our 
rate constant of kg = 7.55 X 108 M 1 s 1 ± 10% represents 
the only absolute determination. It is higher than the 
published values ranging from 4.2 to 6.3 X 108 M 1 s 1. ' 5

For determination of kg and fe9, we used the batch of 
iert-butyl alcohol with the lowest apparent eaq rate 
constant and therefore, presumably, the purest alcohol

E- * BENZENE

Figure 5. Plot of first-order decay rate of eaq_ (s_1) vs. benzene 
concentration (M), with best fitting straight line (aqueous benzene, 10-3 
M NaOH, He saturated; pulse: 4 ns, 0.6 krad).

available to us. However, previous experiments with other 
brands of feri-butyl alcohol had indicated little or no 
dependence of kg and k 9 on the brand of alcohol.

C. E x p e r im e n ts  to  D e te r m in e  k l a n d  k 3- k 6. Table II 
gives a summary of the experimental conditions used for 
measuring these rate constants, and the results obtained, 
fe, was measured first in the absence of iert-butyl alcohol, 
the benzene itself serving as the OH scavenger. Figure 5 
shows a computer plot of the measured pseudo-first-order 
decay rate of eaq" vs. [C6H6], including the best fitting 
straight line. The intercept is caused by the reactions of 
eaq with BOH and impurities, and a small second-order 
component. A similar plot, although with a greater in­
tercept, was obtained for a solution also containing 2 M 
iert-butyl alcohol. However, the rate constant, k /  was 20% 
smaller than k l (second line in Table II). This is pre­
sumably due to the partial solvation of the benzene 
molecules in iert-butyl alcohol.16 Our value compares with 
previously reported values ranging from 0.7 to 1.4 X 107 

M 1 s 1 (compiled in ref 2 ). The rate constants k 3 and k 4 
were determined by plotting the first-order rate of for­
mation of the H and OH adduct, respectively, vs. [C6H6], 
The plot for the OH adduct is shown in Figure 6 . Pre­
viously reported values for k 3 range from 5.3 to 11 X 108 

M 1 s 4.15 k R and k e w ere calculated using the values k/e  
obtained for several different pulse doses by means of the 
non-linear least-squares fitting program. Since k 6/e de­
creased slightly with increasing dose, possibly due to a 
small pseudo-first-order component, the value extrapolated 
for infinite dose was assumed to be the true second-order 
decay constant. Furthermore, a correction of about 16% 
for the contribution of C6H7 to the decay signal, obtained 
by means of a computer model calculation, was applied 
to obtain the value listed in Table II. We used ec'6H7- = 
3550 and «CeH7o- = 2100 (see below).

Taking into account the different values of €c6h7 used 
by various authors, our k 5 is in good agreement with the 
values reported in ref 2 (k 5 = 1.25 ± 0.22 X 109 M“ 1 s“1,
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£Sh7 = 5350) and in ref 4 (k5 = 0.8 ± 0.15 X 109 M' 1 s'1, 
£qh7 = 3300). On the same basis, the values for k 6 re­
ported in ref 2 (k 6 = 7.05 ± 0.35 X 108 M" 1 s'1, «$¡$,0- = 
4700) is 30% lower than our value. We have no expla­
nation for this discrepancy.

D. C om p u ter M o d e l C alculations. The computer model 
calculations which were required to evaluate the last two 
groups of experiments were carried out on our Sigma 5 
computer (Xerox Corp.) by means of slightly modified 
version (WR22) of our kinetic program WR20.17

For the reactions 1 and 3-9, we used our own rate 
constants. Reactions 2a and 2b were assumed to be in­
stantaneous, i.e., the formation of BH from e*,“ was written 
as
eaq~ + B -  BH + OH- (la)

and rate constant k i was used. Additional reactions taken 
into account were
eaq- + N20  ->■ N2 + OH + OH- fe10= 9.1 X 109

M"1 s"1 18 (10)

eaq- + OH -*■ OH- ft,, = 3 X 1010 
M - s (11)

eaq ' + eaq- -  H2 + 20H fc,2= 5 X 109
M '1 s’ 1 (12)

H + OH ->■ H20 f e , 3 = 2 X 1010
M'1 s’ 1 (13)

H + H -  H2 fe,4= 1 x 1010
M'1 s"1 (14)

OH + OH -* H20 2 ft,s= 4.5 X 109
M -'s-1 (15)

eaq- + H+ -> H fe,6 = 2.2 X 10'°
M-‘ s'1 (16)

k u - k le> are presumably “best” values taken from ref 14, 
15, and 19. These values are not critical for our calcu­
lations. The G  values (in particles/100 eV) used were: G„
= 2.85,® Goh = 2.75, 11 and GH = 0.5511 for pH 7, Geaq + 
Gh = 3.6 and Gqh = 2.85 for pH 2 (using the pH de­
pendence of G values as summarized in ref 20).

For some of the experiments, the optical absorption 
signal (percent absorption vs. time) was calculated and 
compared with the measured oscilloscope trace. For later 
experiments, computer-produced plots of measured ab­
sorbance vs. time were compared with calculated absor-

at 312 nm representing the formation of BOH (left plot) and BH (right 
plot). Solutions: type (OH) and (H), respective y, of Table I. Pulse: 
40 ns, 2.7 krads. Parameters adjusted: «CaH, and,ec,H;o-

Figure 8. Measured (solid lines) and calculated (circles) absorption signals 
at 312 nm representing the combined formation of “B-” and BOH (left 
plot) and BH and BOH (right plot). Solutions: type (eaq', OH) and (H, 
OH), respectively, of Table I. Pulse: 40 ns, approximately 2.8 krads. 
Parameters adjusted: k-17 and ki8 (left plot only). Cashed line: calculated 
without reactions 17 and 18.

bance curves. In all calculations, the dose actually used 
in the corresponding experiment was entered.

E. E xp e rim en ts  to S tu d y  th e  B u ild u p  o f “B ~”, B H , a n d  
B O H . Figure 7 illustrates the results of experiments to 
determine «bo h  and eBH. Solid lines represent the ex­
perimental curves; circles represent the computed curves. 
The left curve was obtained with a solution of type (OH) 
(Table I) and a 40-ns pulse of 2.7 krads; the right curve 
was obtained with a solution of type (H) at approximately 
the same dose. The wavelength was 312 nm in both cases. 
The parameters fitted were €Boh  and eBH. Other pa­
rameters were not adjusted. We obtained eBoH = 2100 M“ 1 

cm 1 and e|n = 3550 M 1 cm'1. While the latter value is 
in fair agreement with the one reported in ref 4 (3300), it 
is much smaller than the one measured by Marketos et al.2 

(5350). Our iB0H is much lower than the earlier reported 
values (4700 and 3500 M“1 cm 1) .2 To test our results we 
irradiated a solution of type (H, OH) with a similar dose, 
thereby producing about equal concentrations of BH and 
BOH. The calculated curve, based on our t values, is in 
good agreement with the experimental curve (Figure 8 , 
right plot). The left plot of Figure 8  represents the cor­
responding experiment in alkaline solution (type (eaq“, 
OH)), producing both “B ” and BOH. The dashed line 
was calculated using the reactions and parameters men­
tioned so far, plus a value of i^ 2 = 770 measured by 
Michael and Hart21 and approximately corresponding to 
other published values.20 Identity of “B ” and BH was 
assumed for the calculation.

The dashed curve differs in shape from the experimental 
curve. However, if one makes the reasonable assumption 
that eaq” also reacts with the radicals BH and BOH:
eaq + BH -* products (1 7 )
eaq + BOH-*- products (18)

one obtains the correct signal shape by using feI7 = k 18 =
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Figure 9. Measured (solid 8ne) and calculated (circles) absorption signals 
at 312 nm representing the formation of “ B~” . Solution: type (eaq~) 
of Table I. Pulse: 40 ns, 2.6 krads. Dashed line: calculated without 
reactions 17 and 18. Parameters adjusted: none.

6  X 109 M-1 s-1 (circles). This value was used in all 
subsequent .calculations.

As a further test, an experimental curve obtained with 
a solution of type (eaq-) was compared with calculated 
curves in Figure 9. The dose \yas 2 .6  krads. Again, the 
dashed line was calculated excluding reactions 17 and 18, 
the circles include these reactions. The agreement is only 
fair, but one has to consider that more-than half of the 
hydrated electrons react with the ierf-butyl alcohol which 
introduces a degree of uncertainty.

E. E x p e r im e n ts  to  S tu d y  th e  D e ca y  o f “B ”, B H , a n d  
B O H . The results obtained so far are consistent with the 
assumption that “B”  and BH are identical. Our last group 
of experiments was performed to compare the second-order 
decay rate constants of the two species. Preliminary 
experiments using solutions of type (eaq) and (H) (Table 
I) seemed to confirm the result of Marketos et al.2 that 
“B ” decays faster than BH. However, since reactions of 
BH or “B ” with radical products of ferf-butyl alcohol very 
probably affect the decay rate of the species in question, 
we compared the decay rates in the corresponding solutions 
containing no ierf-butyl alcohol, namely, solutions of the 
type (eaq-, OH) and (H, OH). The result is shown in Figure
10. The dose was about 1.7 krads, the pulse length 10 ns. 
The solid lines again represent the experimental curves. 
The dashed lines were calculated using all reactions and 
parameters discussed so far, including reactions 17 and 18. 
Whereas there is excellent agreement between the mea­
sured and calculated initial absorbance values (no pa­
rameter was adjusted), again confirming the consistency 
of our values for eBH and «boh. the calculated decay rates 
are lower than the experimental ones. However, one can 
obtain good agreement for both experiments by adding the 
mixed decay reaction
BH + BOH-*- products (19)

assuming a value of fe19 = 6  X 109 M-1 s ', lying between 
k 5 and fee (circles).

An estimate shows that in the two experiments, 2/3 of 
the initial signal amplitude is due to BH or “B-”, re­
spectively, and that reaction 5 contributes about 60% to 
the initial signal decay rate. The comparison is therefore 
sufficiently sensitive to a possible difference between k h 
and £(B-+b ), and we regard this result as a further con­
firmation for the identity of “B ” and BH.

109

Figure 10. Comparison o f the com bined deca y  o f BH and BOH (left 
plot) with that o f “ B-”  and BOH (right plot). Solutions: type (H, OH) 
and (eaq", OH), respectively, o f Table I. Pulse: 10 ns, 1.7 krads. Solid 
line: experimental curves measured at 312 nm. Calculated using all 
reactions except reaction 19 (dasied line). Calculated including reaction 
19 (circles), with k19 tentatively adjusted to 6,;X 108 M-1 s -1.

F. R e la tio n sh ip  to O th e r  R e s u lts . Jonah22 has studied 
solutions of benzene in methanol and ethanol on the pi­
cosecond time scale. He observed a prompt transient 
whose decay was unaffected by increasing the acid con­
centration. Trifunac23 studied the ESR signal from pulsed 
aqueous benzene and found no signal attributable to B -  
on the microsecond time scale. Bqth these results are 
consistent with our conclusions.
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Intense IR absorptions were found for irradiated methyltetrahydrofuran solutions of various olefin derivatives 
. •  using low-temperature pulse radiolysis and 7 -irradiated matrix techniques. The compounds investigated were 

fumaronitrile, maleic anhydride, citraconic anhydride, dimethylmaleic anhydride, methyl vinyl ketone, acrolein, 
crotononitrile<methacrylonitrile, methyl acrylate, methyl methacrylate, and methyl crotonate. The IR absorptions 
increased gradually with time in pulse radiolysis and also increased by warming solutions via the 7 -irradiated 
matrix method. The growth was always in parallel with the decay of the anion radical of each compound in 
both experiments. The IR absorptions, therefore, are concluded to be due to dimer anions produced by reactions 
of anion radicals with neutral parent molecules. Growth rates were determined from the formation curves of 

, dimer anions. In many cases, IR spectra changed in shape by repeated warming and their peaks shifted to
" shorter wavelengths. These results are attributed to conformational changes of the dimer anions which occur 

■ ■ in warmed solutions. Dimer anions were not observed for acrylamide, methacrylamide, 1,3-butadiene, and styrene, 
âlthough their anion radicals were produced in irradiated solutions. The electron affinity of a functional group 
seems to be an important factor for dimer anion formation. Aromatic corrtpounds such as phthalonitrile and 
phthalic anhydride did not form dimer anions under similar conditions.

Introduction
Cation radicals of aromatic hydrocarbons often react 

with their neutral parent molecules forming dimer cations. 
The formation was found first in the ESR study1 of 
aromatic hydrocarbon cations prepared chemically using 
antimony pentachloride as an oxidant and methylene 
chloride as a solvent. Although several ESR studies2" 1 were, 
published on dimer cations, a number of spectroscopic and 
kinetic data5“ 15 have been compiled in 7 -irradiated matrix 
and pulse radiolysis studies because radiolysis provides an 
excellent method for the preparation of cations of organic 
compounds.

Anion radicals of various organic compounds are also 
prepared easily in radiolysis. In contrast to dimer cations, 
however, several attempts5,6,15“ 17 failed to observe organic 
dimer anions except for a few cases. An anthracene dimer 
anion18 was formed by the dissociative attachment of a 
mobile electron to dianthracene in a rigid cage of 2 - 
methyltetrahydrofuran (MTHF) at 77 K. The anthracene 
dimer anion was obviously metastable because it disso­
ciated into anthracene and its anion radical when warmed 
slightly. An acetonitrile dimer anion19 was detected using 
ESR in the upper crystalline phase of 7 -irradiated ace­
tonitrile at 77 K.

In the course of the study on radiation-induced poly­
merization of methyl methacrylate, we found that the 
dimer anion is produced spontaneously by the reaction 
between methyl methacrylate and its anion radical. Such 
dimer anions were observed for many other olefin de­
rivatives. This paper presents their absorption spectra and 
kinetic behavior obtained from the low-temperature pulse 
radiolysis and 7 -irradiated matrix method. The results 
provide useful information on the interaction between a 
charged species and a neutral molecule.
Experim ental Section

All chemicals used here were of the purest grade 
commercially available. MTHF, maleic anhydride, ci­
traconic anhydride (methylmaleic anhydride), acrolein, 
crotononitrile, methacrylamide, styrene, and phthalonitrile 
were purchased from Tokyo Kasei Kogyo. Fumaronitrile,

methacrylonitrile, methyl acrylate, methyl methacrylate, 
methyl crotonate, acrylamide, and phthalic anhydride were 
from Wako Junyaku. Dimethylmaleic anhydride,' methyl 
vinyl ketone, and 1,3-butadiene were from Aldrich 
Chemical Co., Mitsubishi Kasei Kogyo, and Takachiho 
Shoji, respectively. MTHF was fractionally distilled over 
metallic sodium; the middle fraction was stored in vacuo 
over sodium and potassium alloy. Volatile compounds of 
the solute chemicals were purified by vacuum distillation 
after dehydration with anhydrous calcium sulfate. The 
other chemicals were used without further purification. All 
sample solutions were prepared on a vacuum line.

The matrix technique used here was the same as de­
scribed in previous papers.14,15 A sample solution was 
sealed in a cell with an optical path of 1.5 mm, and ir­
radiated with 7  rays from “Co at a dose rate of 38 200 rads 
min“1. The spectrum was measured on a Cary 14 RI. The 
solution was warmed in a simple way where it was drawn 
from liquid nitrogen for short time in a dewar vessel.

The procedures and apparatus of the low-temperature 
pulse radiolysis in our laboratory have been also described 
in previous papers.20,21 Electron pulses from a Mitsubishi 
Van de Graaff accelerator were used at a suitable current 
in the range up to 200 mA. The accelerating energy was
2.6 MeV and the duration was selected among 0.5,1, 2, and 
5 ms. The low-temperature apparatus was essentially the 
same as employed in previous studies,20,21 although newly 
constructed. The sample solution sealed in a cell was 
cooled by blowing cold nitrogen gas at a controlled flow 
rate. An analyzing light beam was passed once through 
the cell, where the optical path length was 10 mm. The 
temperature was monitored with a ccpper-constantan 
thermocouple attached to the outside of the cell. Tem­
peratures measured preliminarilly with thermocouples 
inserted into the solution and attached to the outside of 
the cell agreed with each other to within a few degrees.
R esults and D iscussion

MTHF was used as a solvent in both pulse and matrix 
experiments; its solution was a viscous liquid at 113 K and 
rigid glass at 77 K. It is well established22 that a solute
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Figure 1. Spectra for irradiated fumaronitrile in MTHF solutions. Pulse 
radiolysis: 6.9 mol % fumaronitrile was irradiated at 113 K with 1-/las 
pulses at 100 mA: (circle) 30 fxs after the pulse, (solid circle) 800 ¿¿s 
after the pulse. Matrix: 1.4 mol % fumaronitrile was irradiated at 77 
K with 7  rays to 1.9 X 105 rads: (spectrum 1) before warming, 
(spectrum 2) after warming, (spectrum 3) after warming further.

- 1

U DO usee , 380 nm, 113 °K

20 usee , 980nm, 123°K

20 usee , 980nm, 143°K

Figure 2. Oscilloscope traces of 380- and 980-nm absorptions at various 
temperatures. 7.2 mol % fumaronitrile in an MTHF solution was' 
irradiated with 1-̂ ts pulses at 100 mA.

anion radical is produced in irradiated MTHF by the 
reaction of a mobile or solvated electron with a solute 
molecule. Absorption spectra of a number of anion radicals 
have been obtained successfully with the radiolysis of 
MTHF solutions at 77 K. Figure 1 shows absorption 
spectra determined at 30 and 800 31s after the pulse when 
a MTHF solution of 6.9 mol % fumaronitrile was irra­
diated.at 113 K with electron pulses. The weak part of 
the early spectrum (500-700 nm) is excluded from the 
figure to avoid an overlap. Figure 1 also shows absorption 
spectra of a 7 -irradiated solution of 1.4 mol % fumaro­
nitrile before and after warming. The spectrum before 
warming has no absorption above 450 nm.

In dilute solutions below 0.4 rftol %  fumaronitrile, the 
rapid decay of the solvated electron was seen immediately 
after pulse irradiation at 113 K. The observed decrease 
of the decay rate with decreasing fumaronitrile concen­
tration indicates that the solvated electron reacts directly 
with a fumaronitrile molecule. As shown in Figure 1, an 
intense absorption band with a peak at 380 nm appeared 
jn the early spectrum of the pulse-irradiated solution or 
in the spectrum before warming the 7 -irradiated solution. 
The 380-nm band was found to grow concurrently with the 
decay of the solvated electron in the pulse radiolysis of a 
0.1 mol % solution. The rapid proton transfer from a 
solvent molecule to an anion radical does not occur in 
MTHF. The ion recombination is a slow process in MTHF 
at 113 K, because a styrene or 1,3-butadiene anion radical 
has a long lifetime under the same condition, as described 
later. Therefore, the 380-nm band produced from the 
solvated electron is assigned to a fumaronitrile anion 
radical itself. The broad IR band in Figure 1 always 
increased in parallel with a decrease of the 380-nm band 
in both pulse radiolysis and matrix experiments. The 
coincidence between growth and decay is demonstrated 
directly by oscilloscope traces of absorptions at 980 and 
380 nm presented in Figure 2. Thus, the IR absorbing 
species must be produced from an anion radical of fu­
maronitrile. Both decay and growth fit a first-order rate 
law and give pseudo-first-order rate constants in Table I. 
The growth rate increased with increasing fumaronitrile 
concentration in dilute solutions below 1  mol %, as shown 
in Table I. From these results the IR absorbing speces is 
concluded to be a dimer anion produced by the following 
reaction
M- + M-^M2- (1)

TABLE I: Pseudo-First-Order Rate Constants of thè Dimer 
Anion Formation at 113 K

Concn, ft[solute],° 
Compound mol % s“‘

Fumaronitrile 0.17 4.9 X 1 0 3
0.37 1 . 2 X 1 0 4
0.77 2.3 X 1 0 4
1.9 2 .2 X 1 0 4
6.9 4.2 X 1 0 3
6.9 4.7 X 1 0 3b

Maleic anhydride 2 . 1 5.6 X 1 0 3
3.7 2.7 X 1 0 3
6.4 1 . 6 X 1 0 3

Methyl vinyl ketone 9.7 2.4 X 1 0 4
Crotononitrile 8.3 5.8 X 1 0 4
Methyl acrylate 8.3 5.8 X 1 0 4
Methyl crotonate 9.4 5.4 X 1 0 3

“ Pseudo-first-order rate constants, k [solute], were de­
termined from formation curves of absorptions at 980 
nm. b This value was determined from the decay curve 
of the 380-nm band due to a fumaronitrile anion radical.

where M represents a fumaronitrile molecule.
In contrast to dilute solutions, the growth rate of the 

dimer anion decreased with increasing fumaronitrile 
concentration in solutions above 1 mol %. This unusual 
concentration dependence probably results from an in­
crease in viscosity by dissolving the solute at high con­
centrations. A small rise of temperature significantly 
increased both growth and decay rates of the dimer anion, 
as seen in Figure 2 . The effect may be caused by a de­
crease in viscosity, rather than an increase in net reactivity.

The broad IR band is interpreted23 in terms of an 
electronic transition between two charge-resonance states 
described by the following wave functions
<J>(A-)<l>(B) + <1>(A)<I>(B‘ ) - 4>(A~)<t(B) -  4>(A)<t>(B~) (2)

where 4>(A ) and 4>(B) represent the wave functions of an 
anion radical and a neutral molecule of fumaronitrile, 
respectively. Similar charge-resonance bands in the IR 
region have been observed for dimer cations of aromatic 
hydrocarbons. In the spectrum determined at 800 /¿s after 
the pulse, the absorption is very weak around 600 nm but 
increases again with decreasing wavelength. The ab­
sorption, at least in the region from 450 to 550 nm, is 
mainly caused by the dimer anion because it grows at the 
same rate that the absorption at 980 nm does. The UV 
band of the dimer anion can be ascribed to an electronic
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Figure 3. Spectra for irradiated inaleic anhydride and its derivatives 
in MTHF solutions. Puise radiolysis: 6.3 mol % maleic anhydride was 
irradiated at 113 K with 0.5-ms pulses at 120 mA: (circle) 75 ms after 
the pulse, (solid Circle) i.4 ms after the pulse. Matrix: 1.0 mol % maleic 
anhydride, 3.2 mol % methylmaleic anhydride, and 0.72 mol % dl- 
methylmaleic anhydride were irradiated at 77 K with y rays to 1.9 X 
105 rads: (spectra 2, 4, and 6 ) before warming, (spectra 1, 3, and 
5) after warming.

Figure 5. Spectra for irradiated crotononitrile and friethacrylonitrile in 
MTHF solutions.35 Pulse radiolysis: 9.1 mol % crotononitrile was 
irradiated at 113 K with 2-ms pulses at 100 mA: (circle) immediately 
after the pulse, (solid circle) at 35 ms after the pu se. Matrix: 1.6 mol 
% crotononitrile and, 1 .6  mol % methacrylonitrile were irradiated at 
77 K with y  rays to 1.9 X 105 rads: (spectra 1 and 3) before warming, 
(spectra 2 and 4) after warming, (spectra 5 and 6 ) after the repetition 
of warming processes in the order.
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Figure 4. Spectra for irradiated methyl vinyl ketone and acrolein in 
MTHF solutions.35 Pulse radiolysis: 9.7 mol % methyl vinyl ketone 
was irradiated at 113 K with 1-ms pulses at 80 mA: (circle) immediately 
after the pulse, (solid circle) 130 ms after the pulse. Matrix: 2.3 mol 
% methyl vinyl ketone and 1.6 mol % acrolein were irradiated at 77 
K with 7  rays to 1.9 X 105 rads: (spectra 1 and 4) before warming, 
(spectra 2 and 5) after warming, (spectra 3 and 6 ) after warming further.

transition between the two following states 
<t>(A_)<l>(B) + <I>(A)<I>(B') ->■ <t>(A~*)<I>(B)

+ 4>(A)<t>(B“*) (3)
where 4>(A *) is the wave function of an excited fumar- 
onitrile anion radical. The whole shape of the UV band 
could not be measured because another long-lived species 
absorbed below 400 nm; the species may be a neutral 
radical produced in radical processes.

Figures 3-6 present absorption spectra of irradiated 
MTHF solutions of various olefin derivatives. The results 
obtained with these compounds were almost similar to 
those of fumaronitrile. Intense UV bands due to anion 
radicals were observed in spectra determined immediately 
after the pulse or measured before warming solutions. 
However, there were no absorptions in the IR region. In 
parallel with the decay of UV bands in pulse-irradiated 
solutions or in warmed 7 -irradiated solutions, broad bands 
appeared in the IR region. These bands are assigned to 
dimer anions of these compounds. Rate constants of the 
dimer anion formation are tabulated in Table I. These

WAVELENGTH (run)

Figure 6 . Spectra for irradiated methyl acrylate, methyl methacrylate, 
and methyl crotonate In MTHF solutions.35 Pulse radiolysis: 8.3 mol 
% methyl acrylate was irradiated at 113 K with 0.5-ms pulses at 80 
mA: (circle) Immediately after the pulse, (solid circle) 80 ms after the 
pulse. Matrix: 1.1 mol % methyl acrylate and 2.0 mol % methyl 
crotonate were irradiated at 77 K with y  rays to 1.9 X 105 rads and 
1.1 mol % methyl methacrylate to 3.8 X 105 rads: (spectra 1, 3, and 
6 ) before warming, (spectra 2, 4, and 7) after warming, (spectrum 5) 
after warming further.

values are dispersed over a wide range. However, vis­
cosities of solutions probably differ considerably owing to 
a large amount of solute, although MTHF has been used 
as a common solvent. It is important that all growth curves 
fit a first-order rate law.

A recent ESR study24 has shown that the anion radical 
of maleic anhydride is formed upon irradiating its MTHF 
solutions at 77 K. The dimer anion produced from the 
anion radical has a broad band with a peak at 10 0 0  nm. 
The introduction of one or two methyl groups to maleic 
anhydride scarcely changes the peak wavelength and shape 
of the IR band. This fact suggests that methyl groups do 
not affect appreciably the arrangement and interaction of 
the two component molecules. Methyl vinyl ketone and 
acrolein gave complicated IR spectra, when their solutions 
were warmed slightly for a short time. The spectra have 
several humps and main parts located at relatively long 
wavelengths. When the solutions were warmed further,
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the spectra became smooth and the peaks shifted to about 
12 0 0  nm. We think that the former spectra are caused by 
several dimer anions with different conformations, which 
transform into the most stable one during repetitive 
warming processes.15,25 Similar spectral changes were also 
observed for esters and nitriles, but not for fumaronitrile 
and maleic anhydride and its derivatives. By analogy with 
a dimer cation, the sandwich structure where two car­
bon-carbon 7r orbitals interact with each other seems 
plausible as the most stable dimer anion. However, it is 
difficult to obtain conclusive information from optical 
spectroscopy alone.

Unsuccessful results on other compounds may be worth 
describing because they provide suggestion on the for.-_' 
mation of dimer anions. The pulse radiolysis ofian MTHF.* 
solution of 13 mol % 1,3-butadiene at 113 K yielded a band 
with a peak at 390 nm, which corresponds to an anion 
radical of 1,3-butadiene.26 Although the lifetime was longer 
than 2 0 0  ns, no absorption was observed in the range from 
800 to 1 0 0 0  nm, where the dimer anion, if produced, is 
expected to absorb. A pulse-irradiated MTHF solution 
of 3.6 mol % acrylamide showed a UV band with a peak 
at 300 nm, which agrees with-that due to an acrylamide 
anion radical produced in an alkaline aqueous solution.27,28 

The lifetime was definitely longer than 400 ms at 113 K, 
although the absorption of another transient species made 
the determination of the lifetime difficult. However, no 
absorption attributable to its dimer anion was observed 
in both the visible and IR regions during and after the 
decay of the anion radical. The y irradiation of an MTHF 
solution of 2 mol % methacrylamide at 77 K gave a 
spectrum with a peak at 320 nm. An IR absorption was 
not produced by warming the solution. The formation of 
a styrene anion radical in an irradiated solution was 
confirmed from the spectrum determined immediately 
after the pulse.29 The anion radical decayed slowly over 
10 ms at 113 K. However, an absorption assignable to the 
dimer anion did not appear in the solution, although the 
concentration was as high as 8 mol %. The pulse radiolysis 
of MTHF solutions of 1.9 mol % phthalonitrile and 1.9 
mol % phthalic anhydride was carried out in expectation 
of the observation of aromatic dimer anions. However, we 
could not obtain any result indicating their formation, 
although their anion radicals were detected.

One of basic questions concerning a dimer anion is what 
kind of compounds produce dimer anions. Experimental 
results in this study suggest that the formation is favored 
in compounds with electron-withdrawing functional 
groups. Attractions of functional groups for electrons are 
reflected by the electric moments of benzene derivatives:
4.4 D for benzonitrile, 3.0 D for acetophenone, 2.8 D for 
benzaldehyde, 1.9 D for methyl benzoate, and 0 for 
benzene.30 In fact, dimer anions of nitriles, ketone, al­
dehyde, and esters were formed successfully in both pulse 
radiolysis and matrix experiments. Radiation-induced 
polymerization of nitroethylene in an MTHF solution has 
been reported31,32 to proceed via an anionic mechanism 
initiated by a nitroethylene anion radical. Shiga and 
Yamaoka33 found the formation of nitroethylene dimer 
negative ions in the gas phase by the use of a mass 
spectrometer. A nitro group attracts electrons strongly, 
because the electric moment of nitrobenzene is 4.3 D. 
Therefore, nitroethylene dimer anions may be formed 
easily in MTHF, although the formation has not been

tested in this study. Electron affinities of olefin derivatives 
are considered to be determined principally by functional 
groups. Lovelock34 has measured affinities of various 
compounds for free electrons when that of chlorobenzene 
was taken as a standard: 1700 for diethyl maleate, 1500 
for diethyl fumarate, 0 .1  for ethyl acrylate, <0 .0 1  for 
styrene, and <0 .0 1  for cyclopentadiene. The values for 
diethyl maleate, ethyl acrylate, and cyclopentadiene may 
be applied approximately to maleic anhydride, methyl 
acrylate, and 1,3-butadiene, respectively. Affinities of 
styrene and 1,3-butadiene are very small and their dimer 
anions have not been observed. Although more studies are 
necessary for a conclusion, the . electron affinity of a 
functional group seems to be an important factor for dimer 
ariion formation.

• Dimer anions of benzene derivatives were not formed, 
even if electron-withdrawing groups were introduced. 
Dimer anions of olefin derivatives were,, however, formed 
spontaneously by reactions of anion radicals with neutral 
molecules. The dimer anions may play an ipiportant role 
in primary processes of anionic polymerization.
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Measurements of the peak position and the line shape of the charge transfer to solvent (CTTS) band of aqueous 
I- were carried out using thin samples squeezed between quartz disks. Results obtained in glass-forming aqueous 
magnesium acetate (Mg(OAc)2) solutions show a temperature dependence similar to that observed in pure water 
above Tg, but below T g both peak position and bandwidth suddenly become much less temperature dependent. 
This is a direct indication of the importance of configurational, as opposed to vibrational, degrees of freedom 
in accounting for temperature effects on CTTS transitions. In pure water supercooling to -31 °C was achieved. 
Below 0 °C, the temperature dependence of the energy of the transition deviates from linearity and becomes 
gradually smaller, and changes in bandwidth are arrested. These effects are discussed in terms of water structure 
in the supercooled region. Correlations of structural effects on CTTS with data concerning the absorption 
of the hydrated electron are discussed. Results are also given concerning the effects of solutes (e.g., T, OAc“, 
Br ) on the CTTS band. In particular, systematic observations were made on the line shape as a function of 
solute concentrations. The results are discussed using the physical picture of the diffuse model, attributing 
most structural effects to changes in the ground state energy. , •

Introduction
CTTS spectra, exhibited in the UV range by a number 

of anions, are associated with a transition from a ground 
state in which the negative charge resides mainly on the 
central ion surrounded by a solvation shell to an excited 
state in which negative charge is transferred to the sol­
vating medium. The excited state can be regarded, in first 
approximation, as a combination of a neutral radical and 
a solvated electron. Since the ground state is a solvated 
ion its energy is considerably influenced by the solvent, 
although it is defined principally by the central ion. On 
the other hand, in defining the electronic excited state the 
solvent plays an integral part. Most spectroscopic tran­
sitions observed in solution are influenced to some extent 
by the solvent, especially in cases such as the symme­
try-sensitive ligand field d-d transitions where the en­
vironment determines the symmetry of the field sensed 
by the ion. However, CTTS transitions constitute an 
unusually environment-sensitive class of transitions, and 
consequently are useful as probes of changes in solvent 
structure with temperature, pressure, or the addition of 
another solute or a cosolvent.

The dependence of CTTS spectra on environmental 
parameters shows many similarities to the behavior of 
transitions between energy levels of the solvated electron 
itself. 1-2 Indeed, the excited state of the CTTS transition 
closely approximates the structure of the solvated electron 
in its ground state, and data obtained for the energy levels 
of the solvated electron have played a major role in the 
development of models for CTTS transitions.

A comprehensive review of experimental findings and 
theoretical models for CTTS transitions was published by 
Blandamer and Fox. 1 Most studies have been concerned 
with solvent, second solute, and/or temperature effects on 
the position of the band maximum for the lower energy 
(Emax ~ 226 nm) of the two CTTS bands, with the aim of 
providing the empirical basis for a successful theoretical 
modeling of the transition. Unfortunately, despite the 
large amount of data on conventional solutions now 
available, the models so far proposed have been only

moderately successful. Using a “polaron” model,3 with 
rather crude approximations for the excited state, the value 
of Emax can be understood, but the temperature depen­
dence is not properly accounted for. More recent models, 
“diffuse” ,4 “confined” ,5 and “configuration coordinate” ,6 

to be discussed later, have had interpretation of the 
temperature dependence as one of their primary concerns, 
but have also had only limited success.

The aims of the present investigation are twofold and 
self-reinforcing. In the first place we-seek to sharpen the 
understanding of the nature and origin of the temperature 
dependence of the CTTS bands by extending their study 
to glass-forming solutions in which we can experimentally, 
separate, by measurements above and below the glass 
transition temperature, the effects on d E max/ d T  of purely 
vibrational from those of structural (configurational) 
expansion.7 With the resultant clarification of thè role of 
solution structure on the transition energy1, we are then 
able to employ the structure sensitivity of the CTTS band 
transition to obtain some insight into structural ordering 
processes in water in the low-temperature supercooled 
regime in which recent thermodynamic and transport 
studies have revealed highly anomalous behavior.8'9

Experim ental Section

The study of supercooled water requires small sample 
sizes, suggesting the use of thin aqueous layers enclosed 
between quartz surfaces for spectral studies. This is a 
method which was first developed by Fromherz and 
Menschick10 in their pioneering work on CTTS spectra in 
high concentrations of aqueous halides. More recently it 
was considered preferable to carry out such studies in 
0 .1 - 1 -cm cells and to observe only the low-energy tail of 
the band," a method which cannot distinguish between 
shifts of the maximum and effects on the bandwidth. The 
use of thin samples makes it possible to extend the studies 
of solute effects on the entire band to the numerous cases 
of solutes with a significant absorption at high concen­
trations in the 200-250-nm range, such as the acetate ion, 
OAc (which was used in the present work to obtain
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TABLE I: Values of E,max ( 2 0

*

C) and Average d/?max/dT for Iodide in Water and Aqueous Solutions

115

Solution o o [I"l. M
«max (20 °C), 

kcal mol 1 Temp range, °C
Av AEmax/dT, 

kcal mol ' deg ' Ref
Water 5 X 10 s 126.40 1-91 0.0328 1
Water 4.28 X 10 5 126.544 18-63 0.03320 1 2
Water 1 X 1 0 " 126.590 12-69 0.0337 6
Water 2 X 10 s 126.50 ± 0.03 2 0 This work
Water 0 .1 126.54 ± 0.05 + 40-0 0.033 ± 0.001 This work

0  to - 1 0 0.027 ± 0.003 This work
- 1 0  to - 2 0 0.022 ± 0.003 This work
-2 0  to -3 0 0.017 ± 0.005 This work

R= 14(3.105 M) -8 1
Mg(OAc), 0 .1 130.11 ± 0.08 + 2 0  to -8 1 0.035 ± 0.001 This work

-8 1  to -1 3 2 0.005 ± 0.001 This work
R = 7(4.957 M) -4 2 0 .1 131.39 ± 0.06 + 2 0  to -4 2 0.037 ± 0.001 This work
Mg(OAc) 2 -4 2  to -9 4 0.005 ± 0.001 This work
2 M Li2S04 * V f 0 .1 128.56 ± 0.04 2 0 This work
2 M I i 2S04 1 X 1 0 "  r 128.47 2 0 1, 13
2 M MgSO, 0 .1 128.41 ± 0.04 2 0 This work
2 M MgS04 1 X 1 0 " 128.36 2 0 1, 13
4 M NH4C1 0 .1 127.31 ± 0.04 2 0 This work
4 M NH4C1 0 .1 127.27 2 0 1, 13
4 M NH„Br 0 .1 126.60 ± 0.04 2 0 This work

glass-forming compositions), Br", and I" itself.
Samples were prepared by placing a drop of the solution 

between two General Electric polished fused quartz disks 
(1 in. diameter',-- J/ 8 in. thickness). These disks were 
mounted in a Perkin-Elmer liquid absorption cell holder. 
UV absorption spectra of iodide-containing solutions were 
obtained by jneans of a Cary 14R recording spectropho­
tometer operated at a scan speed of 0.5 nm/s. Temper­
ature control was achieved by placing a 0.25-in. thick metal 
block between the disks and one side of the holder. This 
block consisted of a brass and copper plate of the same 
dimensions as the cell holjier joined together by tin solder 
through which copper circulation tubes were passed, 
making it possible to cool the block by flowing through it 
dry nitrogen previously passed through a Dewar of liquid 
nitrogen, or to heat it with water pumped from a Haake 
FT constant temperature circulator. The other side of the 
quartz disks was always insulated and mechanically 
protected by a rubber O-ring pressed between the quartz 
and the cell holder. The temperature was monitored by 
means of a Cu-constantan thermocouple, epoxy-glued to 
the rim of the quartz disks at their junction. The reference 
solutions were contained in a similar setup without a 
temperature-control block. Cooling and heating of the 
samples were always carried out at a slow rate of ~ 1  

deg/min to minimize temperature differences across the 
sample and between the sample and the thermocouple. 
Using this technique it was found possible to supercool 
aqueous 0.1 M Nal solution to -31 °C before freezing took 
place.

The thickness of the solution layer in the sample and 
reference cells was adjusted by tightening the screws of the 
cell holders. With samples consisting of 0.1 M Nal in water 
or aqueous solutions of various salts this thickness was 
adjusted to give an absorbance of 0.3-0.8 at the iodide peak 
wavelength (near 226 nm). Since Beer’s law is still valid 
at this concentration range (see below), this corresponds 
to an optical path length of 2 - 6  yum and a total sample 
weight of 4-11 mg. The reference used with samples of 
Nal solutions in pure water was water, and the reference 
used with salt-containing solutions was an identical so­
lution without iodide.

Acetate and bromide solutions have some background 
absorption in the spectral region of interest which had to 
be compensated in any samples containing Mg(OAc) 2 or 
NH4Br. This was done by adjusting the thickness of the 
solution layer in the reference cell until the shape of the

iodide spectrum (in particular, the ratio between the in­
tensity of the absorbance at the 226-nm peak and the 
absorbances at the 193-nm peak and the 208-nm m inimum 
between them) became identical with the line shape in 
pure water solution.

In the cases of samples containing high iodide con­
centrations, the solution layer was squeezed more tightly 
and peak absorbances as high as 3 were read using neutral 
density screens. In these cases especially it was found 
necessary to tighten the screws slowly and uniformly so 
as to prevent the formation of gaps in the solution film. 
When such gaps appear in the optical path the iodide 
spectrum disappears and is replaced by a weak, broad, and 
ill-defined reflection spectrum from the cavity between the 
wet quartz surfaces.

The spectra of samples containing low concentrations 
(<0.05 M) of iodide were measured by using a 1-cm Py- 
rocell quartz cell against identical solutions without iodide. 
At iodide concentrations between 1 X 10 4 and 5 X 10“2 

M Nal Pyrocell silica inserts were introduced into the 
sample (as well as the reference) cell to decrease the optical 
pathlength to 0.300-0.005 cm. All the determinations of 
peak absorbances were carried out with the quartz cell.

During all measurements both sample and reference 
compartments of the Cary 14R were purged with dry N2 

to prevent condensation and to make it possible to extend 
the short-wavelength limit of the measurements to 190 nm. 
Due to the small observed energy shifts, relative to the 
transition energy, being measured, and to the low sig- 
nal-to-noise ratio of the spectrophotometer in the spectral 
region of interest, several spectra were recorded and an­
alyzed to obtain each of the data points presented in the 
Results section. Each data point represents an average 
of n measurements, where n = 2 0  in the solute concen­
tration effect studies, n = 1 0  in the temperature effect 
studies on water and n =  5 in the temperature effect 
studies on Mg(OAc) 2 solutions. All the chemicals used 
were Baker Analyzed reagents. Triply distilled or re­
distilled deionized water was employed.

Glass transition temperatures were measured by means 
of a Perkin-Elmer DSC-2 differential scanning calorimeter, 
operated at 10  deg/min, and the densities were obtained 
by weighing the solutions in 1 0 -ml volumetric flask.

R esults
1 . S o lu t e  C o n c e n tr a t io n  E f f e c ts  on th e  Io d id e  P e a k  

Position. The effect of increasing solute concentration on
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Figure 1. Solute concentration effects on the peak position (a) and 
the bandwidth (b) of the Iodide absorption at 20 °C: (I,#) Nal, A = 
I"; (®) KI crystals (ref 1 and 5); (II,X) Mg(OAc)2, A = OAc; (®) dry 
1:1 KOAc-Ca(OAc)2 glass, A = OAc"; (|0) U2S04, A = S042*; (□) 
MgSO„, A = S042"; (A) NH4CI, A = Cl"; (O) NH4Br, A = Br". 0.1 M 
Nal present In all cases except I. Inset shows Beer's law test for the 
iodide absorption, 20 °C.

the position of the lower-energy component of the iodide 
CTTS doublet is shown in Figure la and Table I, using 
units of kilocalories per mole to accord with past practice.1

The results obtained for the dependence of the peak 
position on iodide concentration between 0.05 and 8.0 M 
Nal using the quartz disk “sandwich” method show a slight 
rise of E max with [Nal] up to a maximum at 2 M Nal, 
followed by a decrease below the level of E max in the case 
of [Nal] —* 0. At a concentration of 0.05 M Nal, it was 
found possible to observe the peak position using both the 
quartz cell method, with a pathlength of 50 and a 
resulting Emax = 126.52 ± 0.03 kcal mol"1, and the disk 
“sandwich” method, with pathlengths of 3-4 /rm and Emax 
= 126.54 ± 0.05 kcal mol“1. It is concluded that the re­
duction in pathlength involved in the disk method does 
not have a significant effect on E max. Another conclusion, 
which is relevant to the temperature effect studies (see 
below), is that in 0.1 M Nal E msa shows only a very slight 
increase, of 0.04 kcal mol"1 (equivalent to a change of 1 deg 
in temperature), over its value in the case of [Nal] -»■  0.

The effects of other solutes were studied using the disk 
“sandwich” method. It can be seen that the energy of "he 
transition considerably increases with increasing Mg(OAc)2 

concentration, and this increase goes on even at the highest 
Mg(OAc) 2 concentrations studied here. Higher concen­
trations, although available up to 4R,15 could not be 
prepared in suitable thin films for study. A completely 
anhydrous acetate glass (1 : 1  KOAc-Ca(OAc)2, which is
18.14 M in OAc ) 14 containing Nal was more easily studied 
and yielded an £ma>: of 130.93 kcal mol” 1 (Figure la). 
Although the accuracy in this case is lower than for the 
solutions due to the high background OAc" absorption the 
E ^  value is certainly lower than the last (12.5 M) solution 
value. The decrease is believed to be due primarily to the 
removal of H20 dipoles rather than to the change of 
cations, implying the existence of a maximum in the E mm 
vs. concentration plot. An oppositely directed difference 
is found between the E msa value in the most concentrated

Nal solutions and that in pure KI crystals1,5 (see Figure 
la).

In order to compare the effects of iodide and acetate 
with those of other, previously studied, ions a few mea­
surements were carried out on NH4Br, NH4C1, MgS04, and 
Li2S04, see Table I. These results show that the solute 
effect obtained using the disk method and 0.1 M Nal is 
almost identical with that observed previously1,13 using 
1 -cm cells and 1 X 10 4 M KI for Li2S04, MgS04, and 
NH4C1.

2. S o lu t e  C o n c e n tr a t io n  E f f e c t s  o n  B a n d w id th  a n d  
I n te n s i ty . The effect of increasing solute concentration 
on the bandwidth of the iodide absorption is shown in 
Figure lb. In order to minimize the interference from the 
193-nm iodide band and the background absorption of the 
solutes at low wavelength we measured the separation 
1 / 2A E  between the peak energy and the energy at half­
maximum on the low-energy side of the band. As discussed 
below, this may be slightly different from the correct 
half-width obtained by Gaussian resolution of the band 
but the difference between the two quantities is small and 
the solute effects measured here can be expected to be 
valid also for the correct AE .

From Figure lb it can be seen that solute effects are 
generally small, <0.38 kcal mol“ 1 (6 % of the bandwidth), 
except in the case of Nal. In all cases except >2 M 
Mg(OAc)2 the addition of solutes increases the bandwidth. 
The order of the solutes with respect to the broadening, 
relative to Mg(OAc) 2 at the composition of comparison, 
is exactly the reverse of their effectiveness in shifting £max 
to higher values, i.e., for broadening the order is Nal »  
NH4Br > NH4C1 > Mg(OAc) 2 > MgS04 > Li2S04. As in 
the case of the peak position measurements (see above), 
identical results were obtained for the bandwidths ob­
served in 0.05 M Nal using the cell method and the disk 
method.

4 M NH4C1, 2 M Mg(OAc)2, 2 M MgS04, and 2 M 
Li2S04 cause a small (1-3%) reduction in the peak ab­
sorbance intensity of 0.005 M Nal, measured in the same 
quartz cell with a pathlength of 0.010 cm. Because of the 
smallness of the effect it is not given any further con­
sideration.

More extensive measurements of the dependence of 
absorbance on concentration were carried out in the case 
of Nal itself since it was necessary to find out whether the 
Beer-Lambert law is valid in Nal solutions up to the 
concentration range of 0.05-0.1 M and thus is applicable 
to the determination of layer thicknesses in the disk 
“sandwich” setup. Using quartz cells, quartz inserts, and 
neutral density screens it was found that Beer’s law is 
obeyed within ±5% over the entire concentration range 
studied here, 2 X 10 1 to 5 X 10” 2 M Nal, both with respect 
to the absorbance at the 226-nm peak, with an «296 of (13.8 
± 0.7) X 103 M" 1 cm“1, and with respect to the absorbance 
at the 208-nm minimum between the two peaks, with an 
£208 of (4.3 ± 0.2) X 103 M" 1 cm"1 (see Figure la, inset). 
These molar absorptivities, which are in good agreement 
with previous results,1,6 could therefore be used in the 
determination of the thickness of layers of 0.05-0.1 M 
iodide between quartz disks.

On the other hand, the assumption that Beer’s law still 
holds at very high iodide concentrations would lead to the 
conclusion that in 8 M Nal, where a peak absorbance of 
3 was measured, the pathlength was 0.25 am. In tests it 
was found impossible to compress films of 0.1 M Na to less 
than 0.5 ixm, and it is therefore probable that a consid­
erable negative deviation from Beer’s law occurs at high 
iodide concentrations. The deviation may be connected
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Figure 2. Temperature effects on the peak position (a) and the 
bandwidth (b) of 0.1 M Nal in R = 14 and R = 7 aqueous Mg(OAc)2 
solutions. Tg is the temperature of configurational arrest defined by 
differential scanning calorimetry measurements using scan rates of 10 
deg min"1.

with increases in bandwidth observed above 0.5 M Nal. 
(A similar decrease in intensity takes place, as described 
above, to a much lesser extent with other solutes.)

3. T e m p e r a tu r e  E ffe c ts .  0.1 M  N a l  in  A q u e o u s  Mg-  
[0Ac)2 S olution s. Measurements were carried out on two 
glass-forming compositions: R = 14 mol of H20/mol of 
Mg(OAc) 2 (3.150 M Mg(OAc) 2 at 2 0  °C, p = 1.224 g/ml) 
and R = 7 (4.957 M Mg(OAc) 2 at 20 °C, p = 1.332 g/ml). 
The results obtained for the peak position as a function 
of temperature (see Figure 2a and Table I) show that 
increases linearly (within experimental error) with de­
creasing temperature, with a slope similar to d E max/ d T  in 
water above 0 °C, though slightly higher the higher the 
Mg(OAc) 2 concentration. However, at a certain tem­
perature, -79 ± 3 °C in R = 14 Mg(OAc) 2 and -41 ± 3 °C 
in R = 7 Mg(OAc)2, the slope abruptly changes to a value 
almost an order of magnitude smaller. The temperatures 
at which the changes occur are very close to the known 
glass transition temperatures15 which have been confirmed 
within ± 1  deg in the present work using DTA and DSC 
techniques at heating rates of 10 deg/min (see Table I). 
Due to the limited accuracy of the spectral method, no 
effects of a changed rate of cooling (in our case, about 1  

deg/min), or of differences between heating and cooling 
rims around T g, were demonstrable.

Bandwidth measurements were carried out on the less 
concentrated, R = 14 solution for which the background 
acetate absorption was less troublesome. The results (see 
Figure 2b) show that the dependence of 1/ 2AE  on tem­
perature is linear within experimental error, with a slope 
of 0.008 ± 0.001 kcal mol1 deg \ The plot agains sharply 
breaks at T g and d ( ]/ 2A E ) / d T  becomes very small (0.001 
kcal mol“ 1 deg ') for lower T.

4. T e m p e r a tu r e  E ffe c ts .  0.1 M  N a l  in  W ater. The 
dependence of the peak position on temperature was 
studied using 2- 6-p m  films of 0.1 M Nal in liquid water 
between +40 and -30 °C. The results are presented in

Figure 3. Temperature effects on the peak position (a) and the 
bandwidth (b) of 0.1 M Nal in water: (—) ref 6. Inset shows changes 
in the 225-nm absorbance diring freezing and melting: (I) freezing upon 
cooling at 0.6 deg/min; (II) melting upon heating at 1.0 deg/min.

Figure 3d and Table I. Upon cooling the solution to a 
temperature between -15 and -31 °C, depending on the 
type of quartz used, the size of the sample and the presence 
of scratches or foreign particles, the solution suddenly 
freezes, as manifested by the disappearance of the iodide 
spectrum (see Figure 3a, inset), and its replacement by a 
weak, flat reflection spectrum from the ice layer. Such 
freezing was observed also in 1-̂ m films (with 0.3 M Nal 
to give sufficient absorption). Upon reheating, this 
spectrum remains unchanged up to a temperature of -0 .1  

± 0.5 °C, where the iodide spectrum reappears (see Figure 
3a, inset). This observation serves as a check of the 
temperature measurement. Both freezing and melting are 
completed with 40 s. The appearance of the iodide 
spectrum is therefore a very sensitive indicator of the phase 
transition.

The results obtained for the dependence of the peak 
position on temperature in the liquid during cooling and 
during heating runs are identical within experimental error. 
They show a linear dependence of £max on T  between 40 
and 0 °C, with a slope equal to that obtained by previous 
workers. 1 612 However, a significant curvature is observed 
below -10 °C and between -20 and -30 °C the slope is 
found to be less than one-half its high temperature value.

The results obtained for the bandwidth as a function 
of temperature are higher by about 2 .6 % than those re­
ported by Siano and Metzler6 in the 10-40 °C range. This 
discrepancy is very probably due to the fact that the 
present results were obtained by direct measurements of 
the width of the lower-energy half of the band, while Siano 
and Metzler’s results were obtained by a more accurate 
Gaussian analysis which eliminated interference from the 
193-nm band and corrected for the very slight skew of the 
bandshape. However, it can be seen that the two sets of 
results show an almost identical temperature dependence. 
Upon extending the temperature range below 1 0  °C, we 
observed that the half-bandwidth levels off at about 5 °C
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and retains a constant value of 5.90 ± 0.1 kcal mol' 1 down 
to at least -20 °C.
Discussion

1 . V a l id it y  o f  T h in  F i l m  S p e ctr a . The discussion of 
this work should start with a brief reemphasis of the 
validity of our thin layer studies. Not only were Emax and 
VoAE shown identical in 2-3-/tm thin film and normal cell 
experiments for 0.05 M Nal (Results section) but also (a) 
complete agreement with previous data on d£max/dT is 
obtained and (b) films as thin as 1 p and containing 0.1-0.3 
M Nal show completely normal freezing and remelting 
behavior. Clearly we are observing bulk solution properties 
unaffected by surface effects on solution structure.

2. M o d e ls  fo r  th e  C T T S  T r a n s it io n ,  a n d  th e  T e m ­
p e ra tu re  D e p e n d e n c e  of  th e  T ra n sit ion  E nergy. Toward 
the interpretation of CTTS spectra the present study 
introduces an important new element, viz., the separation 
of vibrational from structural effects on the temperature 
dependence of 2Smax. It will be appropriate therefore to 
consider first how our observations on this point can help 
refine concepts involved in models for the transition. The 
consistency of the model with observations on solutions 
will then be reviewed before, its application to interpre­
tation of the observations in supercooled water is con­
sidered.

All models for the transition have as a common concept 
the excitation of an electron'originally located on the ion 
into a new orbital which extends, to a greater or lesser 
extent, over a region cf solvent molecules surrounding the 
ion site. In accord wi'h the Frank-Condon principle, the 
center-of-mass structure of the excited state is identical 
with that of the normal solvent cage of the iodide ion. The 
temperature dependence of the transition energy must 
therefore result from the effect of temperature on tnis 
structure and on the consequent change of ground state, 
and/or excited state, energies. According to the diffuse 
model,4 which seems the best available at the moment, it 
is the change in ground state energy which is of primary 
importance.

The theoretical models differ primarily in the way in 
which the electron trapping potential established by the 
solvent cage is assessed, and in the extent to which the 
electron in the excited state is considered delocalized into 
the solvent. In all cases the “cage” or “cavity” radius is 
a critical parameter, and changes of the cavity radius with 
temperature must be invoked if the unusual magnitude 
of the CTTS energy temperature dependence is to be 
understood. That the latter concept provides an inade­
quate basis for discussion is demonstrated by the results 
shown in Figure 2 , which we now discuss.

Figure 2 shows what is, with little doubt, true for all 
solution CTTS spectra, viz., that most (80%) of the 
temperature dependence of £max vanishes when the so­
lution passes into the glassy state below Tg. 16 The as­
sociation of Tg with ;he “freezing” of the primary liquid 
structure and the loss of all except vibrational and weak, 
secondary structural, degrees of freedom is well understood 
by students of viscous liquids.17' 19 Figure 2 therefore shows 
that the temperature dependence of the CTTS spectra 
cannot be due to uniform expansion of the solvent cage 
since uniform expansion can only be achieved by anhar- 
monic vibrations which are virtually unaffected by the 
occurrence of the glass transition.1' 19

In the liquid as opposed to the glassy regime most 
expansion occurs by configurational rearrangements which, 
according to symmetry- and coordination number-sensitive 
spectroscopy and computer simulation studies,20,21 usually 
produce both distortions to lower symmetry of existing

coordination groups and introduction of new groups of 
lower coordination number. The higher the temperature 
the greater the range of sizes and distortions of the local 
coordination groups produced within the solvent and 
around any solute species. Distortion of a coordination 
shell should have qualitatively the same effect on the 
ground state energy as increase of its radius, hence the 
temperature dependence of the CTTS band maximum is 
best interpreted in terms of (a) increasing distortions from 
regular symmetry of existing solvent cages and (b) the 
generation of new solvent cages containing on the average 
fewer solvent dipoles to establish the electron trapping 
potential. These same factors are, of course, also re­
sponsible for the increased half-widths associated with 
decreasing Fmax values. The oscillator strength / e„ dv  
remains approximately constant.

Similar consideration̂  must apply to the effect of 
temperature on the solvated electron spectrum since the 
ground state for this transition is structurally similar to 
the excited state of the iodide CTTS transition. (The 
substitution of the neutral iodine radical in the latter case 
for the solvent cavity in the former case is of little con­
sequence energetically.) The average radius for the charge 
distribution for eaq , for instance, is estimated at 2.5-3.0 
À in the ground state,22 while the radius of the excited state 
for the iodide CTTS spectrum should be 1.25rf or 2.70 À 
according t.o the diffuse model.7 Unfortunately, while 
d E ^ J d T .  for the solvated electron in, certain liquids is 
known (and is large21), no data equivalent.to our _Emax vs. 
T  measurement below Tg (temperature independent site 
distribution) are available.24

3. S o lu t e  E f f e c t s  on E max a n d  !/2A£. .Solute effects 
displayed in Figure 1 establish that the Mg(OAc) 2 solutions 
used for the cLEmax/dT studies are representative of the 
general case. Figure 1 shows an order in the solute ef­
fectiveness in shifting f?max to higher values, Li2S04 > 
MgS04 > Mg(OAc) 2 »  NH4C1 > NH4Br > Nal, which is 
in agreement with previous results (for i,i2S04, MgS04, and 
NH4C1) and with the observation17 that the solvent effect 
correlates with the “structure-making” character of the 
anions. The decrease in E max produced by Nal in con­
centrations above 2 M is unusual but not unprecedented. 
N n-Pr4Cl has a similar maximum at 0.5 M, while N- 
n-Pent4Cl causes 2?nax to decrease below’ the pure water 
value even at the lowest concentrations.1 A maximum may 
also exist in the Mg(0Ac)2-H20 system at higher con­
centrations than those studied here (see below).

The solute effects are generally related to the tem­
perature effects. Structure-making solvents, like tem­
perature decreases, decrease the disorder in the solution 
permitting tighter binding of H20 to T and thus smaller 
effective cavity radii. The analogy of solute and tem­
perature effects extends to the relative half-width vari­
ations. The composition dependence of the half-width is 
particularly large in solutions of iodide itself. In this case 
the change is in the direction expected for a strong 
structure breaker—indeed, unusually pronounced increases 
in the diffusion coefficient of water, which depends on 
disorder, occur in the presence of iodide ion. 25 The 
bandwidth effect for I solutions, however, is so large 
compared with the other solutions examined that direct 
I - I interactions must be suspected.

Very pronounced changes, including extrema in E m„  and 
possibly in AE , must occur in solutions in the ultra-high 
concentration “hydrate melt” region where there are in­
sufficient water molecules to provide even a single hy­
dration shell since values for £max in anhydrous acetate 
glasses (45 800 ± 500 cm'1) are below the values observed
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in the most concentrated solutions studied in this work 
(see Figure 1). This ultra-high concentration region 
warrants systematic investigation for the insight it should 
provide into the relation between electron trapping po­
tentials and dipolar molecule coordination numbers.

The few available data for solute effects on the ab­
sorption spectra of eaq show that 4.6 M MgCl2, 12 M KF, 
and 15 M LiCl shift the eaq” absorption in the visible to 
higher spectra, and that these shifts (as well as shifts 
caused by a change of solvent1,2,26) have a linear correlation 
with the shifts to higher energies caused by the same 
solutes in the case of the iodide CTTS spectrum.26

4. C T T S  T ra n sit io n s  a n d  S tr u c tu r in g  in  S u p e r co o le d  
W ater. Recently, studies of the physical properties of 
water have been extended into the metastable supercooled 
region with the finding that both thermodynamic and mass 
transport properties exhibit gross anomalies indicative of 
some sort of singularity at 4̂5 °C (at 1 atm pressure) .8,9 

Unfortunately, there is little direct structural information 
in the same temperature interval on which an interpre­
tation of these anomalies can be based.

Figure 3 shows that, whereas E max for the iodide CTTS 
spectrum in Mg(OAc) 2 solutions varies linearly with 
temperature .over the entire temperature range down to 
T g (Figure'̂ ) 'depaft.ui£s from linearity become evident in 
water below.hbout-iO °C. The decrease in slope becomes 
more pronounced with decreasing temperature down to the 
lowest temperature which could be studied b&ore crys­
tallization commenced, -31 °C. This unusual behavior, 
which reflects the temperature dependence of the CTTS 
transition ground state relative to a slowly varying4 excited 
state, is consistent with the appearance of some constraint 
on the- decrease in effective radius of the iodide coordi­
nation shell,(i.e., of the “cavity”) in the anomalous region. 
A natural explanation would be the restriction on coor­
dination sites imposed by the rapidly increasing rigidity 
of the water tetrahedral network. A terminal value of E m„  
at ~ 127.95 kcal mol-1 reached at -45 °C would not be 
inconsistent with the trend of the data. In this anomalous 
region the banddialf-width stabilizes, also indicative of the 
imposition of some specific distribution of iodide ion sites 
possessing uniform vibrational dynamics. Without more 
detailed quantitative and site-structure-dependent the­
oretical models'for the transition, however, little more can 
be said.

It should be noted, in this connection, that the 
“configuration coordinate” model, adapted from solid state 
color center theory for solution studies by Siano and 
Metzler,6 predicts a curvilinear half-width vs. temperature 
relation such as is observed above 10 °C. However, nothing 
in this theory limits this prediction to the case of iodide 
in pure water (in Mg(OAc) 2 solutions the observed de­
pendence is almost prefectly linear). Furthermore an 
actual flattening out, as is observed below 0 °C, is not 
predicted under any circumstances.

It appears that behavior similar to that which we have 
observed for the CTTS transition in supercooled water 
may also be characteristic of the spectrum of the hydrated 
electron (the relation of which to the CTTS transition was 
referred to earlier). Although no spectra for eaq are 
available below 4 °C an extrapolation of Fmai based on the 
linear cLEmax/dT observed for T  = 4-90 °C22 predicts that 
a value equal to that attributed to eaq in amorphous ice,
46.1 kcal mol1, would be reached at only -67 °C. The 
latter energy was obtained by the dubious procedure of 
extrapolating data on methanol-H20 glasses to 100% 
HA27 A more direct observation, which suggests an even 
higher temperature for the arrest of E m„  on cooling, is that

obtained from studies of Na deposition on vapor-deposited 
amorphous ice by Bennett, Mile, and Thomas.28 These 
authors observed a rather flat absorption with a maximum 
between 40.8 and 48.5 kcal m o l1 deg-1. This is supported 
by the observation that, in polycrystalline ice in which 
electrons can be trapped in very low yield, a band is 
observed with E ^  between 44.7 and 46.1 kcal mol-1.29 The 
lower end of this range or the middle of the amorphous 
ice band would, according to extrapolations of the normal 
water data, be reached at -44 .7  °C .

eaq absorbs in the visible region of the spectrum, and 
it might be possible to conduct tests of its behavior in the 
temperature range 0 to -3 8  °C using emulsion techniques 
to suppress crystallization. The verification of CTTS-like 
anomalies in the anomalous temperature region would 
confirm in detail the close relation of the two phenomena 
and encourage the extension of C T T S studies to other 
vitreous and structurally interesting systems.
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E nthalpies o f Mixing and Solution in T ria lk y lp h osp h a te -W a ter S y ste m s

A. S. Kertes* and L. Tsimering

Institute'of Chemistry, The Hebrew University, Jerusalem, Israel (Received June 9, 1976)

Excess enthalpies of mixing at 25 °C of water with trimethyl-, triethyl- and tri-n-propylphosphate are negative 
and with tri-n-butylphosphate positive in the concentration range of complete mutual miscibility. Standard 
heats of solution of water in the esters is decreasingly negative with increasing chain length, becoming slightly 
positive for water in tributylphosphate. It is postulated that in the ester-rich region the donor strength of the 
phosphoryl oxygen is main factor for the trend observed. Calculations based od a model involving the lattice 
theory of mixtures and interchange enthalpies of interacting surfaces support the hypothesis. In dilute aqueous 
soluticns, the trend of increasingly exothermic heats of solution with increasing chain length of the alkyl groups 
is explained as being due to hydrophobic stabilization of the water structure.

Interpretation of thermodynamic properties of binary 
mixtures of polar and self-associated liquids is often 
hampered by the fact that the molecules in the mixtures 
participate in several simultaneous interactions. The 
difficulties are illustrated, for example, by the limited 
applicability of the various statistical thermodynamic 
treatments based on the model of ideally associated liquids. 
The critical test for the validity of such models, which 
assume that the various homo- and hetero-associated 
species mix ideally, is usually restricted to the medium- 
domain composition, in the mole fraction range between 
0.2 and 0.8. The predicted excess functions are frequently 
in a remarkably poor agreement with the experimental 
data at the two extremes of the mole fraction scale. The 
models usually fail to bring out the fine features of dilute 
solutions.

Properties of liquid mixtures in which water is one of 
the components are particularly interesting, and at the 
same time difficult for interpretation, due to the unique 
properties of water. Since most of such mixing data in­
volves the whole composition range, but no sufficient data 
at low concentration ends, we have undertaken to in­
vestigate the composition dependence of the thermody­
namic properties of such mixtures by measuring integral 
heats of solution in addition to those of mixing. The 
obtained data on the present binary systems of water and 
four trialkylphosphates show that the actual properties of 
the mixtures are far from simple, and that the oversim­
plifications inherent in the models advanced might be 
misleading in these complex systems if not checked against 
experimental data ir. the dilute solutions range.

In a different context, this report presents a part of a 
long-term project on a calorimetric investigation of the 
thermodynamics and thermochemistry of solvent ex­
traction processes. This is the reason for selecting the 
homologous series of trialkylphosphates, when the highest 
member of the series, tri-n-butylphosphate, is widely used 
as a powerful extractant for inorganic compounds from 
aqueous solutions. Ai such, its interaction with water has 
received and continues to receive much attention since the

formation of hydrated species affects the extractive ca­
pacity of the ester.

The polarity of the four esters investigated is essentially 
the same,1 as is their donor strength expressed in donor 
numbers.2 The experimentally determined dipole mo­
ments depend on the solvent employed, and range between
2.78 D for trimethyl- and 2.92 D for tributylphosphate in 
hexane at 20 °C, or between 3.02 D for trimethyl- and 3.10 
D for tributylphosphate when carbon tetrachloride is the 
solvent. The dipole moments of the neat liquids at 25 °C 
are apparently the same for the four esters at a value of 
3.21 ± 0.03 D. The differences in the donor numbers are 
equally insignificant, having the values of 23.0 for tri­
methyl- and 23.7 for tributylphosphate.

As the result of their relatively high dipole moments, 
trialkylphosphates associate through a system of dipole- 
dipole bonds. Spectral data suggest3 that the extent of 
dimerization of the esters depends on the solvent em­
ployed, and increases with the chain length of the alkyl 
groups. In hexane at 25 °C, for example, dimerization 
constants of 0.7, 1.2, and 2.9 dm3 mol' 1 for triethyl-, tri- 
n-propyl-, and tri-n-butylphosphate, respectively, have 
been reported.3 From recent heats of dilution data4 of 
these three esters in isooctane at 25 °C, dimerization 
constants of 0.15, 0.13, and 0.21 dm3 mol-1, respectively, 
have been calculated. The corresponding enthalpies of 
dimerization, -45.3, -36.7, and -27.5 kJ mol1, and en­
tropies of dimerization, -167.7, -139.9, and -195.2 J mol' 1 

deg'1, indicate a relatively strong dipole-dipole interaction. 
The favorable enthalpy changes are more than offset by 
unfavorable entropy changes during dimerization, thus 
yielding the small positive free energy changes. The large 
negative entropy changes reflect a restricted molecular 
arrangement needed for the dimerization, and the de­
creasing -AH(dim) values with the alkyl chain length 
suggests some hindrance due to the bulkiness of the alkyl 
groups.

With the increase of the molecular weight of the esters 
their mutual solubilities with water decrease. At 25 °C, 
trimethyl- and triethylphosphate are miscible with water
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in all proportions. Mutual solubilities of the higher 
members of the series, due most probably to steric 
shielding factors generally observed for homologous series, 
are very sensitive to temperature, exhibiting upper and 
lower critical temperatures.5 In the tributylphosphate- 
water system a complete miscibility is reached around 260 
°C, but a lower critical temperature could not be observed 
due to the freezing of the system.6,7 On the mole fraction 
scale at 25 °C, the solubilities in this system are: ester in 
water x = 2.87 X 10 5, and water in ester x = 0.515,6,8,9 when 
the volume change at the latter composition is less than 
1% . 10 Solubilities in the tripropylphosphate system are 
slightly higher, 11 though that of water in the ester still 
corresponds roughly to a molar ratio of unity.12 No precise 
numerical data are available, however.

The interaction between trialkylphosphates and water 
has been the subject of numerous investigations in the past 
when most of the information relates to the tributyl- 
phosphate. 1,3,4,13,14 There is enough spectral and other 
physicochemical evidence obtained under a wide variety 
of conditions for that system to'Show that the components 
are weakly interacting. It is fairly safe to assume that 
hydrogen bonding must be one of the major interactions 
between the components in these systems. As a result of 
such hydrogen bonding, the existence of a variety of ester 
hydrates has been suggested, when the hydrogen-bonded 
equimolar hydrate is probably the predominating species 
only under the experimental conditions of infinite water 
dilution. Spectral3,14 and dielectric constant3 measure­
ments have shown that the stability of this hydrate and 
the energy of the hydrogen bond formed are practically 
independent of the length of the alkyl chains in the ester 
molecule, apparently in line with the essentially constant 
values of their dipole moment and donor number (vide 
supra). Under different experimental conditions, when the 
self-association of water must be considered, the nature 
of the possible interactions becomes an elusive matter, and 
the presence of discrete, stoichiometrically defined hy­
drates questionable. Recent heats of solution data11 of the 
esters in water (and in water-dimethylformamide mix­
tures) were interpreted in terms of the cage-formation 
concept,15 as being due essentially to the formation of 
hydrophobic hydration clusters surrounding the tri- 
alkylphosphate molecules in water. The size of the hy­
dration cage is very nearly the same regardless of the size 
of the alkyl groups. It was estimated11 that about 30 water 
molecules participate in the formation of the cage. Though 
the stability of the hydration cage increases with the 
number of carbon atoms, the number of water molecules 
remains constant.
Experimental Section

Trimethylphosphate (BDH), triethylphosphate (BDH), 
and tri-n-propylphosphate (Fluka) were dried under 
vacuum and kept over Perlform molecular sieve. GLC 
analysis indicated purities of better than 97.5, 99.5, and 
96%, respectively. Densities of the esters at 25 °C were 
1.2086,1.066, and 1.005, as compared to Beilstein data at 
20 °C of 1.2144, 1.0695, and 1 .0 1 2 1 , respectively. The 
tri-n-butylphosphate was from the batch previously em­
ployed. 16 The water content of all liquids was determined 
by Karl Fischer titration, and found to be less than 0.01 
mol %.

The calorimeter (Tronac Model 1000 A continuous 
automatic titration equipment) used for direct determi­
nation of heats of mixing and solution and the procedure 
employed were as before.16 No vapor pressure corrections 
were applied, though some inaccuracy might be expected 
for evaporation or condensation. Previous calibration

TABLE I: Excess Enthalpies of Mixing of
Trialkylphosphates ( x , ) with
Water at 298.i5 K

(M e O )3P O (E tO ) jP O (P rO )jP O

H E, J H e , J H E, J
x ,  m o i -1 x ,  m o T 1 x ,  m o T 1

0 .0 0 6 0
0 . 0 1 2 1
0 .0 4 8 2
0 .0 9 5 9
0 .1 5 3 0
0 .2 2 2 2
0 .4 5 2 0
0 .5 5 0 2
0 .6 4 0 1
0 .7 2 0 0
0 .8 1 7 2
0 .8 7 6 8
0 .9 4 7 0
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Figure 1.
K.

data17 on heat of mixing of n-hexane-cyclohexane system 
under identical experimental conditions indicated that a 
systematic deviation due to these effects cannot exceed 2 
J mol1.
Results

The experimental values of excess heats of mixing at
298.15 K are listed in Table I. For the two systems which 
are miscible in all proportions, the results, fitted by 
least-squares, gave the following smoothing equations and 
standard deviations, where x 1 is the mole fraction of the 
trialkylphosphate: Trimethylphosphate + water, 298.15 
K, J mol 1

H E = JC!JC2[-6615 - 2865(Xj - x2) - 1133(xt
- x2)2 + 5878(X! -  x2)3] (1)

a = 4.1 J mol" 1

Triethylphosphate + water, 298.15 K, J mol"1 

H E = x,x2[-3673 + 2046(x, -  x2) - 3873(X!
- x2)2 + 3074(x, - x2)3 + 463(Xi - x2)4] (2)

a = 9.0 J mol" 1

The experimentally determined enthalpies of solution 
of water in all four trialkylphosphates and of trimethyl- 
and triethylphosphate in water at 298.15 K are plotted in 
Figures 1 and 2 , respectively. Values for the enthalpies 
of solution at infinite dilution Aif°(soln) were obtained 
both by the linear extrapolation of the experimental heat 
data on a large scale plot, and by least-squares analysis. 
The numerical data are listed in Table II, where the 
uncertainties are the maximum deviations derived from
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A/f°(soln) A/7°(solv)
TABLE II: Standard Enthalpies o f Solution and Solvation in Trialkylphosphate-Water Systems at 298.15 K (kJ mol-1)

Ester Ester in water Water in ester A//(vap) Ester in water Water in ester
(MeO)3PO -21.2  ± 0.2 -6.17 ± 0.02 13.1° -34.3 -50.06
(EtO)3PO -25.9 ± 0.2 -3.01 ± 0.02 13.7b -39.6 -47.00
(PrO)3PO -0.805 ± 0.005 -44.80
(BuO)3PO 0.535 ± 0.005 -43.45

a Reference 20. 6 Reference 19.

Figure 2. Enthalpies of solution of trimethyl- and triethylphosphate in 
water, 298.15 K.

the slope of the straight line extrapolation and the constant 
of the least-squares equations.

Table II gives also the corresponding enthalpies of 
solvation defined as

A-£/°(solv) = AH°(soln) -  AH °  (vap) (3)

The enthalpy of vaporization of water at 298.15 K has been 
taken18 as 43.99 kJ mol-1, and those for the two alkyl- 
phosphates are given in Table II.

Heat of mixing daxa for (PrO)3PO and (BuO)3PO re­
ported in Table I do not extend to the whole range of then- 
water miscibility. Repeated experiments have shown that 
as the ester approaches saturation the dissolution of water 
in a mixture containing more than half of that needed for 
complete saturation becomes increasingly slow, thus the 
measured heat effects less reproducible. Similarly, because 
of large uncertainty arising from the prolonged dissolution 
time of tripropyl ester in water at 25 °C, heat of solution 
data are considered unreliable, thus not reported. This 
is also true for the integral heat of solution measurements 
of tributylphosphate n water, where, in addition, the very 
limited solubility results in low heat effects under the 
experimental conditions of the present calorimetric 
measurements.

Discussion
It is rather obvious that no simple interaction model can 

describe the thermodynamic properties of the ester-water 
mixtures in the systems under consideration, which involve 
polar and self-associated liquids, some of them exhibiting 
a limited miscibility only. A reasonable approximation of 
an idealized system should consider three exchange en­
thalpies contributing to the mixture properties. Two are 
the enthalpies associated with the breaking of bonds, 
hydrogen bonds for water and dipole-dipole bonds for the 
esters, and the third contribution is associated with the 
enthalpy of formation of hydrogen bonds between the 
components. Any scheme involving this last chemical 
interaction between the phosphoryl oxygen and water must 
predict some variation of the hydrogen-bond strength with 
the relative donicity of the ester. The latter depends on

the electronegativity of the alkyl groups attached to the 
phosphorus atom. Though the trialkylphosphates are 
unlikely to be strong bases, electronegativity considerations 
predict that basicity decreases with increasing length of 
the,hydrocarbon chains. It has indeed been argued21 that 
the'hydrogen bond in the tributylphosphate hydrate(s) is 
weaker than that in pure water, so that the newly formed 
H bonds between the components offer little competition 
to the water-water structural effects. In the terms of the 
three energy contributions, the excess enthalpies of mixing 
must approach zero as the exothermic heat of formation 
of new bonds compensates for the endothermic effects of 
breaking the bonds of both associated components. In­
deed, the experimentally determined H E values show that 
the enthalpies of mixing are decreasingly negative with 
increasing molecular weight of the ester, becoming slightly 
positive in the tributylphosphate-water system.

An interpretation of standard heats of solution data is 
usually more straightforward than that of heats of mixing, 
since the accuracy of the Aff°(soln) results is unlikely to 
be seriously hampered by the fact that not all of the 
contributing factors could be evaluated satisfactorily. In 
the systems under consideration, an extrapolation of 
enthalpy of solution data to infinite dilution implies that 
the heat effect of cleavage of self-associated bonds are 
included.

E s t e r - R i c h  R e g io n .  The standard heat of solution of 
water in the esters, Table II and Figure 1 , is decreasingly 
negative with an increase in the molecular weight of the 
ester, and becomes slightly positive in tributylphosphate. 
The fact that the AH°(soln) values are not a linear function 
of the number of carbon atoms can be taken as an indi­
cation that the nonspecific contribution to nonideality 
must be only a minor factor. Namely, the size of the ester 
molecule is the property which governs that contribution. 
Assuming thus that the ester-hydrate formation for all four 
esters involves no change in. the stoichiometry of the 
adduct and in the number of hydrogen bonds per inter­
acting molecules, the observed trend implies different 
strength of the newly formed ester-water bonds. It in­
creases with decreasing number of carbon atoms in the 
ester.

As expected, the same trend is reflected in the excess 
enthalpies of mixing throughout the whole, though limited, 
experimental range for the propyl and butyl derivatives, 
and up to a water mole fraction of about 0.3 for the two 
lower homologues. For them an inversion of the trend 
becomes apparent at higher water contents. Thus, the 
molar volume of the ester, reflecting the effect of the chain 
length, works in the same direction as the basicity of the 
phosphoryl oxygen, and no clear distinction between the 
two effects can be made from the present data. Addi­
tionally, part of what is assumed to be due to the basicity 
of the functional group and/or to the chain length might 
be simple steric hindrance to the ease with which water 
molecules can approach the phosphoryl oxygen. In these 
terms, any hydrate formation in the tributylphosphate- 
water system is more than offset by the steric difficulty 
of forming the bond.
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TABLE II I: -  Numerical Values of Constants 
in Eq 9 at 298.15 Ka

Ester s, a ,u a ,v A 12

(MeO)jPO 3.350 0.8135 0.1865 -2630+ 120
(EtO)jPO 5.500 0.8863 0.1136 -1030 + 50
(PrO)3PO 7.750 0.9193 0.0807 -330 + 20
(BuO)jPO 10.000 0.9375 0.0625 215 ± 5

a Group sections: sCH3 = 0.875, sC H 2 = 0.750, sH = 
0.875, s °  = 0.750, s p o * = 0.625; molecular cross section 
of water, sh2o = s2 = 2.500.

The statistical thermodynamic model employed pre­
viously to several binary liquid mixtures,22 among them 
to those containing tributylphosphate,23 based o h  a 
combination of the group interaction model and the zetoth 
approximation form of the lattice theory of mixtures for 
molecules of different sizes24 has been tested and found 
to explain in quantitative terms the arguments outlined 
above. Briefly, applying the model to the ester-rich region, 
xH,2o < 0.3, the only domain in which the four esters can 
be compared, we take that the surface of the ester mol­
ecules is composed of aliphatic (CH3 and CH2) and 
phosphatic (P04) elements, and that of the water molecules 
of one element. Thus, in terms of the theory,22 the three 
interacting surfaces are the aliphatic (u), phosphatic (v), 
and water (t). Each segment on the surface of the various 
molecules has a characteristic capability of interaction 
proportional to the group cross sections su, sv, and sl of u, 
v, and t type surfaces of molecule i. The molecular group 
sections are the sum of the appropriate group cross sections 
and defined as
s,- = Em,usu (4)
where m l represents the segments of molecule i. The 
corresponding molecular coverages are defined as the ratio
ais = m,usu/s,- ' (5)
The numerical values of the group and molecular cross 
sections and of the corresponding molecular coverages are 
compiled in Table III.

The experimentally determined excess enthalpy of 
mixing per mole of mixture is defined26 as
æ  = s,s2

X , X 2

Si*! +  S2x 2
(6 )

where x is the mole fraction of components (subscript 1 , 
ester; 2 , water), s is the corresponding molecular cross 
section, and A n  is the so-called molecular interaction 
parameter, defined for the type of systems under con­
sideration as
A i2 = -  [feuv(«iu - a2u)(c*r - a2v)+ fcuW

-  a 2u)(a,t -  a2‘ ) + fcvt( « ,v “  « 2V)(a .‘ -  a 2»)]
(7 )

where k"v (aliphatic-phosphatic), k'" (aliphatic-water), and 
k n (phosphatic-water) are the molar interchange en­
thalpies accounting for the thermal effect of interactions 
of the various groups in solution. The sum of all molar 
coverages for any given molecule is equal to unity
a ,” + a 1v + a /  = a 2u + a 2v + a 2l = 1  (8 )

k uv has been determined previously23 from heat of mixing 
data of tributylphosphate with n-alkanes and found to 
have the value of k uv = 130600 ± 6400 J mol"1 at 30 °C, 
or k uv = 142 0 0 0 ±  7000 J mol 1 at 25 °C estimated from 
the temperature coefficient of mixing in these systems. 
The additional two molar interchange enthalpies, calcu­
lated from the experimentally determined H E data of the

Figure 3. Comparison of experimental (points') and calculated (lines) 
excess enthalpies of mixing of trialkylphosphates with water, 298 15 
K.

four systems using eq 7 which simplifies to
A 12 = -/2uv(a,u)(a,v) + fcut(a,u) + k vt( a , v) (9)
when a-i = 1 and oti = a2u = a2v = 0 , have the values k ut 
= 3500 ± 200 J mol 1 and k vt = 86800 ± 4000 J mol" 1 at
298.15 K. The fit of the calculated H E values is shown in 
Figure 3, along with the experimentally determined points. 
The agreement should be considered satisfactory.

W ater-R ich Region. It is one of the interesting features 
of the present data that an opposite trend holds true in 
dilute aqueous solutions. Heats of mixing and solution for 
triethylphosphate are more negative than for trimethyl- 
phosphate. Unreported data for tripropylphosphate show 
that the enthalpies in this system are more negative than 
those for triethylphosphate, in qualitative agreement with 
recent data. 11 In all three systems, enthalpies of solution 
are very strongly concentration dependent, decreasingly 
negative with increasing concentration. In dilute aqueous 
solutions at a given mole fraction of the ester, the trend 
that enthalpies become more negative with increasing 
chain length implies that the positive contribution due to 
cleavage of water-water bonds decreases in that order. 
This correlation assumes that the differences due to the 
extent of self-association of the esters are negligible in view 
of the small and similar values of their dimerization 
constants (vide supra). It is thus rather obvious that the 
enhancement of the water structure increases with the 
length of the alkyl chains of the solute due to hydrophobic 
stabilization. With increasing ester concentration the 
fraction of water which persists in clusters whose structure 
resembles that of bulk water decreases, and an increased 
number of water-water bonds are broken, manifested in 
less negative AH(soln) values.

C om p a rison  with L ite r a tu r e  D a ta . The only previous 
data which are, to some extent, comparable with the 
present sets of enthalpy data are those of Lindenbaum et 
al. 11 on the heats of solution of the esters in water. They 
have measured calorimetrically at 25 °C enthalpies of 
solution of trimethyl-, triethyl-, and tri-n-propylphosphate 
in water when the final concentration of the esters was 
stated to be about 0.03 mol kg"1. They reported values for 
the standard heats of solution Af/°(soln) of -12.424, 
-21.139, and -22.561 kJ mol“1, respectively, on the as­
sumption that their datum at the single ester concentration 
required no correction to infinite dilution. The present 
data shown in Figure 2 provide evidence to the contrary, 
showing that their assumption is not justified. Addi­
tionally, the slope of the AH  lines in Figure 2 for trimethyl-
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No data appear to have been reported on the heat of 
solution of water in the esters except those for tributyl- 
phosphate. Most of that information is rather fragmen­
tary, and obtained under experimental conditions not 
directly comparable with the present results. Part of the 
reported enthalpies have been derived from the tem­
perature dependence of water solubility (extraction) in the 
ester. Such are the values of -1210 J mol-1 of water21 at 
25 °C, -1460 J mob1 of water at an unspecified temper­
ature,26 and -4200 J mol 1 of water at 25 °C.12 The last, 
extremely negative value has been invoked as an argument 
in favor of the stability of the hydrated ester. In order to 
prove the opposite, Rozen7,9 quotes an unspecified sburce 
and notes the value of -420 J mol1 of water at an un­
disclosed temperature and without presenting experi­
mental evidence. These data refer to experimental con­
ditions in which the concentration of water in tributyl- 
phosphate is about 3.5 mol kg-1, and the molar ratio of the 
components in the mixture is around unity. These esti­
mates must be considered unreliable on the ground of 
grave errors inherent in applying the van’t Hoff equation 
to solubilities rather than the appropriate equilibrium 
constants. It is thus not surprising that these data are in 
significant disagreement with the present results, and 
previous calorimetrically determined heats of solution.27,28 

At 25 °C and at a water concentration of about 0.03 mol 
kg'1, Katzin et al.27 have found that Aff(soln) = 590 J mol' 1 

of water. Afanasev and Nikolaev,28 noting that the en­
thalpies of solution of water in tributylphosphate are 
concentration dependent, and claiming an accuracy not 
better than 20-30%, report a A//(soln) range between 200 
and 500 J mol' 1 of water at an undisclosed temperature.

Calorimetrically measured heats of mixing data reported . 
in the literature are strikingly different, and much in 
disagreement with those reported here. With no exception, 
they refer to experimental conditions of either complete 
saturation of tributylphosphate with water, or an excess 
of water in a two-liquid phase system. Kettrup and 
Specker29 found that the heat of mixing at an equimolar 
ratio of the components at 20 °C is -400 J mol'1, but is 
-670 J mol“1 in the presence of undissolved excess water. 
Apparently under comparable equimolar conditions, 
Belousov et al.26 found the value of -1500 J mol'1, in good 
agreement with the value derived from the temperature 
variation of water solubility in the ester. Marcus and 
Kolarik30 found that the heat of mixing (termed heat of 
hydration by the authors) of water with the ester at 25 °C 
under conditions of a large molar excess of water, molar 
ratio of 200, is -520 ± 50 J mol"1 of tributylphosphate.

It is rather difficult, and perhaps premature, to assess 
critically the numerical data of the water-tributvl- 
phosphate system which have been attained under widely 
varying conditions. Nevertheless, it seems reasonable to 
distinguish between two extreme experimental conditions: 
those at low water content, and the other at complete 
saturation of the ester or above it. Because of the scarcity 
of the disclosed experimental details in the majority of the 
sources quoted, little close comparison with the present 
data is possible. Those of Katzin et al.27 and Afanasev et 
al.28 appear to be in more than just qualitative agreement 
with our results, all indicating that the process of water 
dissolution in tributylphosphate is an endothermic process, 
as long as the amount of water in the ester is kept well 
below that needed for its complete saturation. Perhaps 
somewhat surprisingly, most literature data appear to be

and triethylphosphate indicate that the solute concen­
tration at their single point was considerably higher than
the final concentration claimed.

in agreement as far as the exothermicity of the process is 
concerned when the ester is approaching saturation, 
roughly at a unit mole ratio of the components. However, 
it should be emphasized that our experience has shown 
that the process of dissolution of water in the ester under 
conditions of saturation is apparently a slow process. This 
in turn implies that perhaps some of the data refering to 
these conditions might have been measured under 
nonequilibrium conditions. Recent kinetic studies31 in­
deed suggest that the diffusion of water into tributyl­
phosphate depends on the total water content in the ester. 
A maximum in the diffusion coefficient appears at an 
ester-water mole ratio of about 2 (half-way to saturation), 
up to which water diffuses by a jump mechanism by which 
a water molecule passes from one ester molecule to another 
by making and breaking of hydrogen bonds. At higher 
water content the fraction of unhydrated tributyl­
phosphate molecules available for the jump process ob­
viously decreases, leading to a decrease in the diffusion 
coefficient. At or near saturation, the jump mechanism 
is gradually replaced by the diffusion of hydrated ester 
molecular units, until this process becomes the only ef­
fective mode of diffusion.

In an attempt to correlate the above interpretation31 of 
diffusion data with the thermodynamic ones presented 
here, it seems reasonable to assume that the jump 
mechanism of making and breaking hydrogen bonds in 
ester solution of low water content is associated with an 
endothermic enthalpy change, namely, the strength of the 
bond formed between the molecules of the components is 
weaker than that in pure water.
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The heats of interaction of tetrabutylammonium bromide (Bu4NBr)-phycocyanin and tetraethylammonium 
bromide (Et4NBr)-phycocyanin systems were studied by microcalorimetry. Due to its specific interaction with 
the protein, Bu4NBr dissociates the hexamer of phycocyanin into a trimer. In the concentration ranges studied, 
Et4NBr has little effect on phycocyanin aggregation, and the heat of interaction is very small. For the 
Bu4NBr-phycocyanin binding reaction at pH 6.0, the thermodynamic parameters at 25 °C are 49 kcal moT1 

for AH B, -1.8 kcal moT1 for AGB, and 170 eu for ASb. The molar binding ratio is 1, which characterizes the 
specific binding between Bu4NBr and phycocyanin. A mechanism involving the interaction between the 
hydrophobic area of the protein and the bulky alkyl groups of tetraalkylammonium salts is suggested.

Introduction
When phycocyanin is extracted from blue-green and red 

algae, where it is widely distributed, the extract contains 
several aggregates. The association and dissociation of this 
biliprotein by certain small molecules have been quali­
tatively characterized, and some possible mechanisms have 
been proposed. 1,2 Hydrophobic interaction is.believed to 
play an important role in its aggregation from trimer (6 S) 
to hexamer ( 1  IS).

In model membrane studies, phycocyanins have been 
shown to modify the intensity and direction of electron 
flow across bileaflet membranes,3 but the thermodynamic 
aspects of biliprotein aggregation and interaction with 
small molecules have seldom been investigated. We report 
here the results of a study in which calorimetry was used 
to provide basic thermodynamic information.

The application of calorimetry to biochemical systems 
has been reviewed recently.4,5 It measures accurately the 
enthalpy of reactions of binding of small molecules to 
biopolymers such as hexokinase-catalyzed reactions,6 the 
equilibrium of organic phosphates with horse oxy­
hemoglobin,7 and magnesium binding to yeast phenyl­
alanine tRNA. 8 The combination of the measured en­
thalpy with the known Gibbs free energy leads to the 
entropy of the system.

The present study is an extension of our qualitative 
determination of the effect of some tetraalkylammonium 
salts (R4NX) on the dissociation of phycocyanin. 1 Ca­
lorimetry was employed to investigate the quantitative 
energetic aspects in the phycocyanin-tetrabutylammonium 
bromide (Bu4NBr) and phycocyanin-tetraethylammonium 
bromide (Et4NBr) systems. These two salts were chosen 
for contrast: Bu4NBr has strong solvent structure-making 
properties and strong interaction with protein, while 
Et4NBr is a borderline salt (between solvent structure- 
maker and structure-breaker) with much less interaction 
with protein. The heats of interaction between protein and

salts were measured, and the enthalpy, free energy, and 
entropy of binding between Bu4NBr and phycocyanin are 
reported. The Et4NBr and Bu4NBr-phycocyanin systems 
are analyzed and compared with each other. Elucidation 
of the factors possibly responsible for thermodynamic 
stability involving the binding between phycocyanin and 
Bu4NBr is discussed.

Experim ental Section
C a l o r i m e t e r .  A twin-reaction cell batch microcalo­

rimeter equipped with a known resistor for electric cal­
ibration was used in these studies. It was designed and 
built by Dr. Rex Lovrien, Department of Biochemistry, 
University of Minnesota. 7 The cells were made of 18K 
gold, and each was divided into two compartments with 
capacities of about 1.6 and 1.2 ml. The output of the 
thermoelectric units was magnified by an amplifier with 
maximum gain of 0.33 X 105 and reversible polarities. It 
was recorded on a Leeds & Northrup Model 620 Spee- 
domax XL flatbed recorder equipped with a disk integrator 
and having a baseline deflection of 0.7 p V .  Areas under 
the voltage-time traces were measured by the disk inte­
grator and also weighed on a Mettler balance. The ex­
periments were carried out at 25 °C.

The resistor for electrical calibration was determined as
52.9 fi by a Wayne-Kerr 8221 universal bridge. The input 
voltage was measured on a Keithley 616 digital elec­
trometer and the duration of the current pulse on a 
Precision Scientific timer.

The calorimeter cells were washed several times with 
distilled water by using a syringe and were dried by ap­
plying a vacuum line. A 0.5-ml gas-tight Hamilton syringe 
connected to a Hamilton PB 600-1 calibrated repeating 
dispenser was used to fill the cells accurately with ap­
propriate volumes of solution.

Chemical calibration was obtained employing the heat 
of dilution of HC1. In the mixing reaction, 0.2016 ml of
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TABLE I: Electrical and Chemical Calibration Constants
mJ/gofarea mJ/count of 

Method under peak0 disk integratorb
Electrical0 133.4 ± 1.9 1.588 ± 0.031
Chemical0* 135.6 ± 3.7 1.561 ± 0.027

° Full scale of recorder = 15.0 mV. b Full scale of re­
corder = 30.0 mV. 0 Average of 36 experiments covering 
the range 1-167 mJ. d Average of four experiments.

a standardized HC1 solution (0.920 M) and an equal 
volume of H20 were used. The heat of the mixing reaction, 
computed9 from enthalpy of formation of HC1-H20, was
21.3 meal. The density of HC1 used in the calculation was 
taken from the International Critical Tables.

The scheme of the salt-protein mixing experiments was 
as follows: The two compartments of the reaction cell 
contained 0.2964 ml of a phycocyanin solution (41 mg ml1 

in sodium phosphate buffer, pH 6.0,1 0.1), and an equal 
volume of the appropriate concentration of R4NBr in the 
pH 6.0 phosphate buffer. The compartments of the 
reference cell each contained 0.2964 ml of pH 6.0 phos­
phate buffer. An equal volume of the appropriate R4NBr 
concentration in phosphate buffer could have been used 
in one compartment of the reference cell to cancel the heat 
of dilution of R4NBr in the mixing process, but a direct 
measurement of the heat of dilution of R4NBr in phos­
phate buffer was desired as information on the hydro- 
phobic interaction of Bu4NBr in the buffer solution. The 
present scheme did not employ a dilution blank. After the 
cells were filled, the calorimeter was allowed to sit for 
temperature equilibrium for at least 2 h prior to ther­
mochemical measurement.

S e d im e n ta tio n  Velocity  M easurem ents . Sedimentation 
velocity experiments1 were performed in a Spinco Model 
E ultracentrifuge with schlieren optics. Kodak spectro­
scopic type IN photographic plates, a Corning No. 5031 
filter, and a phase angle of 60° were used. The solutions- 
were placed in a single sector 2 ° centerpiece and centri­
fuged at 56000 rpm at 25 °C in an AN-D rotor. Imme­
diately after the calorimetry measurement, the mixed 
protein-salt solution was removed from the calorimeter 
and prepared for the sedimentation run. The relative areas 
under the schlieren peaks were evaluated by tracing en­
largements of the negative plate from a Nikon Model 6 
microcomparator.

C h e m ic a ls . Phycocyanin (PC) from P h o r m id iu m  lu- 
ridum, purified as described previously,1 was stored in 50% 
saturated ammonium sulfate solution at 4 °C until used. 
The solution was then spun down, and the precipitate was 
dissolved and dialyzed in sodium phosphate buffer, pH 6.0, 
7 0.1. The protein solution at this pH contained a mixture 
of 6 S (trimer), 1 1 S (hexamer), and 19S (dodecamer) ag­
gregates. 1 To eliminate the 19S the solution was dialyzed 
overnight in a pH 8.7 solution (prepared from pH 8.1 
sodium phosphate-NaOH buffer adjusted with additional 
NaOH) and it was followed by dialysis back to pH 6.0. The 
concentration of PC in the solution was calculated on the 
basis that a 1-mg ml 1 solution at pH 6.0 in a 1-cm cuvette 
has an extinction coefficient of 6.0 at 620 nm. 1 The R4NX 
used (Eastman Kodak Co.) were at least 98% pure by

titration and were not purified further. All the R4NBr 
solutions were prepared in sodium phosphate buffer, pH 
6 .0 , 1  0 .1 .

R esults
The electrical and chemical calibration constants for the 

calorimeter (Table I) agreed quite well. In the mea­
surements of heat of mixing involving dilution of HC1, X 
(Bu4NBr or Et4NBr), or PC, or mixing of PC and X, the 
experimental reproducibility was good and the mean 
deviation was less than 3%. The chemical calibration 
constant, 135.6 mJ/g of area under the peak, was used in 
the treatment of the data.

The heat of dilution measurements with Bu4NBr and 
Et4NBr (X) in pH 6.0 sodium phosphate buffer is pre­
sented in Table II (see paragraph at end of text regarding 
supplementary material). The process used for the 
evaluation is

^ Q d il(x)
X(Mx, Vx) + pH 6.0 buffer)Vx) -----------^  2VX)

(A)

where the concentration Aix ranges from 0.020 to 0.160 M 
and volume V x = 0.2964 ml. To demonstrate the hy­
drophobic interaction of R4NBr in the buffer solution, its 
results are compared with the known heats of dilution of 
X with respect to infinitely dilute aqueous solution.10 For 
such a comparison the present data must be extrapolated 
to infinitely dilute buffer solution by the following scheme: 
First, the experimental dilution data are nonlinearly fitted 
(using a program from Oak Ridge National Laboratory) 
to a least-squares equation of the type
Q = a M  + b M 2 +  c M 3 ' ; (1 )
where M  and Q  denote Mx and AQ^, as shown in process 
A. Then, according to eq 1, the successive dilution pro­
cesses can be described in the following scheme:

Dilution
process AQdil(x)

M -> 1' I 2 M Q 1 = a M  +  b M 2 + cM3

72M-+ '/4M Q  2 =  a ( ' / i M )  + b ( ' / 2 M )2 +  c ( ' h M )3
‘/4M -  ' / SM Q  3 = a(‘/4 M) + b ( l /4M )2 + c ( ' / 4 M ) 3

(B)
For M  - *  infinite 1dilution

A Qm°° = SQi
1=1

= a M ( 1 + >/2 + 7 4 +. . . )
+ b M 2( 1 + (>/2)- + (V4 ) 2 + . . .)
+  c M \  1+ (>/2)3+ ( !/4 ) 3 + ...)

= 2 a M  + 4/3b M 2 + 8/7cM3 (2)
where S/=0"(l/2)' = 2, Si=0“(l/2) 21 = 4/3, 2i=0”(l/2)3' = 
8/7, and AQM" is the heat of dilution of a salt with M x and 
V x in pH 6.0 being brought to infinitely dilute buffer 
solution. The least-squares coefficients of eq 2  are listed 
in Table III, when M x = 0.144 M, AQm“ = 126 and -137

TABLE III: Comparison of in pH 6.0 Buffer and in Aqueous Solution
Salt a, 101 b, 102 c, 103 Solvent M , M , cal mot1

Et„NBr -1.647 50 12.9725 -2.434 12 pH 6.0 
Water

0.144
0.144

126
130ob

Bu„NBr 2.094 75 -5.6628 -4.296 38 pH 6.0 
Water

0.144
0.144

-137
-202°

0 Reference 10. b Extrapolated value.
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Figure 1. Plot of AO vs. concentration of R4NBr in the reaction cell 
before mixing (M„): (A) AO of dilution of Bu4NBr in buffer; (O) AO of 
mixing between Bu4NBr and phycocyanin solution in buffer; ( • )  A Oof 
dilution of Et4NBr in buffer; (□) AO of mixing between Et4NBr and 
phycocyanin solution ini>qffer. In all cases the buffer was at pH 6.0.

cal mol-1 for Et4NBr and Bu4NBr, respectively.
In the present studies, the protein-salt mixing reactions 

at pH 6.0 are described by the following scheme:
^^mix

PC(Mpc , Vp c ) + X(Mx,.Vx) ----------- >
P C 0 /2M p C, Vpc + V x ) ,X C /2M x , Vpc + V x ) (C)

where Vpc +  V x = 2  V ]K. = 2  Vx. PC, X , and AQmix denote 
phycocyanin, salt (Bu4NBr or Et4NBr), and heat of mixing, 
respectively. Mpc, V JH:, Vx, and M % represent values before 
mixing of the concentration (mg m l1) of PC, the volumes 
(0.2964 ml) of PC and X, and the concentrations (M) of 
X, respectively. Process C indicates that the concentration 
of PC or X  is diluted to one-half during a mixing reaction. 
The results of the calorimetry measurements in process 
C are listed in Table II. The observed AQmix can be 
represented by the expression

'AQmix = AQint + AQ dil(Pc) + AQdU(x) (3)

where AQdU(pc) and AQdil(x) represent the heats of dilution 
for the following process and process A, respectively:

A ® d i l ( p c )
PC(Afpc, Vpc) + pH 6.0 buffer(Vpc) ------------- -»

P C ('/a M pc, 2 V Pc) (D)

and AQint is the heat of interaction between PC and X  
during the mixing reaction. The observed AQdil(pc) and heat 
of interaction (AQint) calculated from eq 3 are also listed 
in Table II. Plots of AQmix and AQdil(x) against Mx are 
presented in Figure 1.

We propose that the interaction between PC and X  
involves a two-step mechanism, 1 the first being the dis­
sociation of S6 into S3, as represented in eq 4, where S6 and

S3 denote hexamer and trimer of PC, respectively:
„ AHd „S6 ------ * 2 S, (4)

where AH d, the enthalpy of dissociation, has a value of -17 
kcal mol 1 (recalculated from ref 1 1  where a value of - 2 1  

kcal mol 1 was originally reported). Assuming that dis­
sociation and association were negligible during sedi­
mentation and that the areas under the peaks reflected 
the initial equilibrium compositions, ref 1 1  estimated the 
relative compositions of S6 and S3 from the areas under 
the schlieren patterns. This assumption is adopted in the 
treatment of the present sedimentation data.

The second step is the interaction of X  and trimer that 
leads to the binding of X to S3 (X dissociates S6 into S3):

S3 + mX y S3 -X m (5 )

where A/iB is the enthalpy of binding (kcal mol ') and m  
is the molar binding ratio of X  to S3. A combination of 
eq 4 and 5 gives the enthalpy of interaction (AHint) between 
PC and X:

A H int = A H d + 2A H b (6 )

or

AQint ~ SrtftAHd + 2n3x A / /B (7)

where rc3x is the number of moles of S3 binding with X, 5«  ̂
= n6(in the absence of X) -  n6(in the presence of X), and 
n 6 is the number of moles of S6 in the solution. Therefore

AQint-  5 ” 6 AHd 
B 2  n 3x

The calculated values of <5,*i6, 5n6A/id, n3x, and AH E are 
presented in Table IV (supplementary material). The 
average A ( s e e  footnote 19) is found to be 49 ±  7 kcal 
mol 1 of S3. The percentages of S3 and Sfi needed to 
compute dn6 and the percentages of binding used to 
calculate n3x for eq 8  are included in the results of sedi­
mentation velocity measurements on the effects of X  on 
PC, as shown in Table V (supplementary material). The 
error of these percentage estimations (and the corre­
sponding concentrations) is believed to be about ±5% .

The macromolecular dissociation constant ( K A) for the 
reaction in eq 4 can be represented as

K d =  (C3)V(C6) = 7.4 X K T 5 M (9)

where C3 and C6, as given in Table V, are 7.5 X 10 5 and
7.6 X 10 n M at Cx = 0, respectively. The free energy 
change (AGd) for eq 4 is

AGd = - R T  In K d = 5.6 kcal mol' 1 (10)

From eq 10 and AH d (eq 41, the entropy change (ASd) is 
(AHd - A G d)

ASd = --------- —---------- = - 7 6  cal mol deg (11)

where T  is 298 K. The tnermodynamic parameters of 
polymerization of S6 of PC from S3 and those of three other 
protein systems are listed in Table VI.

The dissociation constant (K )  for the binding of X with 
S3 can be expressed as
S3X m -> S3 + mX  (12 )

(C3)u(Cx)m 
K ~ ( C 3) b

(13)

where Cx is the concentration (M) of X  in the solution after 
mixing and (C3)u and (C3)b are the concentrations of

The Journal o f Physical Chemistry, Vol. 81, No. Z 1977



128 C-H. Chen and D. S. Berns

AHB, A Gb,

TABLE VI: Thermodynamic Functions of Binding and
Polymerization o f Some Proteins

A. Binding of Salt to Protein at 25 ° C

kcal kcal a Sb ,
Salt Protein pH mol'1 mol"1 eu

Bu„NBr Phycocyanin 6 49 -1.8 170
MgCl° Folded 7 0 -8 .2 28

phenylalanine
tRNA

NaSCNb Polyacrylamide -3 .3 1.5 -16
B. Polymerization

A H , A G,
t, Polymn kcal kcal AS,

Protein pH °3 process mol'1 mol-1 eu

Phycocyanin 6 25 2S3 -  S6 17 -5 .6 76
Tryptophanasee 8 5 2S2 -  S4 50 -5.2 198
ß-Lactoglobulin0 5 5 4S2 -> Sg -5 6 -1 5 -151
Hemoglobin0 7 20 2S ->■ S2 -7 -6.5 -1.5

“ Reference 15. b Reference 16. c Reference 17.

unbound and bound timers, respectively, in the solution. 
From eq 13, one has
1 + E T ' { C K)m = (C3)/(C3)U (14)
where
(C3) = (C3)b + (C3)u (14a)

The apparent macromolecule dissociation constant 
(Xapp) in the presence of X can be defined as
K  ( c 3 ) 2 _ ( c 3) j  r  ( c 3) V  

app (C6) (C6) L(c 3)uJ
where C3 and C6 are given in Table V.

Combination of eq 14 and 15 gives

^ a p p  =  ^ - [ l  +  ^ 1( C x ) m ] 2

Since K app = K d when Cx = 0, therefore 
X app =  X d [ l  +  E T ' ( C x r ] 2 

Comparing eq 14 and 17, one has
(c3)b _ (  K d y /2

(C3) \ K aw I

Rearranging the terms in eq 17 and taking logarithm, one 
has

In ^  J  2 - l j  = m  In Cx - In K  (19)

Values of Kapp, In [(A"app//Cd) 1/2 - 1], and In Cx are also 
listed in Table V. From the slope and intercept of a good 
straight line obtained by plotting In [(Xapp/Kd) 1/2 - 1 )] vs. 
In C x, one has
m  =  1 . 1 0  (2 0 )

-In K  = 3.01
K T l = K B = 20 M' 1 (21)
where KB is the association constant for binding. The free 
energy change (AGB) in the binding reaction is then given 
by
AGB = - R T  In K b  = - 1.8 kcal/mol (22)
The entropy of binding between S3 and X can be calcu­
lated from the expression:

(15)

(16) 

(17) 

(IB)

ASb = ( A H b  t  AG—  = 170 cal mol' 1 deg' 1 (23)

where T is 298 K. The thermodynamic functions char­
acteristic of the binding between S3 and Bu4NBr and those 
of two other salt-protein systems are presented in Table
VI.
D iscussion

The least-squares fit of AQdilU) to eq 1 has a standard 
deviation of 1% for Et4NBr and 4% for Bu4NBr in the 
range of Mx = 0.160-0.08 M. Table III shows that the heat 
absorbed in the dilution of Et4NBr at 0.144 M, pH 6.0, to 
infinitely dilute pH 6.0 solution (AQm" = 126 cal mol *), 
performed in the microcalorimeter, is in excellent 
agreement with the result (130 cal mol"1) in a solution 
containing no buffer and carried out in a conventional 
calorimeter. This finding suggests that the interaction 
between Et4NBr, 0.144 M, and pH 6.0 buffer salts (con­
taining, per liter, 0.01 mol of Na2HP04 and 0.07 mol of 
NaH2P04) are not significant compared with the inter­
actions between Et4NBr-solvent and Et4NBr-Et4NBr. In 
the case of Bu4NBr, AQm” is -202 cal mol' 1 in an aqueous 
solution containing no buffer and -137 cal mol' 1 in pH 6.0 
buffer solution. A high negative heat of dilution for this 
salt is expected because of the strong hydrophobic in­
teraction of Bu4NBr. 12,13 The loss of some negative AQm" 
(65 cal mol1) in the buffer system is due to the weakening 
of the hydrophobic interaction between Bu4NBr and 
solvent through the interference of Na2HP04 and 
NaH2P04.

Values of AQmix and AQdU(x) (Table II) indicate that thé 
hydrophobic interaction of Bu4NBr becomes strong at Mx 
> 0.06 M. The heat of interaction (AQnt) between Bu4NBr 
and PC is positive. It is also independent of salt con­
centration within the limits of experimental error (see 
Table II for AQint/Mx), indicating that in the salt con­
centration range under study, a large excess of Bu4NBr 
exists in the solution. The excess of salt thus makes no 
significant contribution and does not interfere significantly 
with the specific interaction between Bu4NBr and PC. The 
apparent enthalpy of binding may be a combination of the 
true binding enthalpy change and the conformation en­
thalpy change. The observation of a negligible heat of 
interaction of Et4NBr with PC can be interpreted as 
evidence of a weak binding of Et4NBr with PC. It is not 
possible with the present experiments to comment on the 
magnitude of the AH B for Et4NBr-PC system. A sig­
nificant contribution from a conformation enthalpy change 
is expected in the Bu4NBr-PC system on the basis of the 
observed AH B. The significant difference in AQint between 
the Bu4NBr-PC and Et4NBr-PC systems obviously re­
flects a specific interaction of Bu4NBr with PC.

The hexamer aggregate of PC appears to be stabilized 
by hydrophobic forces relative to the trimer aggregate. 1,2 

The previous studies1 demonstrated that at Cx = 0.16 M, 
all the four tetraalkylammonium salts, Me4NBr (tétra­
méthylammonium bromide), Et4NBr, Pr4NBr (tetra- 
propylammonium bromide), and Bu4NBr, interact with PC 
and have effect on the dissociation of hexamer into trimer. 
The order of effect on disaggregation of the protein is 
Bu4NBr > Pr4NBr > Et4NBr > Me4NBr. It was proposed 
that the water structure change caused by R4NBr in this 
concentration range is not important in PC aggregation 
and that specific interaction (binding) of the cations to the 
protein is likely.

Two mechanisms are possible in the binding between 
the bulky tetraalkylammonium cation (R4N+) and S3 of 
protein: (1 ) The hydrophobic interaction between the
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F'.b'-l HYDROPHOBIC AREA OF PROTEIN 
0 ©  Bu4 N+ OR E*4 N*

Figure 2. Possible mechanisms involving separation of two S3 units 
of phycocyanin. (a) Hydrophobic interaction between hydrophobic area 
of protein and bulky alkyl groups of R4N+. (b) Ionic interaction between 
bulky R4N+ and an anionic group of protein. Mechanism b appears 
to be ruled out by very small value of AOint for Et4NBr and much larger 
value for Bu4NBr; see Discussion.

hydrophobic area of the protein and the bulky alkyl group 
of R4N+, as shown in Figure 2a, is able to inhibit the 
assembly of S3 to S6 due mainly to some possible steric 
interference at the hydrophobic area and possibly the ionic 
repulsion of the two R4N+. (2 ) The ionic interaction 
between R4N+ and an anionic group of the protein, in 
addition to some hydrophobic interaction between bulky 
alkyl groups of R4N+ and the hydrophobic area of protein, 
as shown in Figure 2b, is also able to inhibit the assembly 
of two S3 due only to the steric effect of bulky alkyl groups 
of R4N+.

The second mechanism can be ruled out as follows: If 
the ionic interaction indicated in this mechanism were 
important, AQint of Et4NBr would have a stronger ionic 
interaction with an anionic group of the protein than 
Bu4NBr, since Et4NBr has a higher chargetvolume ratio. 
However, AQmt for Et4NBr is much less than that for 
Bu4NBr. The fact that the butyl group has a stronger 
interaction (binding) with protein than the ethyl group has 
been demonstrated by measurements of the solubility13 

and transition temperature of ribonuclease. 14

The thermodynamic parameters of association of S3 to 
S6 and those of three other proteins are presented in Table
VI. In the polymerization process, the overlap of hydration 
regions of two individual units to form an aggregation unit, 
with a release of solvent due to the hydrophobic effect, will 
give a positive contribution to the entropy, while the 
formation of a more ordered (less random) conformation 
of protein unit will result in a loss in entropy. The gain 
of 76 eu during the association of S6 suggests the im­
portance of the hydrophobic interaction in PC aggregation. 
Similarly, the formation of S3-X  from strong hydrophobic 
Bu4NBr and S3 will give a positive contribution to entropy 
due to the release of solvent. The interaction of X and 
S3 leading to a more random structure of S3 in S3-X  than 
unbound S3 will also contribute a positive entropy. These 
positive entropy contributions due to release of solvent and 
loosening of the S3 structure are consistent with the gain

of 170 eu in entropy as X  binds-to S3 (Table VI).
The molar binding ratio (m) between S3 and X, eval­

uated from eq 19 and 20, is 1, which means that binding 
a single molecule of X  to S3 can effectively inhibit the 
aggregation of two S3 units. A low value of m  can be 
interpreted as consistent with the well-characterized ability 
of a single amino acid residue substitution to dramatically 
affect the aggregation properties and physiological function 
of hemoglobin. 18 In addition, this calorimetric study 
suggests that a small molecule similar to R4NX could bind 
strongly to a protein such as S-hemoglobin in a possible 
1 : 1  binding ratio and severely inhibit its aggregation 
properties.

S u p p l e m e n t a r y  M a t e r ia l  A v a ila b le : Tables II, IV, and 
V, containing heat of interaction data for PC in Bu4NBr 
and Et4NBr, calculations of the enthalpy of binding of 
S3-Bu4NBr, and sedimentation velocity measurements on 
the effects of R4NBr on PC and the percentages of binding, 
respectively (3 pages). Ordering information is available 
on any current masthead page.
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The shape of micelles incapable of attaining spherical geometry has previously been discussed in terms of an 
oblate ellipsoidal model. Calculations are presented which indicate that this model is most probably incorrect, 
the correct model being a hemisphere capped cylinder. This latter model is discussed relative to available 
experimental data.

Introduction
Although numerous studies of micellization have ap­

peared in the literature1 and although the gross charac­
teristics of micellar catalysis of various chemical processes 
have been described,2 relatively fewer studies have been 
conducted in which the major emphasis centered on the 
size and shape of micelles. Prior to 1955, the major models 
considered were spherical and lamellar.3 7 In 1955 Tartar 
described8 an ellipsoidal model for aggregated surfactants 
which, due to constraints introduced by the length of their 
hydrocarbon chains (“tails”), were thought incapable of 
aggregation to spheres. This same model was subsequently 
adopted9 and refined10 by others.

In 1959 Tartar concluded11 that numerous systems 
previously described8 by the oblate ellipsoidal model were, 
in fact, spherical. A similar conclusion has been mere 
recently reiterated12 by others. Within the confines of the 
models chosen it is abundantly clear that a spherical model 
cannot accommodate micelles of large aggregation num­
ber,810 i.e., shape alteration must occur. Micelles incapable 
of adopting spherical shape have been modeled8-10 as 
oblate ellipsoids.

A second model for nonspherical micelles, a cylinder 
possessing a diameter twice the length of the tail of the 
constitutent monomers, originally proposed13 by Debye and 
Anacker, has been employed by others, e.g., Stigter,14 but, 
to our knowledge, no comprehensive comparison of this 
latter model to the ellipsoidal models has appeared. In 
view of extensive experimental evidence13,15,16 that the 
cylinder is the most probable shape of a number of micellar 
aggregates, we have performed such an analysis. The 
results are reported herein.
Models

Upon micellization in water the hydrocarbon chains of 
surfactant ions are removed from the surrounding solvent 
and, concurrently, tne charged head groups become 
proximate. A priori, a number of assumptions concerning 
the micelle are required to construct a model, viz., (1 ) the 
interior of the micelle (core) should resemble bulk hy­
drocarbon; (2) the charged head groups should be as widely 
separated as possible to minimize electrostatic interactions;
(3) voids should not exist in the core; and (4) little, if ar.y, 
solvent should exist in the core.17 These assumptions, 
previously employed by others,8,10,12 allow comparisons of 
shape and size to be made for various micelle models.

If the m in im u m  extension for any model is chosen as 
l (Figure 1), the core volumes of the models (V) are readily 
calculated. The m a x im u m  number of monomers (iVmax) 
capable of occupying these volumes are
N m t x = V / i > (1 )

where u is the volume of the tail of an individual monomer. 
Both Tartar8 and Tanford10 have previously presented 
expressions for the length (/) and volume (u) of surfactant 
monomers in terms of n „  the number of carbon atoms in 
the surfactant tail. Although the expressions presented8 

by Tartar are essentially equivalent to those of Tanford, 10 

we shall employ those of Tanford which consider half of 
the head group-a carbon bond in the chain:
/ = 1.5 + 1.265nc A (2)
and
v = 27.4 + 26.9nc A3 (3 )

For the spherical model, employing l as the radius, ATmax 
as a function of nc is presented graphically in Figure 2 . At 
the core surface (radius = l) the surface area per monomer 
is essentially invariant (Figure 3). In general, however, 
interest lies in the surface area per monomer (SA/Nmax) 
at some distance l + d, where d  is the distance increment 
from the core to the polar head groups. For the sake of 
comparison we have chosen d  = 2.0 A. The surface area 
per monomer (head group 2 .0  A removed from the hy­
drocarbon core) is also presented in Figure 3. A marked 
decrease in SA/iVmax is noted as nc increases. The net 
effect expected upon increasing nc is to increase head group 
repulsions. In order to counteract this increased repulsion 
it should be expected that if surfactants micellize to 
spherical shapes the number of monomers required to form 
a “stable” micelle should increase as nc increases (provided 
that the electrostatic repulsive interactions dominate the 
desolvation energy of the hydrophobic tails) and/or that 
the fraction of charge (the fraction of “free” counterions) 
should decrease as n c increases. We shall return to these 
points subsequently.

Granted that certain micelles are incapable of assuming 
spherical geometry and that a change in shape is therefore 
required, those shapes should be preferred which afford 
the greatest possible surface area per monomer at the polar 
head groups. Tartar8 and Tanford10 have suggested an 
oblate ellipsoid (the solid of revolution generated by 
revolution of an ellipse about its minor axis) as a possible 
model and have demonstrated that N max can be markedly 
increased by minor changes in the axial ratio ( n l/ l  =  n  in 
Figure 1). It should be noted, however, that any increase 
in the axial ratio (n  >  unity (n = unity for the sphere)) 
must perforce increase the core volume and consequently 
increase N max. The question that remains is whether or 
not the oblate ellipsoid, within the constraints of our 
original assumptions, affords greater surface area per 
monomer than any other rea sona ble model.

Although a cylindrical model (rod) was considered by 
Tanford,10 the model chosen was unreasonable in the sense

The Journal of Physical Chemistry, Vol. 81, No. 2, 1977



Charged Micelle Shape and Size

Figure 1. Micelle model dimensions for sphere, oblate spheroid, 
hemisphere capped cylinder, and bilayer. Cross hatched = head group 
volume.

Figure 2. Wmax as a function of nc for spherical micelles.

Figure 3. Surface area/WmaX at /(lower) and at /+  2.0 A (upper).

that the ends of the cylinder were uncapped, i.e., the 
hydrocarbon tails on the cylinder ends were exposed to 
solvent. If the cylindrical model is slightly modified to
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Figure 4. Surface area/A/maX for sphere (S), ellipsoid (E), and cylinder 
(C) a t / + 2 . 0  A.

include hemispherical end caps, a reasonable model 
emerges; this model is readily generated from the sphere 
(“Hartley micelle” ) 3 by growth of a cylindrical body of 
radius l (“Debye-Anacker model” ) 13 within which the 
monomer packing resembles that of the monomers found 
about any great circle of the original sphere.

For any axial ratio n  of an oblate ellipsoid (major 
semiaxis = n l; minor semiaxis = l ), it is readily shown that 
a t  c o n s t a n t  v o lu m e  the length h  of the corresponding 
hemisphere capped cylinder (Figure 1 ) is

h = ~3 l(n2 -  1 ) (4 )

Quantitatively, it can be shown that at the core surface at 
constant volume the difference in surface area between a 
hemisphere capped cylinder and an oblate spheroid is

A S A  = i l f 3n- +  |  -  j  In (5 )

where n  and e are the axial ratio and eccentricity, re­
spectively, of the ellipsoid. The surface area of an oblate 
ellipsoid will exceed that of a hemisphere capped cylinder 
of equal volume (semiminor axis = cylindrical radius = 
hemisphere cap radius = l) if and only if

a condition which cannot be met for any value of e. 
Similar, but more complex expressions have been derived 
at a distance d from the core surface ( l  + d); the hemi­
sphere capped cylinder exhibits greater surface area than 
the oblate ellipsoid of equal volume for all values of d. The 
constant volume constraint was chosen such that N max- 
(cylinder) = iVmax(ellipsoid) and it is therefore obvious 
(inequality 6 ) that the surface area per monomer of the 
cylinder exceeds that of the ellipsoid.

For the sake of comparison we have chosen core volumes 
of ellipsoids and cylinders twice those of the sphere of 
equal nc. The generated models possess at least one di­
mension in common with the corresponding sphere (radius 
of sphere = semiminor axis of ellipsoid = radius of cylinder 
and radius of hemisphere cap). Thus, the surface area per 
monomer for the sphere of volume V  is compared with the 
ellipsoid and cylinder of volume 2 V  (containing 2 N max 
monomers) in Figure 4. The ellipsoids have semimajor 
axis equal to V 2 1  (eccentricity = 0.707) at the core surface 
and varying eccentricity at a distance increment d of 2 .0  

A. At d = 2 .0  A the hemisphere capped cylinder possesses 
greater surface area per head group than the corresponding
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Figure 5. Surface area/monomer at /+  2.0 A for the cylindrical (C) 
and ellipsoidal (E) model: (A) n c — 10; (B) n c = 20.

TABLE I: Surface Area Per Monomer for Bilayer
(Surface area/monomer), A 2 

n c f (A)  = 21 Single chain Double chain
8 23.24 20.87 41.74

1 0 28.30 20.95 41.90
1 2 33.36 2 1 . 0 0 42.00
14 38.42 21.03 42.06
16 43.48 21.06 42.12
18 48.54 21.08 42.16
2 0 53.60 2 1 . 1 0 42.20

oblate spheroid of equal core volume (equal lVmax). The 
ratio ASAC EJ N mm is ca. 1.9 A2 per head group.

Similarly, comparison of cylinders with oblate ellipsoids 
of equal core volume as a function of axial ratio (eccen­
tricity) leads to the conclusion that as the axial ratio 
becomes large (approaches 3.0; eccentricity approaching 
unity) the ratio A S A c^ E/ N max becomes larger. These 
results are depicted in Figure 5 for n c =  10 and 20; at n  
=  3 and d  =  2 .0  A the values of ASAc_E/iVmax are 8.99 and
7.76 A2 per head group, respectively. Similar calculations 
reveal that the prolate ellipsoid is inferior to the oblate 
ellipsoid, i.e., at constant core volume the surface area per 
head group is less for the prolate model than for the oblate 
model. Although the surface area per head group dif­
ferences between the hemisphere capped cylinder and the 
oblate ellipsoid model are small at small eccentricities 
(Figure 5), we believe that the cylindrical model is superior 
to an oblate or prolate ellipsoidal model when the main 
consideration is surface area per head group.

The bilayer model chosen is similar to that of Tanford. 10 

For the model depicted in Figure 1

V = t s 2 (7)

where t =  21. For any aggregation number (/Va„„) of 
monomers

V  =  A^agg(27.4 + 26.9nc) (8 )

If the monomer possesses two hydrophobic tails, the 
volume must be multiplied by a factor of 2. The results 
are presented in Table I for monomers possessing one and 
two hydrophobic tails. Single chain surfactants possess 
only half the surface area per monomer available to the 
corresponding double chain surfactant. The exceedingly 
low values of surface area per monomer for single chain 
surfactants, approaching those of hydrocarbons in the 
crystalline state, would appear to preclude transitions from 
“normal” micelles (cylinders) to bilayer (or vesicle) ge­
ometries.

Granted that the cylindrical model is applicable to 
normal micelles, we have graphically depicted the surface 
area per monomer for a 16 carbon amphiphile as a function 
of the aggregation number (Figure 6 ). After an initial 
rapid decrease of surface area per monomer (to Nagg ca. 
500), further large increases in Nagg result in small de­
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Figure 6. Surface area/monomer at 1+  2.0 A for a C16 micelle as 
a function of Nagg-

creases in surface area per monomer. Up to of ca. 104, 
the surface area per head group has not reached values 
required (predicted on the basis of the model) for bilayer 
formation (Table I)..

Tanford, by ignoring the effects of the ends of cylinders, 
concluded10 that micelles undergo spherical to oblate 
ellipsoidal to cylindrical shape alteration. Our analysis 
indicates that thé ellipsoidal model is inferior to the 
hemisphere capped cylinder (Debye and Anacker model) 13 

in terms of available surface area per polar head group. 
We are aware of the fact that the increased surface area 
per head group is a consequence of the cylinder end caps. 
We will show that this model is reasonable'and consistent 
with a large body of experimental evidence.

%
T he Q uestion o f Chain Length

So far in our discussion we have not addressed the 
question of the number of chain atomê.considered to be 
contained in the core of the micelle. Tanford has 
suggested10 that nc should not represent the entire hy­
drocarbon tail but, rather, due to decreased hydrophobicity 
of the carbons proximate to the head group, that the two 
carbons adjacent to the head group be excluded in the 
calculation of the dimension l. Stigter has more recently 
suggested1' that the whole hydrocarbon chain be con­
sidered in the core of micelles, i.e., that the hydrophobicity 
of all carbons is essentially equal and that solvent in­
terpenetration of such micellar cores is minimal.

The actual determination of chain length for inclusion 
in a micellar core has been a point of contention; Schott 
reached the conclusion9 that most micelles in aqueous 
solution at the critical micelle concentration (cmc) could 
not be spherical. This claim was subsequently refuted12 

by Zografi and Yalkowsky on the grounds that Schott 
employed unreasonably short chain lengths. Tartar, in 
contrast to his earlier conclusions,8 subsequently 
concluded11 that numerous micelles were spherical at the 
cmc in the absence of supporting electrolytes.

Recent experimental evidence, e.g., laser Raman 
spectroscopy18 and 13C spin-lattice relaxation times, 19 21 

indicates that near the polar head group the hydrocarbon 
chains of micelles exhibit a fair degree of rigidity. If this 
rigidity is interpreted as evidence for a preferred anti 
conformation of the chain near the head group, then re­
gardless of the length of chain chosen to exist in the core, 
the locus of the head groups must be l +  d , where l is the 
maximum chain extension. In this regard the arguments 
advanced10 by Tanford to reduce aggregation numbers of 
micelles by reduction of the number of chain atoms 
contained in the core are open to question.

If a reduced core is described by n c -  2  carbon atoms and 
if the excluded two-carbon “fragments” are radially ex­
tended away from the reduced core surface so as to afford 
maximum separation of head groups, a void volume
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TABLE II: Aggregation Numbers of 
Micelles at Cmc in Water

Surfactant Aggregation no. Ref
A. Alkyl sulfates (RSO,-M+)

R = n-Cs M = Na 20 24
n -C , Na 31 25
n -C10 Na 36;42;50 25 ;11 ;26
n- C,j Na 40 ;41 ;57 ;62 ;70 ;80 27 ;11;28;29;26;30
n-C» Li 63 29

B. Alkyl sulfonates (RSOj M+)
R = n-C8 M = Na 24 26

n-C ,0 Na 41 26
n -C ,2 Na 45;54 1 1  ;26
n-C,4 Na 70;80 11;26

C. Alkyl trimethylammonium bromides (RNMe3Br)
R = n-C8 23 31

n-C, 30 31
n-C,0 36;44 23;31 .I
n -C , 2 40;50;50;62 11;23;26;31
n -C , 4 75;92 23;31
n-C,. 80;95 11;32

D. jV-Alkylpyridinimft bromides (R-Pyr+Br )
R = n -C s 24 31

n -C ,, 42 . 31
n -C , 2 58 33
n-C, 4 79 31
n-C,. 87 1 1

(solvent interpenetration volume) can be described as a 
function of the number of monomers capable of existing 
in the reduced core by

< - 2

v 7 = 53.8(7V„ĉ 2)
and

void _ AV - v 2 
monomer AT„ 2

where AF is the volume difference between a sphere n c 
atoms in radius and a sphere nc - 2 atoms in radius, v2 is 
the total volume of two-carbon “fragments” beyond the 
core, and iV„ c_2 is the aggregation number of the sphere of 
reduced core. For n c -  2, the void volume decreases by 
20% from n c = 7 to nc = 16, indicating that the two 
carbons most proximate to the head group of the hexadecyl 
system are 2 0 % less solvated than the corresponding two 
atoms in the heptyl system. On the other hand, if the total 
chain length is employed to calculate lVmax, the surface area 
per monomer at the core-solvent interface is, for all 
practical purposes, invariant (Figure 3). If minimization 
of the hydrocarbon-solvent interface is a major driving 
force for micellization, all nc atoms should occupy the core 
and solvent should be maximally excluded, a conclusion 
previously reached by Stigter. 17

Calculation of /Vmax based on truncated chain lengths 
may actually underestimate the aggregation numbers of 
micelles. If it is assumed that l (calculated from nc) is an 
average value and that the micellar surface is irregular22 

(rough) then some volume is still allowed for solvent 
penetration and jVmax (based on nc) becomes a reasonable 
est im a te  for the aggregation number. We have therefore 
chosen to roughly est im a te core volumes (and aggregation 
numbers) on the basis of the maximum extended chain 
length of a monomer.
D iscussion

The most widely employed method for determining the 
size (aggregation number (IVagg)) and shape of micelles is
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Figure 7. Aggregation numbers (Table II) as a function of nc\ solid 
line is Wagg calculated as described in text.

TABLE III: Calculated Surface Area per Monomer

n c N  a iVagg Core surface Head group**
8 23 66.16 78.72
9 30 64.94 75.79

1 0 36 65.11 74.99
1 1 42 63.44 74.69
1 2 40 70.25 79.96
14 75 62.67 69.32
16 80 66.67 73.30

“ Lowest .Nagg for a particular nc for series C and D1 --- -------- —------* —
from Table II. 0 Assumed 1.0 A beyond core surface.

the scattering technique developed by Debye.7,13,23 This 
technique has been applied to a number of micellar sys­
tems and some of the pertinent results are collected in 
Table II for systems at (or near) the cmc in pure water, 
i.e., in the absence of supporting electrolyte. The errors 
associated with the determination of ATagg have been 
discussed11 and the higher values of iVagg reported for a 
particular surfactant can generally be disregarded. 11 The 
aggregation numbers from Table II are presented in Figure 
7 relative to the curve of Afmax calculated for spherical 
models employing nc for the calculation of l (eq 2). Most 
of these experimentally determined aggregation numbers 
are less, within experimental error, 11 than N max for a 
particular nc. Granted that these micelles possess spherical 
geometry, as has been suggested by others,8,11,12 the chain 
truncation procedure employed by Tanford10 suggests 
premature changes from spherical to nonspherical ge­
ometry.

Aggregates containing less than Afmax monomers are 
acceptable entities. A priori, it should not be expected that 
aggregation numbers should necessarily equal N max due to 
the extremely wide range of surface area per head group 
at reasonable distance increments from the core surface. 
Calculation of the surface area per monomer for the lower 
aggregation numbers presented in Table II shows that the 
average surface area per monomer (assuming spherical 
geometry) at the core surface for all C8 to C16 surfactants 
(in Table II) is 65.6 ± 4.6 A2 (Table III), within experi­
mental error of that calculated above (Figure 3) for 
spherical micelles. Assuming a core free of solvent, the 
radius required for the requisite volume of hydrocarbon 
can be calculated. If the head groups are assumed17 to lie
1 .0  A beyond the core surface for the trimethylammonium 
and pyridinium compounds in Table II, the surface area 
per head group is found to be 75.3 ± 5.9 A.2 This narrow 
range is indicative of similar, if not identical, head group 
interactions as might be expected within a homologous 
series. If the surface area per monomer at the head group

(9)
(1 0 )

(1 1 )

The Journal o f Physical Chemistry, Voi 81, No. 2, 1977



134 J. E. Leibner and J. Jacobus

Figure 8. Aggregation nurrbers (Table II) as a function of nc\ solid 
line is Nagg as a function of nc for / -  0.6 A.

were constant, it would be expected that the fraction of 
charge should, within a homologous series, be invariant.

The calculation of radii of spherical cores from aggre­
gation numbers less than N ^ „  (ammonium and pyridinium 
compounds in Table II)’reveals that these radii are, in 
general, ca. 0 .6  A less than l calculated from n c (eq 2 ). 
Radii of length less than l are reasonable if conformational 
mobility is considered for the hydrocarbon tails. Spec­
troscopic results18 21 indicate chain mobility remote from 
the polar head groups. In order to occupy the total volume 
of the reduced core extensive chain “crimping” must occur, 
i.e., the chains cannot be arranged in a radial fashion away 
from the center of the core nor can they exist exclusively 
in the anti conformation. Whether or not this dimensional 
reduction is real, or an artifact of these calculations, is 
unclear. The dimension in question could actually be 
greater than that calculated above; such would be the case 
if extensive solvent penetration occurs to occupy the 
unfilled volume so produced.

Calculation of maximum aggregation numbers for 
spheres of radius 0 .6  A less than l calculated from eq 2 

yields resulting values (Figure 8 ) remarkably close to those 
experimentally determined for the alkyltrimethyl- 
ammonium and alkylpyridinium bromides listed in Table
II. The surface area per monomer at the core surface 
(radius =  l -  0 .6  A) and at the polar head groups (radius 
= l +  0 .6  A; the C-N bond is ca. 1.5 A) are graphically 
depicted in Figure 9. For nc in the range 8  16, the average 
surface area per monomer at the core is 65.41 ±  0.62 A2, 
while at the head groups it is 76.15 ±  5.05 A2. Thus, with 
all carbon atoms considered in the core, the water- 
hydrocarbon surface area per monomer is invariant, but 
head group solvation (void volume) is greater for short 
chain amphiphiles than for long chain amphiphiles. The 
wider separation of head groups for small nc implies that 
the fraction of charge should decrease with increasing chain 
length of monomer. Unfortunately, data of sufficient 
degree of accuracy are unavailable to test this prediction 
for the compounds discussed above. However, we believe 
that the aggregation numbers presented in Figure 8  should 
be regarded as predictions for studies involving the de­
termination of aggregation numbers at the cmc in pure 
water of alkyltrimethylammonium bromides and alkyl­
pyridinium bromides. These calculations are not meant 
to imply that all spherical micelles will assume core vol­
umes consistent with surface areas per monomer (at the 
core surface) of ca. 6 6  A2. For the systems listed in Table 
II this is apparently the case, but the actual surface area

90 -

60 I---------- 1----------------1----------------1----------------1_
4 8 12 16 20

nc
Figure 9. Surface area/monomer at / -  0.6 and at / +  0.6 A."

per monomer at the core surface may, depending oq the 
electrostatic demands of a particular head group, vary from 
this value.

As surfactant concentrations are increased beyond the 
cmc, numerous fhicellar systems display increased ag­
gregation numbers, e.g., hexadec-yltj.imethylammonium 
bromide (CTAB) exhibits a large .increase in micelle 
molecular weight.32,34,35 A similar, increase in aggregation 
number is observed for many systems upon addition of 
common gegenion, e.g., CTAB, spherical at the cmc, 
displays a markedly increased aggregation number upon 
addition of KBr (Nagg ca. 2000 and 5000 in the presence 
of 0.178 and 0.233 M KBr, respectively; c0 = 2.72 X 10“ 3 

M ) . 13 Sodium dodecyl sulfate (SDS), a particularly 
well-characterized system,36 displays increased aggregation 
number in the presence of NaCl.27,29,36

Counterion binding studies37 employing 81Br nuclear 
magnetic resonance spectroscopy indicates that as CTAB 
concentrations are increased (no supporting electrolyte) 
enhanced bromide binding (to a rod shaped micelle) 32,34,35 

is observed. Such enhanced binding would be predicted 
for any model which displays decreasing surface area as 
a function of aggregation number. It is readily shown that 
at constant volume the coalescence of n  spheres (or n  
cylinders) to a (larger) cylinder results in a loss of surface 
area of

A S A - (1 -  n ) \ n l 2 (12)

where l =  micelle chain length. This loss of surface area 
must be compensated for by increased gegenion binding 
(to minimize electrostatic interactions). It is interesting 
to note that at high concentrations potassium salts of 
n-alkanoic acids (in the cylindrical (M] ) 38 phase) possess 
surface areas per polar head group of 47-57 A2, values 
closely approximated by consideration of the change in 
surface area as Nagg becomes large (Figure 6 ) . 39

Determinations of micelle shapes above the cmc and/or 
in the presence of added common gegenion have indicated 
the presence of rod-shaped micelles. 13,15,32,34,35,40 To our 
knowledge, charged micelles have never been unequivocally 
demonstrated to exist as oblate ellipsoidal aggregates. 
Debye and Anacker13 and Reiss-Husson and Luzzati15 

have, to the contrary, ruled out the existence of oblate 
ellipsoidal aggregates for a number of the more common 
charged micelles. Transition from a spherical micelle with
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greater surface area per monomer at the head group to a 
cylindrical micelle with reduced surface area per monomer 
at the head group requires either increased monomer 
concentration or addition of common gegenion, both 
circumstances are manifest as higher ionic strength, to 
balance the expected increase in repulsive electrostatic 
interactions. We believe that the calculations presented 
herein indicate that the most likely transition observed 
during increasing aggregation is from sphere to hemisphere 
capped cylinder, without the intermediacy of ellipsoidal 
(oblate or prolate) geometries.41

,If increased aggregation (beyond N max) with retention 
of spherical geometry were to occur, successively more of 
the constituent monomer hydrocarbon chains would be 
forced to be. exposed to solvent, i.e., the hydrocarbon-water 
interface yvould increase. Since such an increase is en­
ergetically prohibitive, it should not be expected to occur. 
Rather, due to increasing ionic strength, a reduction of 
surface area per head group should be favored and a 

"smooth transition from spherical to cylindrical geometry 
should result.
' Although cylindrically shaped micelles are preferred 
above the cmc of most amphiphiles,15,28 the production of 
bilayers is possible if the surface area per monomer is 
sufficiently reduced. For single chain amphiphiles the 
calculated surface area reduction is drastic (to ca. 2 1  A2 

per head group). Experimentally, bilayers (lamellar (G) 38 

phases) have been observed in concentrated solutions of 
the potassium (and other) salts of n-alkanoic acids which 
exhibit surface area per" head group of ca. 32-38 A2,39 close 
to the range calculated for amphiphiles possessing two 
chains (Table I). This large discrepancy between calcu­
lated and experimental surface areas demonstrates the 
inadequacy of any model which ignores specific head group 
interactions.
Conclusions

The models presented here have been concerned with 
the geometry of micelles. The sizes discussed for spherical 
micelles represent most probable aggregation numbers, but 
a limited range of sizes is not ruled out.. The actual size 
of a micelle, either spherical or cylindrical, will intimately 
depend on a variety of conditions, e.g., concentration, 
supporting electrolyte, polar head group, gegenion, tem­
perature, etc. Further, the models are based on the 
simplifying assumption that a major contributing factor 
to micelle shape (and size) is the surface area per head 
group (as a qualitative substitute for the electrical free 
energy) and have ignored the possibility that the con­
figurational chain entropy might be a dominant factor in 
the determination of micelle shape and size. Thus, the 
models presented are of limited utility in a predictive sense; 
the ab initio calculation of aggregation numbers and critical 
micelle concentrations must await further improvement 
of our understanding of the various factors affecting 
micellization. Attempts in this direction have recently 
been undertaken.42

We should like to emphasize that our remarks pertain 
exclusively to charged micelles. A priori, there is no reason 
to believe that the models discussed here are applicable

to uncharged (or zwitterionic) surfactants, the micellization 
of which are assuredly controlled by hydrophobic inter­
actions, but whose head group interactions are not strictly 
comparable to charged systems.
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A new theory for the electrified interfaces, using the mean spherical and exponential approximations as the 
starting point, is proposed. This theory is based on a general result of Blum and Stell. It treats the exclusion 
volume effects exactly and consistently, but the long-range electrostatic forces are treated in an approximation; 
for the mean spherical case it is equivalent to the linearized Debye -Huckel theory. General expressions for 
the differential capacitance are given; in the limiting cases of zero potential, equal size, and low concentration 
they agree with the classic result of the linear Guoy-Chapman theory. The exponential approximation result 
with no image forces has a parabolic dependence in the applied potential for low potentials, but, unlike the 
classical result, it remains finite as the applied potential grows.

1. Introduction
The theory of the thermodynamics and structure of 

simple fluids and solutions has seen a dramatic change in 
the last 15 years; very precise yet simple equations have 
been derived that account quantitatively for the observed 
properties of fluids in equilibrium. Most of the successful 
equations (Percus-Yevick, hypernetted chain, mean 
spherical approximation, optimized cluster expansions, 
etc.) derive from what Percus1 calls linear response theory, 
since they can be derived from a functional Taylor ex­
pansion, keeping only linear terms in the disturbance. This 
progress entrained a substantial improvement in the theory 
of electrolytic solutions. Ever since Arrenhius proposed 
his theory of electrolysis, physical chemists have been 
fascinated by the peculiar thermodynamic and electric 
properties of ionic solutions. This interest is quite justified 
by the widespread applications of ionic systems in chemical 
technology and biochemistry.

Historically, the first milestone on the way toward a 
quantitative understanding of electrolytes was, no doubt, 
the Debye -Huckel (DH) theory.2 However one must not 
forget that the basic concept of the DH theory, the ionic 
cloud, was also present in some form in the Guoy- 
Chapman (GC) 3 theory for flat electrodes (interfaces), and 
that preceded the DH theory by some 15 years. Strangely 
enough, while the bulk of electrolytic solutions have been 
extensively studied, the theory of electrodic interfaces has 
seen little change in the basic approach since Guoy, 
Chapman, and Stern.4

The DH theory is a limiting theory for very dilute so­
lutions. It is in good agreement with experiment only for 
very dilute solutions ( ‘slightly contaminated water”, as is 
often quoted). Therefore, a great deal of theoretical effort 
has been dedicated to the task of getting workable and 
sound theories for more concentrated ionic solutions. 
Basically there are twc kinds of approaches that have been 
considered: the first, older and perhaps more popular, is 
to try and improve on die DH theory itself. This approach 
has a serious fallacy ;n that the DH theory is basically 
inconsistent in its treatment of the hard exclusion core. 
However one does obtain easy equations with good ac­
curacy, if perhaps the meaning of the adjustable pa­
rameters is not always clear. The more fundamental 
approach was pioneered by the work of Mayer,5 Friedman, 
and Stell and Lebowitz,6 who showed the precise relation 
between the cluster expansions and the DH theory, and 
how the theory could be improved. It was the hypernetted 
chain equation (HNC) of Allnatt7 that the very extensive 
work of Friedman and collaborators8 showed to be such 
a successful equation for both the so-called primitive model

of charged hard spheres and also the' more realistic models 
that included soft core interaction and also the very im­
portant solvation effects.

As was mentioned above, one of the assumptions of the 
DH theory is th^t the ionic cloud that surrounds a given 
charge is effectively formed bÿ'point charges with no 
repulsion core, although the central charge is of finite size. 
This is the origin of the inconsistencies that are also re­
sponsible for the poor performance of this theory. 
However it also predicts that net charge density sur­
rounding a givçn ion decays exponentially as a function 
of the distancé to the ion. For concentrated solutions this 
is in violation of the so-called second moment condition 
of Stillinger and Lovett9 which predicts charge oscillations 
in the ionic cloud. In addition there is also another theory, 
the mean spherical approximation (MSA) of Lebowitz and 
Perçus,10 that gives exactly the second moment, as was first 
shown by Groeneveld. 11 Furthermore, the MSA that is 
essentially a version of the DH theory with the exclusion 
core treated exactly and c o n s i s t e n t l y  was solved analyt­
ically for quite a few models of interest and relevance. The 
first analytic solution for the restricted primitive model 
(a neutral mixture of hard charged spheres of equal size 
and opposite charge) is due to Waisman and Lebowitz, 12 

who showed that this theory was in excellent agreement 
with computer simulations and hypernetted chain equation 
results that are numerical and quite hard to obtain. This 
initial success promoted the search for analytic solutions 
of the MSA for a number of models with central and 
noncentral forces. Recently we found a solution for the 
primitive model of ionic solutions for the general mixture 
of unequal charge and size ions, 13 which is in reasonably 
good agreement with the HNC results, 14 and also turns out 
to be a convenient way to represent the data of real so­
lutions of simple electrolytes. 15 Another relevant case that 
has a known solution is the mixture of hard spheres with 
charges and point dipoles.16 This case should be interesting 
in view of the role that is assigned to the solvent by some 
current theories of the inner Helmholtz layer. Last, but 
not least, the MSA can be corrected systematically using 
a sequence of approximations that should converge to the 
exact answer; these approximations will be discussed 
below.

Quite recently, the distribution of hard spheres in the 
neighborhood of a hard wall was found in the Percus- 
Yevick approximation (Henderson, Abraham, and 
Barker, 17 Perçus18), and was found to be in excellent 
agreement with machine computations (Liu19) except 
perhaps for small deviations in the vicinity of the wall. The 
small remaining discrepancy was later eliminated using the
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generalized MSA20 by Waisman, Henderson, and Le- 
bowitz. 21

Gne of the obvious shortcomings of the GC theory is the 
neglect of hard core exclusion effects. In a rigorous sta­
tistical mechanical theory a system without repulsions 
would just collapse22 because of the infinite attraction of 
the image charges right at the wall. The occurrence of this 
catastrophe is prevented by assuming the existence of a 
distance of closest approach (Stern4) that is equal to the 
repulsion core of the ion (Grahame23) and that can be 
accounted for by an equivalent parallel plate capacitor.24 

This takes us to the dual model of the electric interface, 
in which the double layer is subdivided into two regions: 
the compact, inner Helmholtz layer, in which the ions are 
at fixed positions near the electrode wall, and the diffuse 
region where the GC theory is valid. To explain the 
observations of the dependence of the capacitance on the 
applied voltage and ionic concentration, it has been fre­
quently assumed that the structure of the inner layer plays 
the dominant role and also that the orientation of' the 
solvent (water) molecule's, in this inner la_yer causes some 
of the anomalous shapes seen in some .cases. This last 
assertion seems very doubtful in view of the relatively low 
hydration energies of many ions25 but, apart from that, the 
general scheme of thp dual theory seems not to be very 
consistent since it does introduce a phase separation in a 
rather ad hoc manner. Recently,’ Cooper and Harrison26 

showed that this division into inner and-outer regions will 
lead to gross inconsistencies, sqc)i as the necessity of 
assuming negative capacitances for the inner region. These 
authors have also criticized the role assigned to the solvent 
adsorption.

Furthermore, all the theories up to this point have 
treated the ionic clouds using the fiH approach. This even 
applies to the more satisfying and statistically sound 
approach of Buff and Stillinger. 27 It will be amusing to 
notice that the numerical solution of the Buff-Stillinger 
equations that we performed about 1 0  years ago28 showed 
them to produce even higher accumulation of ions near the 
electrode than the GC theory. While this is not unex­
pected, it just underlines the necessity of including the 
correct form of the excluded volume effects in a workable 
theory. Let us mention also in this connection that none 
of these theories satisfies the second moment condition,9 

and would therefore fail to exhibit the charge oscillations 
that these moment conditions predict. One is therefore 
naturally led into the necessity of formulating a theory of 
electrified interfaces that incorporates the modern theory 
of electrolytic solutions (in our present work, the 
MSA10121316) to the recent spectacular progress in the 
theory of hard interfaces, 1718 -21 since both theories are in 
good general agreement with the computer experiments 
done on the same Hamiltonian systems. Such a theory is 
implicit in the recent general solution of the Ornstein- 
Zernike equation for hard interfaces found by Blum and 
Stell.29 In this work, which is summarized at the beginning 
of next section, a very general formula for the density 
profile is given as a function of the direct correlation 
function outside the hard wall (the closure) and the 
Wiener-Hopf factor correlation function for the bulk 
phase. In the MSA of the primitive model of electrolytes 
the factor correlation functions are explicitly known13,16 

and the closure is just given by the total interaction po­
tential of the ions with the electrode. This interaction is 
divided into two contributions: (a) the image charge 
contribution, which is a complex, many body force, and 
which depends on the ionic concentration around the ion 
and on the nature of the solid surface (dielectric or
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metallic); and (b) the surface charge force which is derived 
from simple electrostatics.

Since the MSA does not yield the correct low density 
limiting form of the binary correlation function the results 
are then used to calculate the density profile in the exp 
approximation, which is the next order correction in the 
optimized cluster expansion of Andersen and Chandler30 

(the MSA is the lowest order approximation in this hi­
erarchy).

We have also considered the functional Taylor series 
expansion of Stell29,31 which is also formally exact. 
However in the present work we will not include this 
approach which will be left for future publications. We 
should remark, however, that the mean spherical ap­
proximation used in this article is by no means a natural 
limitation of the theory, but rather a result that is at hand 
which treats the exclusion effects exactly and gives a fair 
representation of the properties of bulk electrolytes. It is 
not excluded that, in the future, numerical methods will 
be at hand to compute the Wiener-Hopf factor functions 
for more elaborate representations and more elaborate 
approximations, such as, for example, the HNC equations 
with hydration shell corrections (see, for example, ref 25 
and references cited therein).

In section 2 we give the basic equations for the MSA and 
exp approximations of the density profile of the individual 
ions. In section 3 some general formulas for the relevant 
properties, charge and potential profiles, capacitance, and 
excess energy, are given. Section 4 is devoted to the 
discussion of several limiting cases for the restricted 
primitive model of electrolytes.

2. M ean Spherical and Exp Approxim ations
To introduce the notation, let us restate the main results 

of Blum and Stell29 for the case of primitive model 
electrolytes. The system under consideration is therefore 
a neutral mixture of n  ionic species, which are charged hard 
spheres of number density p „  diameter a r  and charge z, 
(in electron units) ( 1  < i <  n ) . The correlation function 
for the wall particle pair is g0,(x), where x  is the distance 
from the particle to the wall. Clearly p,g0i(x) is the 
probability of finding an ion of species i at a distance x  
from the wall. The indirect correlation function

ho,-(*) = go;(*) -  1  (2 .1 )

together with the wall-particle Ornstein-Zernike equation 
defines the corresponding direct correlation function
c0l(x) 17,18

hoi(x) = c0i(x) +  27rZpy/0ood i/x_ t x  + 'ds
X t  C jj(t) h0y(s) ' (2 .2 )

the quantity c¡ j(t ) in this equation is the bulk direct 
correlation function of the ionic pair i j . 32 When the bulk 
properties of the fluid phase are studied, and we have to 
solve the OZ equation for the pair correlation function 
h,;(i), we need to know the value of the function c,7(i) in s id e  
the hard repulsion core of the pair. Finding c¡/(t) in this 
region is always the difficult part of the problem, to the 
point that only a very few approximations, in which the 
direct correlation function is either zero or a combination 
of exponentials, can be solved explicitly. In the flat wall 
case, however, the problem is of the classic Wiener-Hopf 
type that is extensively discussed in many textbooks. It 
turns out that the wall-particle direct correlation function 
c0l(x) inside the hard wall just drops out of the solution, 
which is a most welcomed feature since it allows for a 
solution of the very general case in which the direct 
correlation function is any arbitrary function of the dis-
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C o M )  = 4>j(x) (2.3)
for x >  a j i  2 only. Our major approximation is then the 
assumed form of </>;(x) which, as was said above, is simply 
the interaction potential for the MSA. The central result 
of ref 29 was the reduction of the OZ equation (eq 2.2) to 
the ordinary integral equation

g0;(x) - 2 p,4 / '° '/2dr g 0i(x  -  r) Q,;(r)

tance x.29 A simpler way of putting it is to say since only
hn,(x) for x  >  n,/2 is required, then to solve (2.2) we need
to know

= 2 Q0(0 ) - Fy(x i (2.4)

(2.5)

Here, (2.4) is completely general, while (2.5) is valid for 
the MSA and GMSA. 20 A summary of the main results 
and properties of the Baxter factor correlation function 
Q¡¡(r) are given in Appendix A. We did use also the 
definitions

hi=^(oi~Oj) (2.6)

F / x )  = ¿ /- 000°dK2;$'i(K)[QT(-«)](/' le"i'CJt (2.7)

and
0 z(k) = fol/2°°dx eiKX<>i(x) (2.8)

Alternatively, using Parseval’s formula, we obtain F;(x) 
as a real space integral
Fj(x ) = Z f k l °°dr 0 , (x  +  r) Pw(r) (2.9)

where P/;(r) is the factor correlation function for the bulk 
pair correlation function h,;(t), and is defined by (see also 
appendix A)

U r ) =  Y v  / - J °dK  e ^ i q n - K ) ] ^  (2 .1 0 )

It is apparent that an explicit solution for g0;(x) can be 
obtained by Laplace transformation, since (2.4) and (2.5) 
are convolutions. If vie write

go,(*) = g o ,V )  + Ag,;*) (2 .1 1 )
then
go¡°(s) = S o ^ d x  e~sx g0¡°(x)

e ~soj/2 ~
= Q/'iQps) ] / 1 (2.12)

which is the Precus-Yevick hard core contribution to the 
wall particle pair correlation function. 11718 Equation 2.12 
is the generalization to mixtures of the results of Hen­
derson et al. 17 and Percus. 18

The external or soft core contribution in (2.11) is given 
by
Ag;(s) = i o n ^ d x  e's- Ag,(x)

= -2Fy(s){Q (is)V 1 (2.13)

where

Fj(s)  = f 0jl2° ° d x  e~sx F j ( x ) (2.14)

Using the convolution property of the Laplace trans­
forms we can obtain the useful form of Ag,(x) in terms of 
the factor correlation function P;;(r)
Ag,(r) = - f J o il2rd x f \ ™ d y  ^ ( x  + y )

XPy(y)P'j,T ( r - x )  (2.15)

Equations 2.13 and 2.15 are the basic results of our 
previous work (although in a somewhat different form) .29 

It can also be verified that for the single component case, 
in the exponential closure 0 (x) = A e  MX, our result agrees 
with that of Waisman et al.21 which was obtained by a 
different method.

Consider now the MSA for the interface. Then
<l>i(x) =  +  0 u oj( x )  (2.16)
where Uoj(x) is the wall ion potential interaction. Perhaps 
we should mention at this point that although the MSA 
does not go to the right limits at low dilation concentration, 
it should however be a reasonably good theory for the more 
dense systems, and especially for the difference correlation 
function33,34

i p i Z i g i j i x )
1 = 1

Stell and collaborators have shown that the results for the 
bulk are quite good. It is perhaps not justified to ex­
trapolate these conclusions to the flat wall case, but we 
should notice that the quantities studied in the next 
section are functions of precisely this correlation function 
difference. Therefore it is only reasonable to expect fair 
agreement in the more concentrated solutions.

Let us now analyze the potential that goes into (2.16) 
for our model system. It will be the sum of two con­
tributions, the first one due to the excess charge at the 
surface of the wall and the second due to the image charges
0J.(x) = 0;PT(x) + ^ IM(x) (2.17)

The first term is simply the potential energy of a charge 
in an uniform field35

<t>,FT(x)=  (Zj/e0)PeEoX (2.18)
where E 0 is the bare uniform field caused by the excess 
surface charge at the electrode, 0 =  1 /kp T  is the Boltzmann 
thermal factor, f0 the dielectric constant, and e the ele­
mentary charge.

The contribution to the potential of the image charges 
is much more complex. If the wall is flat and homogeneous 
with dielectric constant e  ̂ t0, then every charge in the 
bulk, z „  will have an image of charge

located at the point 
r / = (-*,-, y h  Z i)

If the electrode is metallic, then the dielectric constant is 
|e| —*• “ so that z/ = -z, and the interaction is attractive. 
If the wall is a biological membrane, then « < i0 and the 
image force is repulsive. Notice that the very general 
nature of (2.13) and (2.15) makes it possible to study more 
realistic interfaces in which the dielectric constant does 
depend on the distance to the wall x. This will be the case 
even for a realistic representation of a metallic interface, 
because the electron density is not uniform at the surface 
because of the surface states. It will be the case also for 
the technologically interesting layered electrodes, or
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semiconducting electrodes, and in biological membranes. 
In all of these cases (2.19) is replaced by a sum over in­
finitely many images. A very elegantmethod to deal with 
this problem has been proposed by Buff and Stillinger.27 

Again here we will have to restrict our treatment to the 
case of a single image, leaving the other cases for some 
future work.

Now in our system, every ion interacts not only with its 
own image, but also with the images of all the remaining 
ions in the system

>,IM(*i) = z r z - E z /  
fo i

h _

2 x,

+ Jdfj pj(rj \ri ) (2 .2 0 )

In this equation, the first term represents the interaction 
of the charge i with the images of the remaining ions in 
the .system. p;(r;|r;) gives the conditional probability of 
finding ion j  at rp knowing that ion i is at rr For simplicity 
we will take

n  = (*,-, 0 , 0 )

The second term in (2.20) is just the interaction of i with 
its own image.

Consider now the conditional probability p;(r,|r,). When 
the particles i and j  are far from each other, then it should 
be true that for a fluid interface

lim P j f f i r ) P j ( x j )  (2 .2 1 )
r .. —* oo .

where

It will be convenient at this point to define the position 
dependent binary correlation function
gij(J i, r j )  =  p M ^ / p + X j )  (2 .2 2 )

From (2.21), the asymptotic behavior of this function is

lim gijiTi, ~Tj) = 1 (2.23)
i '•«/l--

Clearly also if the pair of molecules is far from the wall, 
then the correlation function must be that of the bulk. 
Then

lim gy(r„ ~rj) = gu { rtj) (2.24)

We remember also that 
P j(x)  = Pj goj ( x )

is the unknown quantity of our problem. It is then only 
natural to rewrite the integral of the first term in (2 .2 0) 
as

_  1  
Jdry p j i r jir,)  ̂ _

1 rr  o ' 1

= f 0° ° d X j  P i ( X j )  G y { X j \ X i )

with

Gij(Xj x,) = 2 itf0c° d R  R

X & ( ? „  r j ) / [ R 2 + ( x ,  + X j ) 2 ] 112 

where

(2.25)

(2.26)

R 2 = y 2 +  z , 2

However from (2.23) the integrand in (2.26) clearly tends 
to unity and therefore Gi;(x|xO does not seem to exist 
because the integral of the right-hand side of (2.26) is 
divergent. This difficulty is resolved when we consider the 
potential of a charged sheet of constant surface density 
p(x) 5(x -  Xj)

<p(x) = Jdy, dZ i  p ( x i ) '

2 wp(x1) /0°

Ir -  r 1 1 

dR R
[l?2 +  (X -  X j)2] I/2

R= lim 2 n p ( x l ) f  0Ld R  r
[l? 2 + ( x - x j 2 ! 1 /2

= lim 2 ;rp(x1)[[L2 + ( x - x , ) 2] 1' 2
L-̂ -oo

- lx - x, l] (2.27)
Clearly, the first term diverges like L . However it does not 
contribute to the field because it is constant, and merely 
amounts to a shift in the potential. Therefore it can be 
supressed with no further consequence. Then
0 (x) = - 2 ap(x1)lx - Xj I (2.28)
Just as a check let us differentiate (2.28) twice. We obtain 
the correct result
9 2<p(x) 

9x2
= - 47rp(x,) 6 (x - Xj)

where 5(x) is the Dirac delta function. It is now clear that 
the same kind of constant infinity should appear in (2.25). 
We can therefore proceed to remove it using the above 
procedure. First, we replace

g a i n , o) = o) + 1  (2.29)
in (2.26). Hence

Giy(xylx,.) = 2 n f  0° ° d R

+ 2 n f 0° ° d R -

R hij(rh rj)

[ rij2 +  4x,xy] 1/2 

R

[R 2 + (X ;+  X;-)2] 1/2 

Eliminating the constant infinity, we obtain

R hijin, Vj)
Giy(Xylx,) = 2n

-  IX; + X,1

fo dR K 2 + 4x,x; ] 1/2

(2.30)

(2.31)

which is now perfectly well behaved. Replacing this 
equation into (2.26) and then into (2 .2 0), we obtain the 
image potential contribution

<t>i
IM

+ /0°°dxj  G jj(X jlx,) p /X j)] (2.32)

In the most general case 0 ,1M(x) is a nonlinear functional 
of pj(x) because h,y is also dependent on the density dis­
tribution p;(x). This is essentially a three-body correlation 
function (the two particles and the wall). Reasonable
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approximations of this function have been discussed in the 
literature (Buff and Stillinger,27 Pressing and Mayer,36 

T̂ xvaerd37), all of which are simple but nonlinear func­
tionals of Pj(x). Again here we will leave the discussion 
of this point and its consequences for the future. We can, 
nevertheless, give a qualitative idea of its behavior. In the 
strict limit p —*■ 0 the integral term in (2.32), which rep­
resents the shielding of the image of i by the other charges, 
goes to zero and we are left with the bare charge-image 
interaction

Co 2 jC;
which is not density dependent. Clearly also, this term 
will give the dominant contribution in this case. However 
it is clear also that if the charge i is touching the wall, then 
the shielding will be minimal also, and the same term will 
give most of the image potential contribution. Therefore 
we do expect that the changes in the image shielding 
brought about by'the density dependence of hy(r„ r,) 
should be small, if not totally negligible. If we then take 
h,;(r„ rj) as'the bulk correlation function, we can replace 
the explicit form38 (see Appendix C) into (2.31). Even with 
these simplifications the integrations are complex and we 
have not been able, as. yet, to obtain a closed form ex­
pression in terms of known functions. One would expect, 
however, that in a sufficiently dilute solution the image 
potential will take the form assumed in the classic papers 
by Loeb39 and Levine and Bell40

(2.33)

For more concentrated solutions there should be charge 
oscillations, so that the shape of the image potential will 
be considerably more complicated.

Let us now turn to the functions F;(x) defined by eq 2.9. 
From (2.17) we see that they can also be split into the sum 
of two contributions, the image term and the potential 
term
Fj(x)= FjPT(x) + F /m (x ) (2.34)
with

FyPT(x) = fh ^ d r 0 ,PT(r + x )  Pu { r ) (2.35)
and
F /m (x ) = 2Ay°°dr rt>!M {r + x )  P0 (r) (2.36)

From (2.18) we see that

F/T(x) - ^  Z z i h u  d y  {x  +  y )  Ptj( y ) (2.37)

or

F / t (x ) =  hm Z z , ( x  )P¡ j ( s ) (2.38)

where

Pu ( s )  = f \ , ° ° d y  e~°y P;y(y) (2.39)

However (see Appendix B), in the MSA

lim Pi;(s) = 0
s-»o 1

(2.40)

lim “¿ ? 2 '^h(s) = ~M i s-^0 Ob l
(2.41)

from where we obtain the very simple potential contrib­
ution to F;PT(x)

Co
(2.42)

For the case of equal size ions, the constant M ) has been 
evaluated in Appendix B. We should remark that this 
result is in agreement with the one obtained directly from 
the MSA of different diameter and charge mixture, 13 in 
which one of the components dwindles in concentration 
and grows in charge and size. (However, there is no way 
of including the image charges in this treatment.)

The image contribution is from (2.19), (2.36), and (2.32) 
after exchanging the order in the integrations

F/m(x) = - S z kf 0° ° d x k Kkj( x k lx) p k ( x k )

-  H * )

where we defined
e - e0 j3e2

K kj( x k \x) =
e + Co cc

X i P¡¡(ri) G kl{ x k \x + rq) '•

M * )  =

i l>

e -  e p ß e 2 
e + e0 2 e0

X ^ z l2J x .° ° d r i P,;(r,)/(x + rt)

(2.43)

(2.44)

(2.45)

A very interesting quantity in electrochemistry is the 
direct contact adsorption on the electrode wall. The 
relevant statistical quantity, the contact correlation 
function, can be obtained very easily from (2.5)

1
ë o j(o j/ 2 )  = — Q," - F,(o,/2) (2.46)

Therefore, from (2.34), (2.42), and (2.43) we obtain the 
MSA contact distribution function

goj(Ojl2 ) = ~ Q ¡ "  +  — My + L/a;/2 ) '
Co *•

+ Zzfe/0°°d*fc p k ( x k ) K kJ( x k \àj/2 ) (2.47)

The contact values of the MSA are not expected to be in 
very good agreement with experiment,33,34 so that one 
should use the more reliable exp approximation30

S o j(o j/2 )  = - t Q / ' e x p + Ly(ay/2)Z7r v e0

+ Z z k f  0° ° d x k p k { x k ) K kj( x h I a,/2) | (2.48)

The adsorption probability that is given by p, g0j(<x,/2 ) 
also plays an important role in electrokinetic phenomena. 

Finally, weshall calculate the density distribution profile
Pj{x) =  Pj goj(x)  (2.49)
From (2.11), (2.13), and (2.34) we write
Ag,(x) = Ag,-pT(*) + Ag,IM (x)  (2.50)
where Ag,PT is the potential contribution to the excess 
density while Ag,IM is the contribution due to the image 
forces. From (2.13), (2.14), and (2.42), we obtain at once

~ PT (3eF0 e~sai12 ~
A g  ,PT(s) = (Q (iS)]yi- ‘ (2 .5 1 )

t o  J S

For the equal size case the explicit inversion of this formula

The Journal of Physical Chemistry, Voi. 81, No. 2, 1977



Theory of Electrified Interfaces

is discussed in Appendix C. For the more general case of 
different size ions, the algebra is considerably more 
complicated, but we hope to obtain simple enough for­
mulas of sufficient accuracy. This work is already in 
progress.

The image contribution is best obtained from (2.15) in 
conjunction with (2.32) (since the integrations cannot be 
performed analytically)
Agi,M(*) = -2/ff./2-dr/Xy°°dy P„(y) P;iT(x

f ie2 , 
~ r)— z , X z k e„ k

•ik

2 X;

X G¡k ( x k \r+  y)pfe(xfe)

+ / o dxfe

(2.52)

Using the definitions (2.43), (2.44), and (2.45), eq 2.52 can 
be rearranged into
Agl.IM(x) = 2 / ay/2 * d r V ( * - r )

X | jCzfeJo°°clxfe Kfey(xfelr) pfe(xfe)

- L;-(r)j (2.53)

and
Ag™(x) = 2, z k f 0° ° d x k 7 fe,(xklx) pfe(xfe)

k

-  A,(x) (2.54)
with
7ki(x k lx) = Z f 0j/2x d r  P;,T(x - r) Kfe;-(xfelr) (2.55) 

and
A/(x) = 2 J0y/2*dr P;,T(x - r) L/r) (2.56)

Equation 2.54, together with the Laplace inverse of (2.51)

Ag,.PT(x) = ~°N,.(x) (2.57)
6 0

where :
N,(x) = X M j f aj/2 * dr P;iT(x - r) (2.58)

constitute, when replaced into (2.50), the MSA solution 
to the stated problem of finding the density profile. The 
exp approximation30 is obtained from the MSA by simply 
exponentiating the above result. Then, from (2.11) and 
(2.50)
P,(x) = P i g0i°(x) exp[Ag,PT(x) + Ag,IM(x)] (2.59)
where g0° is given by (2.12), AgIPT by (2.57), and Ag™ by 
(2.54). The result in this case, eq 2.59, is a nonlinear 
integral equation for p,(x). However for the reasons already 
stated above, we do expect that the density dependence 
of the image potential should be weak and, therefore, a 
simple iterative solution should be quite rapidly con­
vergent.

We should also mention that there is another kind of 
nonlinear behavior which has to do with the accumulation 
of ions near the electrode and its effect on the shielding 
of the ions.27 40 This effect is included in the correction 
terms of the functional expansion (eq 4.3.b of ref 29), but 
will not be discussed here.
3. Properties o f  the Interface

In the last section we discussed two approximate 
equations for the excess density of the individual ions near

the electrode wall. Of the two, the exp approximation is 
certainly the better one, but also more difficult to handle 
since most of the calculations have to be made numerically. 
For the MSA, however, we can obtain explicit formulas for 
some of the physically interesting quantities. Therefore, 
in spite of the weakness of the MSA at low concentrations, 
we will include the MSA in this section because they are 
simple and illustrative.

Let us first recall a few basic equations for interfaces 
in equilibrium.24 The Lippmann equation
(9A7/9Ai// )p = —q s (3.1)

relates the change in surface tension A7  to the change in 
the potential drop A\p across the interface, at constant 
composition, to the excess surface charge on the electrode, 
qs, at constant composition p =  (p,....p„). From here we 
can derive the differential capacitance
( d q J f i A t ) p =CD (3.2)

which can also be measured directly. Other measured 
properties, such as integral capacitances or excess en­
tropies, are not commonly discussed in the. experimental 
literature, and therefore we will not consider them here.

The statistical mechanics of the interface can be then 
derived starting with either the surface tension (3.1) or the 
excess surface charge (3.2). The first approach is more 
complicated than the second because the equations for the 
surface tension usually involve the position dependent 
correlation functions36 37 that are difficult to calculate. In 
an exact theory both approaches, that is, this one and the 
one starting with (3.2), should give the -same result. 
However this is not necessarily true if an approximate 
theory is being used and, in fact, the agreement of the two 
approaches should be a measure of the quality of the 
theory. In this initial work, however, we will only consider 
the simpler approach, namely, the second one. Let us start 
by defining the charge density per unit volume at a dis­
tance x from the interface:
q ( x )  = e 'L Z i p,(x) (3.3)

i

where p,(x) is calculated from the results of the last section. 
Because of the electroneutrality, the total charge per unit 
area near the electrode must equal the surface charge 
density qs in absolute value. In other words
q s = -/o°°dx q ( x )  (3.4)
Furthermore, the electrostatic potential due to a charge 
distribution is35

if i ( r )  = I  d r  1 q (r\)/e0 \r - r j (3.5)
to integrate this expression, we have to substract the 
constant infinity term (see eq 2.27 and ensuing discussion). 
Furthermore, we will set the potential of the bulk elec­
trolyte to zero. Then

A tj
iH x )  = --- i x ° ° d x i  (xj - x) q ( x i ) (3.6)

e 0

from where the potential drop across the electrode is
4-7r

A\p = --- /o^dxj x { g(x,) (3.7)
eo

Now, from the results of section 2 we know that both qs 
and A\p are functions of the “bare” field E 0 (2.18), so that 
by the well-known formula of parameter differentiation

141
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CD _
(dqs/9 £ 0)

(aAVz/a^o)

In the exp approximation (2.59)

„ r ßeE o
q{x) = el.Zjpi g0i (.x ) exp A ,(x ) +  — ------N,-(x)

(3 .8 )

60

+  J z k/ o “ d * fc 7k,■ (*» !* ) Pn(*fc)J ( 3 -9 )

To obtain the differential capacitance, we have to combine 
(3.4), (3.7), and (3.8)

e0 J p ^ d x  (dq(x)ldE0) 
d vr/o^d x  x(dq{x)/dE0)

(3 .1 0 )

and then replace the charge density given by (3.9) and 
(2.59). As was mentioned earlier we are in the process of 
developing approximate expressions for the Laplace in­
verses of the distribution functions, and therefore we will 
leave the study of the quantitative consequences of (3.10) 
for a future publication. Otherwise the integrations will 
have to be done numerically.

Notice that if we use the Laplace transform of the charge 
density

9(s) = /o ° °d x  e sxq{x) 
-q '( s )  = /o ° °d x  xe~sxq(x) 

we can rewrite CD as 

„  e0 9q(0)
D Anbq'iO)

(3 .1 1 )

(3 .1 2 )

(3 .1 3 )

In the M SA we obtain explicit expressions from (2.50), 
(2.54), and (2.57), together with (2.49) and (3.3)

CD = {  —  2 ^  Nj(0)
47T l e0 i

+  ef0°°I.zk y ki(xk '\0) Pk(xk) d x fe

N ,'(0 )
l  e0 i

+  efo°°2Zft 7^r^,PiZrtki'{xk\0) Pfe(x fe) j  d x feJ.

(3 .1 4 )

for very low fields we can neglect the second term in both 
the numerator and the denominator so that we obtain the 
very simple formula41

e0 IpjZj N ,(0 )  

471 l p i Z i  N ,'(0 )
(3 .1 5 )

from the thermodynamic relations

P A A  =  f o0 d P i  A E ( 0 1 )  (3 .1 7 )

A S = k B [ 0 A E - f o0 d 0 t A E ( p t ) ]  (3 .1 8 )

4. L im iting Cases o f the R estricted P rim itive  
M odel

W e discuss now some limiting cases of the restricted 
primitive model of ionic solutions, that is, a system of equal 
size, opposite charge hard spheres. There is no such 
electrolyte in nature, but, apart from the comparison to 
the previous work on this model, we hope that in a near 
future, computer simulations will be available. These 
simulations will then provide the basis of a meaningful test 
of the theory.

As shown in Appendix C, for the restricted primitive 
model the factor correlation function P;y(s) (2.10) decouples 
into the hard core and electrostatic parts

Plj(s) = [1 -  p Q (s)],/1 = hj +  (pj/p) P° (S)

+ PjZ- ^ r - ( s )  (4 .1 )
Vo

The inverse Laplace transforms of these functions for 
dilute and concentrated solutions are also given in Ap­
pendix C ((C.21), (C.26), and (C.29)). When these results 
are plugged into the equations derived in section 2, we 
obtain in the M SA

A g,(x ) = A g ,IM ( x ) +  pezrfo A g ± (x ) (4 .2 )

here, we have introduced the bare, or unscreened potential 
(see Appendix C)

f  o = E 0 / ( e 0 K  o)

which now is the free parameter, instead of the bare field 
E 0. The reason for this change is that for infinite dilution, 
if we keep E 0 constant, (4.2) diverges, as a consequence of 
the fact that the potential of an infinite plane plate 
condenser with a finite charge density has an infinite 
potential if the plate separation is also infinite. In our case, 
infinite dilution just amounts to separating the charges to 
infinity, but in a real experimental situation the potential 
difference is maintained finite. Then, from (2.52) and 
(2.58)

Ag* (x ) = f a/2x dr [5 (r) +  P* (r)] . (4 .3 )

A g IM(x ) = ~ Z f O/2Xdrf0°°dy
i .j

X 0 / M(r +  y ) P „ ( y ) P / ( * - r )
= - / a . 2Xd r /0°°dy <plM(r + y ) { [ 5 ( y j  
+  P ° ( y ) ] [8(x -  r) +  P °(jc- r )]}  (4.4)

so that

which is explicitly evaluated in the next section for the 
equal size case. There are other quatities of interest. The 
surface tension can be calculated using the extensions of 
the van der Waals formula42 but the published equation 
has to be adapted to the case of the electrified interface. 
Other properties such as the surface excess internal energy 
are simply

A E = / 0°°doc q(x) \p (x)
2 n

= — /d x  d x ! q{x) q (x l )l;t -  jc, 1 (3 .1 6 )

Finally, the excess free energy and entropy can be obtained

A g IM (x ) = <plM(x) +  f 0/2°°dr 0IM(r) P ° ( l r -  jcI)
+ f o , 2 Xd r f 0° ° d y  <i>I M ( r  +  y)  P °(y ) P °(x  -  r) (4 .5 )

Let us remark first that the image contribution is quite 
strongly biased toward preferential adsorption of small 
ions. However, in this example the image force is the same 
for both ions, and no preferential adsorption will be present 
in this model. A second remark is that while the M SA is 
certainly correct in the zero potential limit, the correct low 
density limit is given by the exp approximation.30 Now  
we will show that the exp approximation also gives the 
correct parabolic dependence for low potentials. W e have 
(2.59)
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& (* )  =  g o°(*) e x p [A g (x )].=  g0°(x )  e x p [A g IM(x)
+  ofieAg^x)] (4 .6 )

and from (3.3) we get the charge density

q (x ) =  2eg0°(x ) e x p [A g iM(x )]

X sinh [efco A g ^ x ) ]  (4 .7 )

so that the electrode surface charge and total potential 
drop ((3.4 and (3.7)) are

Qs = - 2 e /0 /2~ d x  g0°(x )  ex p [A g IM(x )]

X sinh [ej3f0 Ag1^ ) ]  (4 .8 )

Aip = e ja/2“ dx x  g0° (x )  ex p [A g IM(x )]
e0

X sinh [e/3f0 Ag± (x )] (4 .8 a )

If we also ignore the dependence of the image shielding 
on the applied bare' field f0, then the differential capa­
citance is

C D =  ^  { / a /2“ dx go°(x) A g*(x )

X e x p [A g ™ (x )]  cosh [e ^ 0 Ag± (x)]/ /

/ a /2" d x  x  g0° (x )  Ag± (x) ex p [A g IM(x )]

X cosh [efc0 A g ^ x ) ]  | (4 .9 )

This expression has to be evaluated by numerical methods. 
However, for low fields we can show that the above ex­
pression has the right qualitative form. Consider first the 
image term

AgIM ( x ) = 0IM(x ) +  JCT/2“ dr 0IM(r) P ° ( l r -  x l)

+  Ja/2xdr Jo°°dy 0IM(r +  y )  P °(y)

X P°(x -  r) (4 .1 0 )

From (2.32)

0{,M(x) = —  I +  Z;2^ / 0°°d y p (y )
€0 ( 2x

X G w(y lx )|  (4 .1 1 )

where Gi;(y|x) is given by (2.31). There are already some 
noticeable differences between these equations and the one 
in the classic papers by Loeb,37 Levine and Bell,38 and Buff 
and Stillinger,27 the biggest one being that the hard core 
interactions or, better correlations, modulate the image 
contributions. This will prevent the system from collapsing 
against the walls, in the extreme case, and also will tend 
to prevent the abnormally high ionic concentrations that 
one gets from the above-mentioned treatments.28 Also, the 
hard core correlations have an oscillatory character, and 
we would expect that this should also modulate the shape 
of the differential capacitance. For highly diluted systems 
the dominant term in the image contributions is simply

» ( " W » ! ,  W .12)

Suppose also that the size of the ions is very small, so that 
we can safely assume

AgIM(c /2 )  »  A g ±(x ) (4 -1 3 )

then we obtain the asymptotic formula for a going to zero 

C D = e0/2iro a «  1 (4 .1 4 )

W e see then that the image force contribution in this 
extreme case amounts to producing a constant term in the 
differential capacitance similar to the one that one obtains 
from the Helmholtz-Perrin, but without an ad-hoc as­
sumption.

Consider now the case in which there is no image term 
present. This is so only for the unlikely situation in which 
the wall material and the bulk solvent have the same 
dielectric constant. However is also present in the old GC 
theory. Then

go°(*) *  1

fo/2*dx A g 4(x) cosh [<?/}$-„ A g ±(x )]  

/ CT/2°°d x  x  A g ±(x) cosh [ej3f0 A g ±(x )]
(4 .1 5 )

This equation should be compared to the GC result

C D =  — 3f0 c °sh  [e(3 A\p ] (4 .1 6 )
4tt

where

K 0 =  a  \frk, =
87ie2fip

e0
(4 .1 7 )

and A0 is the potential drop across the interface.3,24 For 
low applied potentials, both expressions have the same 
parabolic dependence on the applied potential. However, 
the GC formula has a divergence (an essential one), while 
our new formula (4.15) is clearly bounded in this limit. 
This is a most welcomed feature of (4.15).

Since the applied potential A0 is a monotonous function 
of the bare potential f0, for A0 ~  f0 < <  1 we obtain

CD C D° +  ' / 2A f 02 = C D° +  ! / 2 A ' ( A 0 )2 ( 4 .1 8 )

where

A' =
2 [ A g ±( 0 )]4

Co
877e

X [ A g ±( x ) ] iA g ±( y ) [ l

JCT/2“ dx dy y  

-  (A g * (y ))2] (4 .1 9 )

Combining (3.15) with (2.51) and the results of Appendix 
C, we obtain the zero potential coefficient

y 2 £ 0  12 P i Z f  -----------
^ „ C0 I 4776 77o

4ir „  . . 2 l ~o 1 -  r V
^ Pi z i  .

47T£ Vo _ 2  2 r

47T
(2r) (4 .2 0 )

This nontrivial limit agrees in the limit of low concen­
tration with the one of the linearized GC theory24 since 2r  
—'► 3C0. W e should remark also that this limit is also 
obtained from the appropriate limiting case of the unequal 
diameter M S A .13 It will be constructive to compare this 
result to the treatment of Grahame,43 who assumed that 
the core repulsion just produces a shift in the coordinates 
of the exponential damping of the surface charge.24 In orn­
ease the shift should just equal the sphere radius <r/2, and 
one would obtain

Co 3Cq 
4 tt 1 +  JC0(o /2 )

(4 .2 1 )
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while the correct limiting formula is clearly (4.20). This 
is not surprising, but just a consequence of the incon­
sistencies of the D H  theory in its treatment of the re-., 
pulsion core. However, eq 4.21 is more satisfying than* 
(4-20) due to the additional capacitance t0/2ira, that again 
takes the place of the Helmholtz-Perrin inner layer 
contribution in a non ad-hoc manner. In a more realistic 
treatment of the metal-solution interface,41 one should 
take into account the structure of the surface. The electron 
density near the interface is certainly lower than in the 
bulk so that one would expect that the metal edge should 
be somewhat removed and in the interior of the hard wall 
edge. If we call this distance A a then the limiting ex­
pression for zero field of (4.20) yields

e» 2r
4it 1 +  2 r  A a

(4 .2 2 )

which is formally identical with Grahame, but with a 
different physical interpretation.

5. Conclusion
The short discussion of the preceding section served to 

give the feeling for the correctness of the theory presented 
in sections 2 and 3 because this theory gives the right 
asymptotic limits and has the right qualitative behavior. 
However we do expect this theory to work reasonably well 
for intermediate and weak fields, at relatively high ionic 
strengths, because the hard core exclusion effects are 
included everywhere. The best judgement as to how 
accurate this approach really is can come only from the 
comparison to computer experiments on appropriate 
systems, similar to those of Liu.19 A weaker test, that of 
the consistency of different ways of getting the same 
properties, is left for a future publication.
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Appendix A. Summary of MSA Results and 
Notation

In this appendix we give the results of ref 13 that are 
used in this work, together with some new ones (H0ye and 
Blum45) for the correlation function. W e recall that in ref 
13 we solved the M SA for the primitive model using 
Baxter’s method,44 so that the notation will also be quite 
similar to his. In this formalism, the thermodynamic 
properties and the correlation functions are given in terms 
of the factor correlation function, which in our case is

Qu(r) = (r -  Oy) Q ,/ +  - ( r  -  a,,)2 Q ,/'

-  Zflj h  <  r <  Oji ( A . l )

= -z iaj r >  CTy ( A .2)

with

°U = (̂<7i+  Oj) (A .3 )

Q U
2tt 77 2r 2
A

Oij +  (h-ayf2— (A .4)

Q u"
2ir r  7T *1 77

A
1 4  it 2° jJJ—

L ; 2A J
+

ä ° <p”
(A .5)

and

U  = 2 Pio ?  
i

77
4 = i - - r ,

a, =

P„ = 2

2r  l  +  r  a,

pfi,zl /

l - p „

1 +  rolV

7ra,-

2 A zt

71 Pk°k' 
1 + —  2-

2A  1 +  To*

a 2 = 4nße2 /e0

(A .6)

(A .7 )

( A .8)

(A .9 )  

( A .1 0 )

where d =  1 / kltT is the Boltzmann thermal factor, e the 
electron charge, and e0 the dielectric constant. Apart from 
the sizes, charges, and concentrations, the key parameter 
is the scaling inverse length T, which is found by solving 
an algebraic equation.14,15 As has been shown, 1 is the 
analogous quantity to the inverse Debye screening length 
and, in fact, for equal size it becomes12

-1  +  V I  +  23f 0CT

-if 2'Jin = a2 Sp,- Zj2

( A . l l )  

(A . 12 )

where 3C„ is the Debye screening constant. For very dilute 
solutions, a Taylor expansion shows that

2 r  =  JC0 ( A .1 3 )

For the equal size case P„ is identically zero. However even 
for different sizes, if the concentration is 1 N  or less, this 
will be a very small quantity, and can be ignored. Then  
the algebraic equations become much simpler. The 
equation for T becomes

T.S,Pi 1 + f a ;
= r 2 ( A .1 4 )

which can be easily solved with a desk calculator. To  
compute the pair correlation functions we will need the 
Laplace transform of the factor correlation function Qy(r) 
(A .l), which is

4 j(s) = Jo°°dr e - "  Q^r) = a;2
X <pi (sa,) +  Q y" a,-3 ip2 (sot) -  Z;aj/s] ( A .1 5 )

where we have used the incomplete gamma functions

< P i ( z )  =  ( l / z 2) [ l  -  z  -  e ' z ]  (A .1 6 )

i p 2 ( z )  =  ( l / z 3) [ l  -  z  + z 2/2 -  e ~ z ]  (A .1 7 )

The Fourier transform is then

Q i j ( k ) =  Sy -  P i Q i j i - i k )  ( A .1 8 )

and the Laplace transform of the binary correlation 
function (H0ye and Blum45)

gq(s) = /o °°d r  e " srr g u (r )

=  - ^ 2 (SQ /fe' +  Qik")e-s°HQiis)]kr'  (A .1 9 )  
27TS‘

For the general case of different diameter particles, the 
derivation and explicit form of (A.19) will be given in a 
separate publication.

Let us now summarize some of the main properties of 
the factor correlation function Py(r) (2.10). From its 
definition and the fact that Qt ( - k) is nonsingular in the
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lower complex x plane, we can show by closing a contour 
around it that

Pu (r) = 0 r <  \ij (A .20)

and therefore

W =  {Q T(-'£)}iy ", = /M y“ d r e -"£r Py(r) (A .21)

Also, using the matrix, k space, Ornstein-Zemike equation, 
we have the suggestive form

[I + p H(k)] = Pt(k)P ( - k) (A .22)

which is the analogous to the W iener-Hopf factorization 
of the direct correlation function44
[ I - p C ( K ) ] =  Q t (k ) Q ( - k ) ( A .23 )

A ppendix  B
For the general case of the unequal diameter primitive 

model in the M SA  we show explicitly that

lim 2  Zj P;y(s) = 0  ( B .l )
s-> 0

Using the result of the preceding Appendix A (A.15), and 
taking the limit s ^ O w e  write

[I -  p Q (s)]fê. = e ik [6fej. -  ak(ij -  yk$j

, -  ek<t>j] (B .2 )

where, to leading order in s
n

oik =  -  — Ok Pk ~  Pk
6 A

n /  71

y u -  „ o k |[1 + ~ $2°,
2A \ 6A

e k = - z k/s < t > k = P k O h

(B .3 )

= Pk °k (B -4)  

(B .5 )

Then, (B.2) has a simple inverse. Using the shorthand 
notation

(cr0)=  (B .6)

and since by electroneutrality

(€■« =  0 (B .7 )

then

lim e~sM  Pkj(s) = 8kj +  —  { a fej3y[-(e -0 )(  1

- y d ) -  (7-0)(e-8)] -  ak8j(yP)(e-<p)
+  <*fc0jO3"y)(8 -e) -  yk8j(e-<j>)( 1 ~ cr(3)
+  7fei3;[ (e -5)(a -0) -  (ot-8)(e-0)] +  7 f t 0 ,M ) ( l  

-  a -0) +  ek<pj[( 1 -  or0) ( l  ~ 7 '6) “  (a -6)(/3-7)]

+  ekPj[(cr<t>)(l ~ yd )  +  (a-8)(7 '0 )]

+  efc6y[(7" 0) ( l  -  a f )  +  (a -0)03 7)] j  (B .8)

with

lim D = - ( e -0) [ ( l  -  or/3)(l -  y 8 )  -  (or-5)(^ -y )]
s^ O

+ (e-8) [ - ( r 0) ( l  -  a p) -  (a -0)(0-7)] (B -9)

After some lengthy algebra, we finally obtain

lim Ezj Pfe/O) = —  { a fe[-(e -S )(7 f ) ( e -0)
s ^ O  j  U  1

+  (e-0)(d-7)(e-ô)] +  7fc[-(e ô )(e -0) ( l  -  orp)
+  ( e - ô ) ( e - 0 ) ( l - a f ) ] }  = 0 (B.10)

The proof of the second relation

.. lim -ZZf  —  Pkj(s)=Mj
* s -*  0 ;  OS

( B . l l )

is much more complicated for the general case. However 
for the equal size case, some very drastic simplifications 
take place. W e obtain in this case

I , Z h  P,fe(s) =  Z : ------------------------------------------
k lk V  +  2 r s  +  2 r 2( i

Quite clearly

lim 2 2ft PA (s) = 0
8-^0 k

and

lim -  —  PA (s)
s^o k as

e~sa)
(B .1 2 )

(B .1 3 )

~Zj
(B .1 4 )

3fo

Appendix C. Correlations for the Equal S ize Case
It can be shown that, for the equal size case, the factor 

correlation functions are the sum of a hard core and a 
charge parts

Pkj(s ) = &kj +  (p; /Pt ) P°(s)
+ (pjZkZjho)P±(s) (C .l )

where

p T = 2p,' r?0 = 2p,-2;2 (C.2)

P°(s) is the hard core part and is given by

P°(s) = pT Q0(s)/(1 — pT Q0(s)) (C-3)

and the charge part is, explicitly

- 2r (s  +  r  -  r v sa)
P (s) = ------------ ---------------------- --------

[s2 +  2f s  +  2P2(1 -  e 'so)]
(C .4 )

The Laplace inverse of the hard core part is45 obtained 
from

1 +  P°(s) =
S'1

M (s) +  N(s)<TSCT
(C .5 )

where

M (s) = s' +  m2s2 + m ts + m0

N (s) = sn, +  n0 

and

m 2 =  p n o 2/A 

m , = lh(m 2)2

m0
2np /

1 +

n 1

n 0 =
2 n p a

A

7T pa3

2A

(C .6)

(C .7 )

(C .8)

(C .9 )

(C .1 0 )

( C . l l )

(C .1 2 )

There are basically two different ways of doing the Laplace 
inversion of (C.5). The first one is just to look for all the 
zeros of the denominator. These can be calculated nu­
merically from the knowledge that in the strip - 2kir <  Im
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s <  2kir there will be 4fe +  1 zeros,46 with negative real 
parts. A more explicit inverse can be found from the 
observation that for Re s >  0

IN (s)e 's7 M ( s ) K  1 

Then, we have45

1 +  P"(s) = S'* '
( M (s)

!  v  I"  N(s)e~sg~l l\
(s ) b a |_ M (s) J I

(C .1 3 )

(C .1 4 )

For the Laplace inverse of this series we need only the 
three roots of

M (s) = 0 

which are

P i =  P + -  ' h m 2

ß 2 =  p * e 2 n i 1 3  +  i i ~ e ~ 2 7 , ‘ 13

P s  =M e 
with

27T//3 +  p e- 0 2 n i l3

( 1h ) r n 2

{ ' h ) m 2

(C .1 5 )

(C .1 6 )

(C .1 7 )

(C .1 8 )

This expression is, however, not a very convenient one for 
dilute solutions, because then the decay rate is slow, and 
one must take many, terms of the series (C.26). A  more 
convenient expansion is obtained from the observation that 
if

r a  <  1

then

2 r 2
s(s +  2r )

(1 -  e~sg) <  1 (C .2 7 )

and then (C.4) has a very simple inverse. The leading
terms are

L ~ ' [ h l  I F ‘ (s)i] =

+(Lsr)n] Ì

0-2 Tr -  - ) 0(o “  r)

9(r -  o)e2r°(-1

(C .2 8 )

£ ±
m 2

\ 5 8 3 2

7rp /  irpo
—  1 + -------
A'* \ 6

\ 1 /2~ 1 / 3
(C .1 9 ) and from (A .11), we have in the limit of infinite dilution

/  J

p V o 6
1 0 8

(C .2 0 )

2r  » j fo

from where we obtain tne classic result (linear GC theory24)

e - H r

from where the stepwise inverse is

P t P°(r) = Z 2 -i=ii=o(!

9

3 P;

I l p ß i ( r - l o ) [N (p ,)] ;

[M ’(Pi)]i+i

X [9(r -  la)p3 -  e M'g N(p,) 6(r -  ol -  a)] 7

(C .2 1 )

Here 0(x) is the Heaviside function. For the hard core part 
this expansion is very useful, since it gives the exact result 
in the neighborhood of the wall.

Consider now the electrostatic part (C.4). Since

1 +  P± (s) =
s2 + 2rs +  2r 2( l  -  e~sa)

then for Re s > 0

2 r V sg
s2 +  2Fs +  2r

<  1

1 +  P * (s )=  s2 2
(2 f  e>2„-SO \l

(C .2 2 )

(C .2 3 )

(C .2 4 )
; -o ( s 2 +  2rs +  2r 2)!t l

The denominator of this series has two roots

r * = - r ( i ± i )  ( c .2 5 )

from where the explicit, stepwise Laplace inverse is38
_ 2^/2 \/ + i {

P!(r) = , ï .  1! V 2
'9

a sin []

0(r -  la) f  d
xbf,e

|0(r -  la -  a) 

3/n
r ( r  - a l )  — -— •]

3r,
r  cos T ( r -  la)

+
3 /tTI p - r ( r  -  icr)^p( + l (C .2 6 )
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The effects of solvent and substitution on the phosphorescence properties of several purine related molecules 
are reported. The properties include phosphorescence decay rate constants from the lowest triplet state and 
zero field splitting (zfs) parameters arising from the anisotropic spin-spin interaction of the triplet electrons. 
The method of phosphorescence microwave double resonance is used to extract the zfs parameters.

Studies on the excited electronic states of nucleic acid 
molecules have been numerous.1-6 In particular the study 
of hydrogen bonding in these molecules has been of 
considerable interest to researchers.7-9 In this paper we 
report the results of a study involving the closer exami­
nation of the phosphorescence properties of a series of 
purine molecules in several host types, specifically polar 
solvents, such as ethanol, chlorinated benzenes and in some 
nonpolar hydrocarbons. Study of the nonpolar solvents 
was limited by the solubility of the purine molecules in the 
solvent system. A preliminary investigation was initiated 
to study methylated purines and its effect on the phos­
phorescence properties because of the interest concerning 
the effects of methylation in the hydrogen bonding 
properties of these bases. Pairwise combinations of purine 
and pyrimidine bases of the Watson-Crick type were 
studied, including heterocyclic bases, nucleotides, and 
polymeric nucleic acids.

Experim ental Section

For the molecules under study, dimethylnaphthalene 
(DMN), quinoline, hydroxyquinolines (HQ), indene, indole, 
azaindole, benzimidazole, and azabenzimidazole were 
purchased commercially and purified either by multiple 
vacuum distillation or by recrystallization and sublimation 
at reduced pressures. The geometries of these molecules 
are shown in Figure 1, along with the numbering system 
used in the text. The purine and pyrimidine bases were 
recrystallized from water while the polynucleic acids were 
used without further purification.

Ethanol (U.S. Industrial Chemical Co., Red Label) was 
found to be free of impurity emission. The crystalline 
hosts included p-dichlorobenzene (DCB), p-xylene, and 
phenol. DCB was obtained from Fisher Scientific Co., and 
was extensively zone refined under an inert atmosphere 
for an equivalent of over 200 passes. p-Xylene was 
purchased from J. T . Baker Chemical Co. and purified by 
shaking with concentrated sulfuric acid, washed, dried, and 
chromatographed. Finally, the solvent was subjected to

multiple vacuum distillation. The phenol host, purchased 
from Mallinckrodt Chemical Works, was recrystallized 
from methanol and sublimed under vacuum. The solution 
for each guest-host combination investigated was sealed 
under vacuum in a thin walled pyrex ampoule which was 
fitted into a slow wave helical structure attached to a 
semirigid 50- fi stainless steel coaxial cable suspended in 
a liquid helium cryostat equipped with a quartz optical tip. 
Single crystals of DCB and p-xylene containing appro­
priate guest molecules were grown in a standard Bridgman 
furnace at room temperature for DCB or in a cold room 
for p-xylene host. Single crystals were cut from the re­
sulting ingots and mounted inside the slow wave helix and 
immersed in liquid helium.

The zero field transitions of the triplet sublevels were 
detected by microwave induced delayed phosphorescence 
(M IDP) technique.10,11 The method requires an appre­
ciable difference in the populations of the two sublevels 
when the transition is adiabatically swept with the mi­
crowave power. In some cases, the transitions were found 
using a method described by Winscom and Maki12 in which 
the microwave power was frequency modulated at ap­
proximately 100 kHz through the zero field resonance 
energy while continuously pumping the triplet state via 
C W  excitation.13

The microwave field was generated in the slow wave 
helix by a Hewlett-Packard sweep generator amplified by 
a 1-W  T W T  amplifier and terminated with a semirigid 
5 0 - coaxial assembly. An Alfred microwave sweeper with 
appropriate plug-in was used in several cases (vide infra) 
where simultaneous pumping of two zero field transitions 
was necessary. The microwave sweep was calibrated 
utilizing a Hewlett-Packard Model 540B transfer oscillator 
in conjunction with a Phillips 6630 frequency counter.

In several cases two of the transitions could be observed 
in the manner just described, but the detection of the third 
transition required the continuous pumping of a different 
transition with another microwave generator, the moni­
toring of a weak phosphorescence band of an asymmetric

The Journal of Physical Chemistry, Voi 81, No. 2, 1977



148

Figure 1. Geometries and numbering system used: (a) cyclohexanone, 
(b) quinoline, (c) 8-hydroxyquinoline, (d) 2-hydroxyquinoline (lactam form), 
(e) indene, (f) indole, (g) 7-azaindole, (h) benzimidazole, (i) 4-aza- 
benzimidazole, and (j) purine.

vibration, or a combination of the two methods.
For experiments requiring a continuous excitation (CW) 

source, a 100-W  xenon-mercury high-pressure arc lamp 
was used with adequate filtering by a solution containing 
N iS 0 4 and C0SO4 and additional filtering through a 
Corning 7-54 filter. The lamp was placed in a 45° con­
figuration to a 0.75-m Czerny-Turner spectrometer with 
<100-cm 1 slits. A cooled EM I 6256B photomultiplier tube 
was used for detection of the phosphorescence. To obtain 
temperatures below 4.2 K , the vapor above the liquid 
helium was pumped and temperatures as low as 1.4 K  were" 
routinely obtained as determined by vapor pressure 
measurements of the liquid helium.

For phosphorescence decay measurements, a vibronic 
band of the phosphorescence (usually the 0,0 band) was 
isolated with the spectrometer and the excitation source 
was extinguished in about 2 ms by an electronically 
controlled mechanical shutter, or alternatively, the decay 
was measured following a xenon flash lamp excitation of 
10-ms duration. The signals were repetitively accumulated 
in a Tracor-Northern NS-570 signal averager. The re­
sulting data composed of 2048 points were computer fitted 
to an equation describing the time-dependent decay of the 
phosphorescence intensity. The program used the 
Newton-Raphson nonintegral method of curve fitting with 
approximated gradients.14

R esults and D iscussion

The excited electronic states are sensitive to external 
interactions with solvent types. Since the phosphorescence 
decay rates are a measure of the facility with which re­
laxation proceeds, the rate constants can be used as an 
indicator of the degree and type of external solvent 
perturbation. Such solvents can be selected so that the 
type of interaction is analogous to hydrogen bonded base 
pairs of the Watson and Crick model. In addition, the 
method of phosphorescence microwave double resonance 
extends the study into the nature of the phosphorescence 
triplet state via zfs data which is a function of spin-spin 
and spin-orbit interactions of the two triplet electrons.

In an attempt to find simple model systems for the 
hydrogen-bonded pair formation in purine and pyrimidine 
bases, we chose to study initially the effects of hydrogen 
bonding in nitrogen heteroaromatic molecules and in a 
carbonyl containing hydrocarbon. In the former cases 
quinoline and the hydroxyquinolines (HQ) were studied 
while, in the latter case, cyclohexanone, in several different 
hosts was observed. The results are shown in Table I. It 
should be emphasized that the axis system used in the 
table is arbitrary and no correlation between the spin axes 
of the various molecules is implied.

TABLE I: Solvent Effects on the Phosphorescence Rate 
Constants (in cm'1 ) of Quinoline, Hydroxyquinoline, and 
Cyclohexanone at 1.4 K (±20%)° b

P-
Dichloro-

G. Moller and A. M. Nishimura

Guest/Host p-Xylene benzene Ethanol
Quinoline k 3 3.Ie 3.5d

k , 0.37 1.4 1.1
0.20 0.58 0.5

2-Hydroxy- 71 16
quinoline k 2 10 3.1 1.5

k , 2.9 2.3 0.86
5-Hydroxy- 150 81

quinoline k 2 17 16 3200
k 2 1.1 1.1 1400

8-Hydroxy- k 3 >2000 120
quinoline k 2 700 36 2600

k 2 90 11 1900
2,3-Dihydroxy- k 3 220 76

quinoxaline k 2 43 9.4 4000
fe, 0.15 1.9 650

Cyclohexanone k 3 -600 180
k 2 -600 45 2300

77 : 1.7 760
° Arbitrarily, k 3 > k 2 >  k ,  assumed.. No correlation of 

the spin axes is implied. Cf. text. b Dashed lines indicate 
that the intensity was too low to be observed. c From 
ref 10 in durene. d In tetrachlorobenzehe.

That the lowest triplet state of quinoline and many 
substituted quinolines is 37t,tt* is firmly established from 
examination of Table I and by previous work.1015 In 
molecules where intramolecular hydrogen bonding is 
possible, such bonding exhibits a larger increase in the 
phosphorescence decay rate than intermolecular hydrogen 
bonding with the solvent. This trend is apparent when 
comparing the rate constants of 2-HQ in p-xylene and 
ethanol solvents. A  parallel trend fs observed for 8-HQ  
in the same solvents. The data generally show a decrease 
in decay rate constants in the chlorinated host, p -D C B . 
Since the total rate constant is a sum or the radiative and 
radiationless rate constants, this decrease can be attributed 
to an increase in the radiative rate due to external spin- 
orbit interaction with a concomitant larger decrease in the 
nonradiative rate. Similar results and conclusions were 
observed in a study of chloroquinoline doped tetra- 
chlorobenzene host crystals, the results of which will be 
reported elsewhere.16

The data reported in Table I are in contrast to the study 
on 5-HQ and 8-HQ reported by Goldman and 'Wehry in 
which phosphorescence was not observed.17 5-HQ ex­
hibited fairly weak phosphorescence, whereas 8-H Q  
showed strong emission which decayed extremely rapidly. 
The strong intramolecular hydrogen bonding which is 
possible in a hydrocarbon solvent such as p-xylene might 
explain the rapid decay. Such strong interaction can cause 
the nonradiative relaxation to become vary facile, leading 
to the rapid phosphorescence decay. Another possible 
explanation which has been postulated by Bailey and 
Hercules is that the phosphorescent state is :!n,x* in 8-HQ, 
which would then account for the characteristic large rate 
constant.18 2-HQ, for which tautomeric forms can be 
postulated, appears to have the rate constants only slightly 
larger than that of quinoline, whereas 8-HQ, for which such 
lactam-lactim tautomerism is not energetically favorable, 
exhibits rate constants very different from that of quin­
oline.

The zero field splittings for some representative mol­
ecules are shown in Table II. The results are compli­
mentary to the phosphorescence decay rate constants of 
Table I and provide further evidence that the nature of

The Journal o f Physical Chemistry, Vol. 81. No. 2. 1977



Phosphorescence Properties of Several Purine Molecules 149
TABLE II: Zero Field Transitions Observed in 
Quinolines, Hydroxyquinolines, and Purines in 
p-Dichlorobenzene and Other 
Substituted Benzenes at 1.4 K

Guest Zero field transition, MHz
Quinoline 3585° 3615b

1000.5 1040
2-Hydroxyquinoline 4170c

2495
1675

5-Hydroxy quinoline 4730
2410
1120

Cyclohexanone 5010 5021.9d
3370 3397.3
1660 1624.6

Indene 4610
2805
1795

Indole 4340
2970
1370

4-Azabenzimidazole 4710
3125
1585

Purine 4750
* 3425

1325
Adenine • 4850

3495
1355

“ In durene from ref 10. b In phenol. c In 
p-xylene. d For cyclopentanone in «-hexane from 
ref 19.
TABLE III: Phosphorescence Decay Rate Constants 
for Purine and Pyrimidine Bases in 
Ethanol at 1.4 K (±20%)

Solute molecules Rate constant, s '1
Indene“ 0.48 0.22
Indole 0.15 0.07
7-Azaindole 0.47 0.18
Benzimidazole 0.45 0.22 0.10
4-Azabenzimidazole 1.6 0.80 0.29
Purine 1.7 0.60 0.32
Adenine 4.2 0.70 0.32
Guanine 113 21 7.4
Xanthine 410 16 1.5
Hypoxanthine 104 34
Cytosine 57 6.5 1.8
Thymine 18 2.0 0.39
Cytosine-guanine 37 8.0 1.9
Adenine-thymine 110 2.8 0.66
Uracil-adenine 74 2.8 0.43

° In DCB.

the triplet state of these molecules is 3x,x*. The zero field 
energies of x,ir* states are not expected to undergo dra­
matic shifts in different solvents. The differences in the 
resonance energies are due primarily to contribution from 
second-order spin-orbit interaction with the solvent 
molecules.

The triplet state of the ketone cyclopentanone in n- 
hexane was investigated by Sharnoff et al.1319 Compared 
to their results, our data on the triplet state of cyclo­
hexanone in DCB shown in Table II reveal little difference 
in the zfs for the ketone in n-hexane and in DCB, but a 
significant decrease in the rate constants for the phos­
phorescence decay process for the ketone in DCB as 
compared to the ketone in p-xylene. It would seem 
reasonable to conclude that the nature of the triplet re­
mains unaltered since the zfs remained nearly the same 
in the two hosts. However the decrease in the rate con­
stants for the ketone in DCB seems to indicate the

TABLE IV : Phosphorescence Rate Constants for 
Polynucleic Acids in Ethanol at 1.4 K (±20%)

Solute Rate constant, s 1
Polyadenylic acid 25 2.7 0.51
Polyguanyjic acid 100 17 1.1
Polycytidylic acid 180 22 3.9
Polyuridylic acid 210 19 1.2
Polycytidylic acid-polyguanylic acid 180 15 2.5
Polyuridylic acid-polyadenylic acid 280 21 3.1

magnitude of the decrease in the nonradiative processes 
to be larger than any increase in the radiative rate con­
stants caused by the solvent heavy atom interaction. T his 
is analogous to the previous discussion for HQ in chlo­
rinated hosts.

The kinetic data for the monomer and dimer complexes 
of the base components of the nucleotides are shown in 
Table III. The solvent used was ethanol which formed 
clear glasses at liquid helium temperatures. It has been 
shown that the heteromolecular complex is energetically 
preferred over the tendency to form homomolecular 
complex.20 The change in phosphorescence decay rate 
constant of the complexes reflect the preferential formation 
of the Watson-Crick model base pairs. Such a change has 
been observed in other hydrogen bonded systems where 
similar interaction increased radiationless processes which 
in turn tend to increase the rate constants for the de- 

. population process.21 In the series of complexes shown in 
Table III, the energy is transferred from the left to right 
species owing to the lower triplet energies of the base on 
the right.2 22 The decay rate constants for indole agree well 
with the study by Zuclich et al.23 Shown in Table IV  are 
the phosphorescence rate constants for the polynucleic 
acids. The solution containing the complementary po­
lynucleic acids are not assumed to form helices, but are 
presumably stacked in some globular conformation.

The effect of méthylation upon the electronic spectra 
of aromatic molecules has been investigated both exper­
imentally and theoretically.24 As a general rule, the red 
shift of the 0,0 band of benzene upon méthylation has been 
calculated to be about 620 cm 1 per methyl group and 
observed to be ca. 600-650 cnr1.24 It seems likely that the 
smaller shift observed in D M N  of 631 cm4 in total for the 
two methyl groups can be attributed to the larger sec­
ond-order conjugative and charge-transfer perturbation 
according to the treatment by Petruska.24 (Cf. Table V.) 
Assuming that the signs of the zfs do not change in D M N  
relative to naphthalene, the large change in the value of 
D (ca. 8% ) seems to indicate a significant degree of either
(1) delocalization by hyperconjugation and therefore a 
decrease in the spin-spin interaction or (2) spin-orbit 
interaction due to the methyl substituents. In the first 
case, it seems reasonable to conclude that in light of the 
evidence that méthylation of the purine bases causes a 
weakening of the pairing by hydrogen bond,25 that the 
hyperconjugation observed in D M N  can also be effective 
in the methylated bases as seen in Table V. Since this will 
lower the strength of hydrogen bonding, méthylation would 
be one possibility as to the cause of the disruption of the 
base pairing. This conclusion is very tentative and more 
evidence is required. In the second case, Kothandaraman 
et al.26 and others27 have shown that the spin-orbit 
contributions to the zfs in :V ,x *  state occur in halogen 
substituted naphthalenes and benzenes. The argument 
rests upon the spin-orbit coupling of the lowest \,ir* state 
with states of the same spin multiplicity, viz. of the 3<r,ir* 
type. If we consider the effects of such spin-orbit con­
tributions to the zfs in D M N , then according to the ar­
guments analogous to that given by Kothandaraman, Yue,
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TABLE V : Decay Rate Constants for Methylated
Naphthalene and Purines in Ethanol at 1.4 K

Guest Rate constant, s '1

1,4-Dimethylnaphthalene“ 0.92 0.70 0.15
2-Methyladenine 5.7 0.94 0.33
6-DimethyIaminopurine 5.8 0.86 0.41
2-Dimethylamino-6-hydroxypurine 85 5.0 0.69

a In durene, (0 ,0) at 4851 A, zfs: 3240, 2350, and 
820 MHz. For comparison, naphthalene in durene 
(0,0) 4707 A, zfs: 3420, 2598, 822 MHz, and 
rate constants 0.65, 0.40, 0.15 s ', ref 10 and 26.

and Pratt,26 AEz should be negative as should AEx. AE, 
is the change in zero field energy along the i axis relative 
to the parent compound naphthalene. The axis system 
is chosen such that x and y are along the in-plane long and 
short axes, respectively. Since the two methyl groups are 
aligned along the y molecular axis, AEy should be relatively 
small. Since the two methyl groups are coincident to the 
y direction, the spin-orbit interaction favors the angular 
momentum operator along the y direction. Thus, tx and 
rz are most affected, and are energetically more depressed 
than T y .  The net effect is a smaller 2E with a concomitant 
decrease in D. The increase in spin-orbit interaction along 
the y direction is consistent with the data shown in Table
V.

In conclusion the study reported here shows the fea­
sibility of applying models composed of simple host-guest 
systems in the application to hydrogen bonded W atson- 
Crick type base pairing in nucleic acids. The sensitivity 
of the rate constants to dipolar perturbations via external 
heavy atom interactions allows these rate constants to 
serve as a qualitative measure of spatial conformations.
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Linear and Circular D ichroism  of P olym eric P seu d oisocyan in e

Bengt Norden

Department o f Inorganic Chemistry 1, Chemical Center, University o f Lund, S-220 07 Lund, Sweden (Received June 28, 1976)

The dye l,l'-diethyl-2,2'-cyanine iodide (pseudoisocyanine = PIC) was studied by circular dichroism (CD) and 
linear dichroism (LD). PIC forms optically active aggregates in aqueous (+)tartrate solution and as complexes 
with DNA. They are characterized by J bands at 572 (tartrate) and 553 nm (DNA), with negative and positive 
CD, respectively, which may be explained by helical band arrays of dye molecules (left- and right-handed helices, 
respectively). At higher degrees of aggregation in (+)tartrate a positive J band may be due to helical stacking 
of PIC polymers such as in a cholesteric liquid crystal. Intense LD indicates that the solution is not random 
but contains large domains with local order. It is shown that earlier conclusions about helicity reversals and 
mechanical induction of optical activity in aggregated PIC when formed in optically inactive media may have 
been due to instrumental sensitivity to linear dichroism from possibly nonhelical PIC fibers. The PIC aggregation 
was also studied by LD at different linear flow gradients in aqueous NaCl solution. From LD relaxation lengths 
of 4000-100000 A were estimated for the orientable aggregates. The ratio of LD to random absorption at different 
degree of aggregation suggests that also unalignable (PIC)N oligomers may exhibit J bands. By exciton theory 
N was tentatively estimated to be more than 10. An earlier “card-pack” model, with angle a close to 90°, between 
the monomer long axis and the polymer axis, is discarded. The suggested structure of PIC„ is a coiled band 
with a =  30-40°. Influence of flow on aggregation was observed: At low gradients the formation of aggregates 
with low rotational diffusion is favored (by applying a constant gradient apparently very elongated aggregates 
may be synthesized in this way). Above a certain value (ca. 1000 s"1) the effect of the gradient was the opposite, 
leading to the destruction of aggregates. PIC was also studied in oriented polyvinyl alcohol film in which it 
was monomeric, and in polystyrene film where a J band was observed at 585 nm. In the Appendix factors 
determining the instrumental LD response are analyzed.

Introduction
Since the beginning of this century considerable at­

tention has been devoted to the aggregation of dyes, 
phenomena which are of crucial importance in biological 
and artificial photosensitive systems. Perhaps the most 
popular dye in this connection,1 l,l'-diethyl-2,2'-cyanine+ 
(also known as pseudoisocyanine, PIC), is monomeric in

zt

ethanol but in water at concentrations above 10 3 M  forms 
a fluorescent polymer (discovered by Jelley and Scheibe, 
often referred to as the “Scheibe polymer”2 ,3) well known 
for its characteristic very sharp absorption band (the “J 
band”) at a longer wavelength (572 nm) than the monomer 
0 -0  band (525 nm).4 The polymer has been suggested to 
contain at least seven5 monomer units. The interest in PIC 
was intensified after reports by Stryer and Blout and by 
Mason on the optical activity of the Scheibe polymer 
induced in the presence of poly-a,L-glutamic acid6 and of 
(+)tartrate,7 respectively. Mason suggested that PIC tends 
to form helical aggregates and that the chiral environment 
partially selects the sense of aggregation. Scheibe, Haimerl, 
and Hoppe8 have, on the other hand, pointed out the fact 
that PIC by steric hindrance is twisted out of planarity 
and that an alternative explanation of the optical activity 
is a planar packing involving only one sense of PIC 
molecules. This structure was found in crystallites;8 a 
dihedral angle of 54° was obtained between the planes of 
the two quinolinium moieties. However other crystal 
studies imply centrosymmetry by pairing of the enan­
tiomers.9,10 The structural question of the Scheibe polymer 
was further discussed by Maurus and Bird as the back­

ground of their discovery of transient circular dichroism 
effects when precipitating PIC with tartrate.11 They 
conclude that the helical aggregate yields the more eco­
nomical hypothesis. Recently Honda and Hada showed 
that a circularly dichroic Scheibe polymer can be produced 
by “ regular stirring”12 without any chiral additives and 
correlation was claimed between the optical sign and the 
sense of stirring.

In a Fourier transform JH N M R  study Graves and 
Rose13 find shifts to higher field for all resonances as the 
PIC concentration is increased from 10 5 to 10 2 M  and 
they conclude an aggregate structure in which the dye 
molecules stack face to face with considerable overlap 
between the quinolinium systems. The shift change with 
higher concentration is interpreted in terms of a polymer 
composed of units similar to the dimer. No evidence for 
any unique J aggregate was however obtained.

Upon testing the experiments reported in the optical 
studies above we found it difficult to reproduce the results 
obtained with circular dichroism. For instance the cor­
relation claimed by Honda and Hada was impossible to 
verify. In several cases we could establish causality be­
tween the observed circular dichroism and an accidental 
orientation in the optical cell even at large cell lengths. W e  
have used linear dichroism (LD) to study such orientation 
effects and have by subjecting the sample in a Couette 
rotation cell to a defined flow gradient also been able to 
characterize the Scheibe polymer hydrodynamically in a 
more reproducible way.

During the course of the investigation we observed that 
PIC forms Scheibe-like polymers in polystyrene and as a 
complex with D N A  which have J bands strongly shifted 
to longer and shorter wavelengths, respectively.

Experim ental Section
PIC was obtained as the iodide from Koch-Light 

Laboratory Ltd. After recrystallization from ethanol the 
U V  spectrum (200-620 nm) was well reproduced («52o =
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Chart I

Mixture PIC, 10 '4 M Polystyrene, %

I 7.3 0
II 1.0 1.8
III 5.2 3.7
IV 0.5 0.9
V 0.5 0.5
VI 2.1 9.3
VII 1.0 11.1

6.0 X  104 M  1 cm 1 at about 10 4 M  concentration in water) 
and no further purification was considered necessary.

Polystyrene (unspecified molecular weight, commercial 
hard-plastic quality, Polystyrenfabriken, Kavlinge) was 
applied as a thin (2-10 nm ) film on both sides of quartz 
plates by dipping" in CHC13 solutions. A 10%  aqueous 
solution of PIC in polyvinyl alcohol (UV transparent 
Elvanol, DuPont Nemoirs) was evaporated to dryness on 
a glass plate to give, a'film which was then stretched at 80 
°C.

Linear dichroism spectra were obtained by the lock-in 
technique on a modified Legrand-Grosjean circular di­
chroism spectrometer (Jasco J-40).14 Circular dichroism 
could be recorded on the same instrument. Absorption 
spectra were recorded on a Cary 118-C spectrophotometer. 
Both instruments were wavelength calibrated by. the low 
pressure mercury line spectrum.

Linear dichroism, LD =  A\\ -  A±, is given in absorbance 
units and the reference axis (||) is, in the discussions of 
perturbed circular dichroism, the direction of vibration of 
the electric vector in the light path before the Pockels" cell 
(in Jasco J-40 horizontal polarization). When referring to 
the Couette cell || is perpendicular to the rotation axis. LD  
was corrected for optical factors14 only in numerical es­
timates of LD /A, where A represents the absorption of the 
random solution.

The flow experiments were performed in a Couette cell 
described elsewhere (light path perpendicular to rotation 
axis, gap 0.05 cm, gradient range 0-5000 s ‘).15 It was 
checked before and after each run so that no visible PIC 
threads were contaminating the sample. The total optical 
path length (as well as in absorption measurements) was 
0.100 cm. The flow apparatus’ tachometer was connected 
to a xy recorder so that a LD vs. gradient (G) curve could 
be obtained with a scan time of less than 10 s.

Mixtures 1-5. Aqueous salt solutions were prepared by 
adding 5.0 ml, 50 °C, of 5.0 X 10"4 M  aqueous PIC solution 
to 5.0 ml of a x M  NaCl solution. These solutions are 
referred to as mixture 6 when x =  1, 5 when x = l/ 2, ..., 
and 1 when x =  l/ 32.

Mixtures I-VII. Chloroform solutions containing PIC 
and polystyrene were evaporated to thin films on quartz 
plates (the evaporation was performed in a CHC13 at­
mosphere and completed in 30 s); the compositions are 
given in Chart I.

Experimental Result
Circular Dichroism Measurements. When produced at 

low concentration in saturated (+)tartrate solution a 
time-stable optically active Scheibe polymer with a neg­
ative J band is obtained (Figure 1). The dissymmetry 
factor was low, (C D /A )572 =  -0.003. The solution exhibits 
no linear dichroism, but the aggregates can be oriented by 
flow; (L D /A )572 =  +0.016 was observed at G = 1080 s '1.

At higher PIC or salt concentrations the polymer be­
haves differently and a permanent linear dichroism 
suggests that domains are present with high local order 
(Figures 1 and 2). Thus the apparent circular dichroism 
is seriously affected and negative as well as positive de-

Figure 1. Absorbance (top —) and circular dichroism (bottom —) spectra 
(0.3 ml of 1.0 X 10"4 M PIC +  2 ml of 2.0 M disodium (+)tartrate) of 
intrinsically optically active Scheibe polymer. Absorbance (A) and 
circular dichroism (O) growths with time, 572 nm. Absorbance (top 
— ) and circular dichroism (bottom —  at two mutually perpendicular 
cell orientations; 0.2 ml of 2.5 X 10-4 M PIC +  2 ml of 2.0 M disodium 
(+)tartrate) of liquid crystalloid Scheibe polymer. Time dependence 
of circular dichroism at 574 nm (B) after filling the optical cell (1 cm)
with (-----3 X 1 mm) and without (—  1 2 X 5  mm) aperture diminishing
lens. Accidental linear dichroism; -0.018, fluctuation 30%.

flections can be observed. The fact that the oscillations 
with time, probably due to turbulence by filling the cell 
and thereafter to Brownian motion, are not blurred by 
increasing the aperture indicates that the domains are very 
large, at least in two dimensions. The frequency of large 
apparent circular dichroism deflections is higher for PIC 
samples in (+)tartrate than when aggregation is induced 
by optically inactive salts (NaCl, Na2S 0 4) and the sign of 
the J band (here appearing at 574 nm in circular dichroism 
but at 572.5 nm in absorption) is then generally positive. 
It seems near at hand to suspect that the solution has a 
spiral structure related to that of cholesteric mesophases, 
by a stack of skewed nematic layers.

With a further higher degree of aggregation, e.g., pro­
duced as mixture 5 in an optically inactive salt, very large 
circular dichroism deflections are observed of any sign and 
the spectra have shapes similar to the linear dichroism 
spectrum of the oriented polymer. A spectral change 
resembling that reported by Maurus and Bird (an effect 
which was claimed to prove the coexistence of helices of 
both senses)11 could be produced by turning the cell 
carefully in the plane perpendicular to the light beam. No 
connection was found between the resulting circular di­
chroism and the sense of stirring the solution12 and we find 
it plausible that several reported observations may have 
been due to the sensitivity in the Legrand-Grosjean circular 
dichroism detection system16 to linear dichroism and not
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TABLE I: (PIC)W in Different Environments
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Medium Concn, M
Aqueous solutions <10"4
Aqueous salt solutions:

Mixture 3 2.5 X 10'4
Mixture 4 2.5 x 10“4

Mixture 5 2.5 X 10'4
Mixture 5 (fresh) 2.5 X 10 4

Polyvinyl alcohol (40 u rn)  6 X 10'3

Polystyrene (2 X 1.0 Mm, mixture VII) 0.08 

DNA ( C L /CN = 0.005) 3.2 X 10“5

DNA (CL/CN = 0.09) 4.5 X 10 s

DNA (CL/CN = 0.55) 1.4 X 10"4

Figure 2. Circular dichroism of polymer PIC (top ...) due to accidental 
orientation (linear dichroism, top — ) in 0.1-cm cell of aggregates of 
the Honda-Hada type (1 ml of 5 X 10"4 M PIC +  2 ml of 2 M disodium 
tartrate). Below: Corresponding accidental circular dichroism (..., 1 
cm cell at rest) and linear dichroism observed at flow (— , G =  500 
s_1) for mixture 4 10 min after preparation.

to molecular circular dichroism (outlined in the Appendix).
Attempts to induce circular dichroism by circularly 

polarized photolysis (before, during, or after precipitating 
the Scheibe polymer in aqueous as well as in polystyrene 
solutions) faded. In polystyrene the degree of photolytical 
destruction was easy to follow, and, for instance, if PIC 
had been present as helices of different senses an easily 
detectable circular dichroism (high dissymmetry factor11) 
should have resulted after 10% destruction by irradiation 
in the J band.

Linear dichroism bands 
Other bands J band

N  nm LD/A A, nm LD/A
1 500

10-104 572.5 0.02
10-KT 521 -0.3 572.5 +2 ± 0.

483 -0.7 (fresh: 0.05)
10-10' 574 +1.5 ±

(560-580 neg)
1 526(0-0) + 0.036

491 + 0.036
460 + 0.035
540-550 -0.005 582-585 +0.05
500-510 -0.01

1 530 -0.20
500 -0.15
460 -0.13

1-2 530 -0.13
500 -0.10
460 -0.08

10-104 525 -0.032 553 +1.3 ± i

Figure 4. PIC in stretched polyvinyl alcohol (stretch ratio 1.02), LD 
(— ) and A(...|.

Medium or Complexation Effects. In Figures 3 -6  and 
Table I spectra and L D /A  values are summarized for PIC 
in different environments. In polyvinyl alcohol PIC ap­
pears to exist as a monomer and from the fact that L D /A  
is approximately constant over the visible region the x 
polarization is confirmed also for the higher vibronic levels 
(vide infra). A decrease in L D /A  by 4%  in the 460-480-nm  
region might be explained oy the presence of the dimer, 
which can be expected to orient less effectively and to have 
a pronounced absorption in this region.1819 When obtained 
as a pure thin film (l Mm) on quartz, PIC shows no J band 
which is interesting in view of suggested parallels between 
the structures in the Scheibe polymer and in the crystal 
state.8 New positions of the J band of polymeric PIC in 
a complex with D N A (to be studied elsewhere20) and in
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TABLE II: D, Rationalized for Two Hypothetical Fractions from LD Decays
Curve Fast fraction Slow fraction

no. Sample: mixture 4 % K F D /s '1 % 104L>/s_1

1 Fresh 93 20 7 0.8
2 After G = 40 s '1 (5 min) 50 4.6 50 0.36
3 After G = 20 s~‘ (5 min) 42 3.6 58 0.33
4 After 10 min at rest 61 7 39 0.33
5 After 20 min at rest 84 15 39 0.69
6 After G = 1600 s '1 (1 min) 90 19 10 0.69
7 After G = 3000 s '1 (1 min) 100 3000 0
8 After 2 min at rest 83 12 17 0.80
9 Mixture 4 aged for 2 days, diluted to 50% with 95 19 5 0.8

0.25 M NaCl. Decay reproduced six times

Figure 5. PIC as complexes with DNA at different PIC to nucleotide 
residue concentration rat os CJCH. Intercalated monomer (CL/C N 
= 0.005, ...), presumably dimer (CL/C N = 0.09, — ), oligomer PIC 
(CL/C N =  0.55, —). Absorbance (top), linear dichroism at 3000 s ' 
(middle) and circular dichroism (bottom) normalized to unit length and 
unit total PIC concentration (M_1 cm"1). Ionic strength 0.02 M NaCl.

polystyrene are observed. In polystyrene the flow, when 
drying the dipped quartz plate in the vertical position, was

sufficient to give the Scheibe polymer considerable ori­
entation. The fact that the polystyrene chains did not gain 
any detectable orientation (the aryl L b band at 260 nm  
should have yielded positive LD) may be grasped as in­
dicative of the relative lengths and flexibilities of the 
polymer chains.

Structural Linear Dichroism Studies. .Even though it 
seems obvious that the LD in the present samples is due 
to contributions from a wide range of polymer dimensions, 
and perhaps also from various coexisting structures, the 
signs and magnitudes of LD /A  can give useful qualitative 
information about the structures. According to a relation 
employed elsewhere,15 between L D /A  (where A represents 
the absorbance of the random solution) and the angle, 6, 
between the apparent effective transition dipole moment 
responsible for the absorption and the long axis of a stiff 
rodlike molecule

3
L D /A  = ~(3<cos2 9) -  1 )E  (1)

F is the Peterlin-Stuart orientation factor which depends 
upon the flow gradient, G, the axial ratio, and the rotation 
diffusion constant, Du of the particle. For long rods (axial 
ratio >25) with very low Du F approaches unity already 
at modest G values. In Figure 7 different* suggested8,17 
structural alternatives, A -D , of polymeric PIC are 
sketched. It is generally agreed that the J band can be 
derived by exciton theory within the dipole approximation

Figure 6. PIC in polystyrene films. Top: mixtures I—VII, A (curves vertically displaced). Bottom: mixture VII (evaporation time 15 s), LD (— , 
vertical) and A (—).
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Figure 7. Different possible arrangements of polymeric PIC.

from coupling between transitions with x polarization (0-0 
band at 525 nm, 0 -1  at 500 nm)18’21 in the monomeric PIC 
molecules. The resonance effect breaks down the de­
generacy of the original singly excited states of the oli­
gomer, PIC.v, producing a group of K  =  1 , 2 quantum 
states which may be expressed as a linear combination of 
the original states. From the dipole strength, derived by 
Bradley, Tinoco, and Woody,22 associated with excitation 
of a helical oligomer (with P monomeric residues per turn) 
to the Kth level, it is easy to obtain an expression for the 
ratio A||/A± =  (cot2 8) for the rod at perfect order:

, /  7tK 2tt\2 . , 7tK
(cot2 6) =  yCos -  -  cos — j  sin2 —

, (  nK \2 ( nK
X co t2 a /[c °s ^ — ^ - 1 )  sm2 ^ —

-  {N~ ~ — ) =  R(P, K, N) c o t2 a (2 )

Here a  denotes the angle between the monomeric tran­
sition moment (x axis in PIC) and the rod axis. The total 
dipole strength is always distributed among more than one 
K  level regardless of the chain length, but has maxima at 
K = 1 (the parallel band) and K * 2(N +  1 )/P  (the 
perpendicular band). W ith this formalism we are also 
allowed to consider the simple case of a straight stack (P 
=  1). By means of eq 1 and 2 the following is concluded.

Complexes with DNA. At 257 nm (the intrinsic D N A  
chromophore) L D /A  =  -0 .12  was observed before as well 
as after complexing with PIC, indicating that the D N A  
conformation is essentially unperturbed by the com- 
plexation. The value is smaller than expected from the 
ideal W atson-Crick model, in which the planes of the 
purine and pyrimidine bases are almost perpendicular to 
the helix axis. F estimated to be between 0.43 (from L D /A  
=  +1.3 for the parallel band of PIC v DN A) and 0.5 (from 
the Peterlin-Stuart model with G =  3000 s 1 and D, =  50 
s 1)15 then implies that the bases are tilted by 30° from the 
perpendicular orientation (8 =  59 ±  1°). A  similar analysis 
for the monomeric P IC -D N A  indicates that the PIC x axis 
is parallel to the base planes (L D /A  =  -0 .20  ±  0.07) an 
orientation supporting the idea (based upon a large sta­
bility of the complex)20 that the dye molecules slip into 
slots between adjacent base pairs (“ intercalate”).

The J band of the P IC ^-D N A  complex at 553 nm has 
a large positive L D /A  corresponding to a fairly large 
positive CD (C D /A  =  +0 .02  ±  0.01). The circular di­
chroism indicates that the structure may be a right-handed 
helix which is consistent with models showing that a helix 
with six PIC per turn fits the D N A  strands, a should then 
be around 50°. This is not contradicting the large L D /A  
(+1.3) which by F = 0.5 yields 8 =  17°, since we then 
according to eq 2 have cot2 8 =  10.2 =  R(P, K, N) cot2 a 
= /?x(0.84 ±  0.3). With K  =  1 (the J band) and P =  6, R 
=  12.1 ±  5 a value which may already be obtained with 
a single-turn helix [R =  2 for N = 3, 7.5 (N =  5), 72 (N 
=  10), 106 (N = 100)]. Thus irrespective of a (as long as 
it deviates from 90°) a sufficiently long helix can always 
explain the pure parallel polarization of the J band.

Scheibe PICN. The large positive LD at the J band 
immediately rules out the extreme structure alternatives 
B and C in which a =  90°. If the structure is a straight 
stack, type A, eq 1 and 2 yield a by inserting R =  1. E.g., 
for mixture 4 at G = 1000 s 1 F appears close to unity so 
L D /A  =  + 2  here should mean a =  28°. T aking into 
consideration uncertainties in chain length and in align­
ment (both tending to reduce L D /A ) we may as well have 
a =  0, i.e., band structure D. On the other hand, as above, 
with a regularly coiled structure the parallel polarization 
is automatically selected by an infinite R at large N (see 
Discussion).

Hydrodynamical Linear Dichroism Studies. From the 
very rapid growth of LD with gradient (in mixture 4 LD  
is half way to maximum before G =  1 s~\ in mixture 2 
about the same value is obtained) we conclude that the 
aggregates are extremely elongated and stiff. Further as 
is visualized in Figures 8 and 9, above a certain gradient 
the flow acts in a destructive way degrading the aggregates 
and the LD vs. G spectrum is generally not reproduced in 
the reversed scan. However, at lower gradients a synthesis 
of more orientable aggregates is favored to an even more 
pronounced extent than in the absence of flow. Such a 
constructive action of a flow field may be interpreted as 
a basic criterion of viscoelasticity23 and we tentatively 
propose the PIC solution (mixture 4) should be charac­
terized as elastic below G = 1000 s '. In Figures 4 -7  
representative LD vs. G curves are shown, on destructive 
and constructive responses to constant gradients and on 
orientational decays from different starting gradients. W e  
have chosen mixture 4 since it proved easier to reproduce 
than mixtures 3 and 5 and remained stable for several days. 
Mixtures 1 and 2 gave only small amounts of Scheibe 
polymer (after standing over night). No hydrodynamic 
evidence was obtained indicating that the polymer formed 
in mixture 1 should be of a smaller dimension than the one
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Figure 8. Linear dichroism of mixture 4 at 572 nm (arbitrary units on 
vertical axes) vs. Couette flow gradient or time. On one sample repeated 
cyclic scannings (top: 1-; 2,—; 3,...) G =  0-4000-0 s~1 and (bottom) 
G =  0 - 1 0 - 0 s 1.

Ì0 20

mixture 4 at constant gradient and examples on decay. (1) Decay from 
low gradient of mixture 4 that has been at rest for several hours. (2) 
Decay from gradient at LD-G maximum. (3) Destructive effect of 
constant gradient below LD-G maximum. Bottom: Aged mixture 5, 
decay from low gradient before (A) and after (B) rotation at 2700 s~1 
for 5 min. Fresh mixture 5 (C), linear dichroism (575 nm) vs. G.

formed in mixture 4. However, L D /A  at 572 nm is of a 
larger magnitude in mixtures 4 and 5 than in mixtures 1 
and 2 (+0.03) or in freshly prepared mixture 4, which 
indicates a more effective orientation in the former so­
lutions.

In mixture 5 immediately after preparation the J band 
was still very weak (A =  0.02) but broader than usual and 
shoulders at 560 and 576 nm could be distinguished. This 
was accompanied by a strange LD vs. G dependence
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(Figure 9): Below 400 s-1 the J band showed negative LD  
which increased with gradient in a way which could fit a 
rigid particle with an axial ratio15 of less than 102; above 
400 s“1, however, this “ particle” is apparently destroyed 
yielding the usual Scheibe polymer with positive LD. This 
sign reversal occurred at a distinct gradient irrespective 
of whether upfield or downfield scanning was used. The 
high reproducibility even at high scan rate suggests that 
we are not dealing with a disrupture into pieces of a large 
particle but rather with some structural transformation 
of a single species. The sensitivity to flow, and a pre­
liminarily obtained lower rotational diffusion constant 
below rather than above 400 s '1, suggest that the structures 
have different hydrodynamical shapes, as if for instance 
the change was defined by the uncoiling of a helix, e.g., 

.; structure E in Figure 3.
Mixture 5 aged fairly quickly and a precipitation of 

distinguishable crystals appeared when viewed under a 
microscope. It is characteristic for the micellar PIC so­
lutions that aging implies deteriorated orientation and 
lower viscosity. Figure 9 shows the considerably more 
rapid relaxation of the aged mixture 5. but also how the 
“micellar” state may be restored by subjecting the solution 
to flow. The dispersion into smaller and more elongated 
aggregates was confirmed from the absorption spectrum, 
where the apparent intensity in the J .band as well as in 
the 0-0 region was increased (some 20%  by decreased 
absorption statistics,24 and the scattering (baseline) si­
multaneously reduced. •

Relaxation Studies. When the flow field is switched off 
the linear dichroism decays as the distribution function 
F(0, 4>, \p, t) (6, cp, \p =  Eujerian angles defining the ori­
entation of the particle, t =  time) is’ randomized. Ac­
cording to Perrin F has to-satisfy

3F ( f l ,» , i M )  L  
dt

, 92F
+  COt2 0 ------- 7

9 0 2

' 3 2 F  9 F  1  9 2F
------7-  +  c o t  0 -----------1-----------------------7
. 9 0 2 . . 9 0  „ s m  0 9 <p~

_  c o t  0  9 2F  \  9 2F

s i n  0 9 0  9¿ ¡ / )  9 i //2
(3)

where Di is the rotational diffusion constant around axis 
i [D3 = symmetry axis of the assumed ellipsoid of revo­
lution).25 The simplifications introduced by Benoit26 and 
Tinoco27 for electric birefringence relaxation may be 
employed here if uniaxial symmetry of the orienting field 
is assumed. This is a priori not the case in Couette flow28 
but the assumption is justified when starting from high 
orientations. The treatment of Benoit was recently called 
to question by Wright and Keefe who reported that the 
decay should be represented by a complex sum of expo­
nentials.29 Their claim seems, however, to have been in 
error30 and the LD decay should be expected to yield Dx 
according to a single exponential:

L D (f) = L D (t = 0) e x p ( -6D !Ì ) (4)
In a solution of particles which are polydisperse with 
respect to rotational diffusion LD(t) is a sum of expo­
nentials 2,LD,(t =  0) exp(-6D,,£) so it should be possible 
to conclude from the decay of dichroism whether a pop­
ulation is monodisperse or polydisperse.

From Figure 10 it is clear that the observed relaxations 
do not fit a single exponential, and that the hydrodynamics 
cannot be explained by a single species. Both from the 
experience with the growth of orientation with gradient 
and from the general appearance of the decay curves, we 
find it reasonable in a first approach to assume that the 
aggregate dimensions are localized to two points of gravity, 
one representing a fairly fast decay (t1/2 =  50 s) and one
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with a slower decay (t1/2 =  500 s). Rotational diffusion 
constants referring to fractions resolved according to this 
pattern are found in Table I, for some experiments with 
mixture 4. The conclusion is essentially the same as is 
obtained by inspection of LD vs. G diagrams: Very low 
gradients favor the formation of easily oriented slowly 
rotating species while higher gradients degrade them. 
Curve 9, run as a check, reproduced several times showing 
that the result in this mixture is not extremely sensitive 
to dilution or aging and that the composition is not 
perturbed by the transient gradient (1000 s"1 for 1 s) 
employed to start the relaxation.

D iscu ssion

Assuming a minimum fiber thickness (b =  100 A, noi 
a crucial choice) the length (a) corresponding to the range 
of the observed rotational constants is 4000-100 000 A as 
obtained by the Perrin equation.31 The lower value is only 
a consequence of the experimental decay time resolution 
(the flow has to stop) and a limited orientational poten­
tiality. Hence the coexistence of shorter aggregates must 
be suspected. W e ipay use the energy dependence on chain 
length as formulated by the exciton theory22 to make a 
tentative estimate of the dimension of the shortest PIC  
oligomer which js manifested by J-band absorption. 
Equation 5 gives the shift expected between the monomer

" n -  *T = Z V ,2  c o s ^ q r j  ' ( 5 )

0 -0  band and the parallel J band of a helical oligomer with 
N residues. Vl2 is the interaction energy within the nearest 
neighbor approximation. Assuming a constant Vl2, it 
should be possible to estimate N  according to eq 6 for

N  +  1 ** TTV l̂ V a o ) V o o )  N  ^  3 (6)
PICiV- The “ uncertainty” (2 nm) observed for the J-band 
peak in aqueous solution at various concentrations and 
possibly various degrees of polymerization, in this way 
gives us a lower limit'N >  10 ±  1. W e come further lower 
if the same Vl2 also applies for the P IC ^-D N A  complex 
(N = 3). However, the latter assumption seems unjustified 
if the PIC structure is adapted to fit DNA. Thus the PIC V 
array is likely to be a “super-helix” (with the pitch of the 
D N A helix) attached to the negatively charged phosphate 
strand. A different structure implies a certain change in 
v via the geometrical factor in Vv>.

The observation of a J band in polystyrene is interesting 
in view of the generally accepted understanding32 of dye 
aggregation as a phenomenon of hydrophobic interaction, 
the energy being provided by an expulsion of water 
molecules from the first hydration shell. Thus no J band 
is observed in nonpolar solvents even at the point of 
precipitation. A possible explanation is the following: 1. 
From symmetry selection rules the J band is expected in 
asymmetric aggregates— such may be favored in irregular 
glassy polystyrene. 2. The slow diffusion in the congealing 
solvent prevents formation of crystallites but favors the 
oligomeric species. The different J-band position as 
compared to that in an aqueous solution probably results 
from a changed Vvl and not a significantly changed length. 
It may be noted that a number of exciton levels are visible 
on the high energy side (mixture VII) as far as at 400 nm.

The idea of coexistance of Scheibe oligomers with small 
N is supported by the observation of strongly decreased 
LD /A  at decreased degree of aggregation. This could be 
explained by a low average orientation (F =  0.01) due to 
short chains, e.g., with a < 200 A, b < 10 A (that is with 
N <  100 by model D, Figure 3). However, studies of LD

vs. G suggest instead a small fraction (1% ) of well oriented 
longer aggregates (N > 104) and a randomly oriented 
remainder.

The increase in circular dichroism magnitude33 when 
passing from monomer to oligomer PIC associated to DNA  
is in agreement with the concept of rotational strength due 
to coupling between electric dipole transitions of symmetric 
chromophore units. In the complex with the monomer a 
weak rotational strength can be explained by a preferred 
screw sterically induced by the pitch of the strands at 
intercalation. This screw sense which is (in the case of 
right-handed D N A) the one depicted in the structure in 
Introduction, implies a charge displacement along a 
left-handed screw, in agreement with the observed negative 
CD over the whole region of x polarization. The CD in the 
monomer is interesting in view of the fact that it has been 
inferred that PIC only can gain optical activity through 
aggregation.32 The rotational strength of the monomer 
(discussed elsewhere)20 is of the same magnitude as was 
recently predicted theoretically by Nolte for a dihedral 
angle of 25°.34

The CD pattern with a positive band at 553 nm and a 
negative band at 540 nm in Figure 9 resembles the 
spectrum reported by Scheibe et al. on PIC-heparin  
mixtures (564 and 546 nm)32 but in our case it was found 
from the titration that the two bands belong to different 
P IC -D N A  species.

The tentative assignment of the intermediate PIC -D N A  
spectrum to the dimer was based on the positive CD band 

1 at 490 nm where the “ D band” has been estimated to be 
positioned theoretically (presuming a parallel “sandwich” 
dimer)32,35 and experimentally.19,36 If this conclusion is 
correct, the corresponding negative LD can be imagined 
with two PIC intercalated in adjacent base pair slots as 
well as with a structure with only one of the dye molecules 
intercalated. It may be noted that ethidium bromide, 
which intercalates,37 appears unable to occupy adjacent 
slots.15

The effect of linear dichroism on the detection of circular 
dichroism requires some comment. As is shown (Ap­
pendix) nonideal electronic filter and optical birefringence 
are two practically inevitable instrumental errors which 
lead to recorder deflection for linearly dichroic samples. 
In general the apparent circular dichroism will be the linear 
dichroism times a positive or negative factor (depending 
on the direction of alignment). However due to dispersion 
in the birefrigence (if that is the main error) this factor 
can vary (and even change sign) over the spectrum. In the 
present case its maximum value was 0.1. Thus in Figure 
1 the apparent circular dichroism spectrum contains a large 
amount of “ true” circular dichroism while in Figure 2 it 
may be entirely due to linear dichroism. This fact throws 
doubt on earlier interpretations (in terms of optical ac­
tivity) of transient phenomena and mechanically induced 
circular dichroism. However, this does not mean that we 
can eliminate PIC v (e.g., produced in optically inactive salt 
solution) as a helix or the possibility of observable optical 
activity due to a stochastic excess of one helicity sense.

For infinite helical chains eq 2 cannot be used to de­
termine a since / ? —►«>, so another way of estimating the 
polarization of the moncmer transition is desirable. 
According to Moffitt38 such a possibility is provided by the 
integrated absorption intensities of the perpendicular and 
parallel exciton bands: / ± //¡; =  tg2a. This is equivalent 
to studying the areas under the corresponding LD bands.39

tg2a = - /L D ( X i )  d X i//L D (X ||) d> || (7 )

Depending on how much of the intensity around 480 nm 
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Figure 10. Decay of linear dichroism of mixture 4 at different gradients 
and treatments (see Table I).

one assigns to the perpendicular band one obtains a values 
between 30 and 40°.
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A ppendix

Effect of Linear Dichroism on Apparent Circular Di­
chroism. Modem circular dichroism spectrometers employ 
sinusoidal optical phase modulation, for which the fol­
lowing analysis holds. Let a sample have a macroscopic40 
linear dichroism -yb3, a circular dichroism -yb2, and a total 
absorption yC (following the nomenclature used in a recent 
discussion on the operation of a dichrometer and on its 
conversion to linear dichoism detection).1416 Light before 
impinging on the sample passes an electrobirefringent 
modulator and the emerging polarization is determined by 
a time-dependent phase retardation <50 sin ut, 80 is around 
x /2 . The photomultiplier current is then found to be

Ice lQ e x p ( -7C ) { l  +  [ (7b2)2 +  (7& 3)2] /2  -  yb2
X sin (50 sin cot) + yb3 cos (5 0 sin cut)} (8 )

The recorder deflection in any commercial CD spec­
trometer is proportional to the ratio between the ac and 
dc photocurrent levels. Expanding the cosine and sine 
expressions in Fourier series one obtains

Ice / 0 e x p ( -7C ) { l  +  [ (7b2)2 +  (yb3)2]/2 
+ j b ]  J0(50) ~ 2yb2 J i(§0) sin cot 
+ 2yb3 J2(50) cos 2cuf -  2yb2 J.,(50)

X sin 3cot +  . . . }  (9 )

where is the Bessel function of order k. 50 is generally 
set at 105° to maximize Jx. Different sources of pertur­
bation by yb:, may now be distinguished.

A. The dc Term in an Ideal Instrument. Even with 
ideal optics and ideal filter function (retaining only ground 
frequency wt terms) the deflection will depend on yb2.

(IacI/Iuc*  - 2 7h2J1(60) / { l  +  [ (7b2)2
+ (yb3)2]/2 + y b 3 J0(50) }  (1 0 )

When the sample is rotated so that yb2 changes sign the 
recorder spectrum will only be distorted and a “CD” sign 
change is in practice never observed.

B. Nonideal Electronics. If a certain intensity, say of 
fraction q, is picked up from signals at 2to, LD will deliver 
a contribution also to the numerator of eq 10.

(Ia c ^/^dc  oc ( — 2 7 b 2 J . i ô o )  +  q 2 y b 3

X J2(5o) ) / { 1 + t(7&2)2 +  ( 7 b 3) 2 ]/2  

+ 7&3 Jo(So)}  (H )

C. Nonideal Optics. A  static birefringence (3C at an 
angle do. see ref 16) in the modulator crystal yields an effect 
similar to that in B. When LD »  CD the instrumental 
recording is obtained from eq 8 in ref 14:

CDrecorded = ^> ^ 2  ^  10^ [2Ji ('50)/Ji(50°)
X c o s lf0 In 10] sin Jf cos 2/30/ [ 1

-  tgh(^ L D  In

+ cos2 2/3o cos?C)/2] (12)

Here 5a° and 3C° refer to the wavelength at which the 
instrument has been calibrated, and due to the dispersion 
of the refractive index of the modulator and to nonideal 
wavelength program for its excitation voltage, 50 as well 
as 3C will be wavelength dependent. Recently these pa­
rameters were analyzed in connection with absolute CD 
determinations:16 ô0 typically varied between 80 and 100° 
and 3C between 2 and 5° for X between 200 and 800 nm. 
From transmitted intensities at different frequencies q = 
7(370 H z )//(7 4 0  Hz) =  0.01 was estimated.

The demonstrated instrumental limitation seems im­
portant regarding the growing interest in studying optically 
active liquid crystals and other systems with potential 
macroscopic anisotropy together with the fact that modem  
modulators by necessity have sinusoidal character (os­
cillating stress modulators).
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'The optical spectrum of the solvated electron in liquid ammonia is analyzed by a method of moments. A general 
formalism to compute the theoretical moments is presented. These moments are function of only the ground 
state wave function. The moments of the experimental curves are obtained by using a fit to a skewed Gaussian. 
A comparison of theory and experiment is presented using a spherical well model. The parameters of the well 
thus obtained are V„ = 1.85 eV and a =  4.1 A and only one bound state is allowed.

I. Introduction
The optical absorption spectrum of solvated electrons 

in liquid ammonia consists of a broad asymmetric band 
centered in the near-infrared and tailing in the visible.2 
The nature of this absorption band has been extensively 
studied and various approaches such as the cavity model,3 
the semicontinuum model,4’6 or ab initio calculations7,8 
have been used. In most of these works, one starts from 
a given theoretical model and directly calculates the 
quantities of interest, namely, the position of the ab­
sorption peak, which are then compared to the experi­
mental results. Nevertheless, some workers have at­
tempted to reproduce the shape of the spectrum. Delahay9 
has decomposed the spectrum into several bands arising 
from bound-bound and bound-continuum transitions, but 
this does not fit the solvated electron absorption band in 
ammonia. More recently, Mazzacurati et al.10 have used 
an exact expression of the absorbance for the case of a 
particle in a spherical box. Their results are in good 
agreement with experiment but the method cannot be 
extended to more realistic model potentials.

In this paper, a general method to derive, from the 
experimental spectrum, the characteristic parameters of 
a given model potential featuring the solvated electron 
potential is presented. From this, it is then possible to 
discuss the nature of the allowed optical transitions and, 
for instance, the number of bound states in the case of a 
spherical box. For this purpose a method of moments is 
used. The theoretical expressions for the moments of the 
absorption curve can be determined from the ground state 
wave function in terms of the parameters of the model 
potential. By equating these expressions to the experi­
mental values of the lowest order moments, a set of 
equations allowing the determination of the parameters

is then obtained. Moreover, when the number of calcu­
lated moments is greater than the number of parameters, 
a critical test of the validity of the model potential can be 
done.

In section II, a formalism is developed showing that one 
only requires the knowledge of the ground state wave 
function, without any assumptions concerning the tran­
sitions. In section III, the computation of the experimental 
moments is described and in section IV a simple appli­
cation to the case of an electron in a spherical box is given. 
Then, in section V, numerical results are discussed and 
possible improvements are described.

II. General Form alism
The contribution of a solvated electron to the imaginary 

part of the dielectric constant is given by11
e2(E)=  47r2S<glfleXelflg>5[ F -  (Ee - E g)] (1 )

where atomic units are used. |e) represents the wave- 
function of one of the excited states, and Ee the energy 
associated to this state; |g) the wave function of the ground 
state, and Eg the ground siate energy; f  is the component 
of the electron position along a given direction. In this 
expression, it is implied that the ground state is nonde­
generate. The summation is extended over all the excited 
states.

The nth order moment of t2(E) is defined by

Mn = ~ i e 2(E)En dE (2 )
7r

Using the closure relation, Lannoo and Decarpigny12 have 
shown that these moments can be expressed in the form

Mn = 8ir[<glf [n ] lg> -  <glf lg)<gl[n] lg>] (3)
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Cm'1 X 10-3
Figure 1. Variation of the refractive index with energy calculated from 
ref 12: curve 1, 1 MPM; curve 2, 0.5 MPM; curve 3, 0.1 MPM. The 
horizontal line indicates the refractive index of the pure solvent.13

where [n] is the commutator of order n:

[ n ] = [ H , [ H , . . . [ H ,n -  -] (4 )

and H is the electron Hamiltonian.
This expression shows that it is possible to evaluate the 

moments knowing only the Hamiltonian and the exact 
wave function of the ground state. Equation 3 takes into 
account all the transitions to all excited states: bound- 
bound transitions as well as bound-continuum transitions.

In the following sections, the moments needed for 
computation are normalized to unit M<> They are referred 
to as mn where

mn = Mn/M0 (5 )

III . E xperim ental M om ents
The absorptivity a of the solution is related to the 

imaginary part of the dielectric constant by

a(E) -
2vEe2(E)

hcn(E)
(6)

where n(E) is the refractive index and c the velocity of 
light. In order to obtain c2(E) from the absorption curve, 
one has to know the values of n(E) for each wavelength.

The work of Koehler14 on the reflectance spectra of 
metal-ammonia solutions gives some values of the real and 
imaginary parts of the dielectric constant as a function of 
the energy. From these data, the variation of the refractive 
index with energy can can be calculated. These values are 
plotted in Figure 1 for the three concentrations used by 
Koehler: 1, 0.5, and 0.1 M P M  at about -5 0  °C . The 
variation of n(E) as a function of energy becomes smaller 
as the concentration is decreased.

Since the concentrations used in studies of the spectrum 
of solvated electrons are factor of 100 smaller than 0.1 
M P M , we can consider that the refractive index is a 
constant equal to the refractive index of pure ammonia.15 
Thus, it follows from (6) that the moment of order n of 
€2(E) is related to the (n -  l)th  order moment of the 
absorption curve.

To calculate the moments, the optical spectrum was 
fitted with a skewed-Gaussian equation16

a ( £ )  = «max exp In 2 ln 1

+
2b(E -  £ max)U

A E J] (7)

TABLE I : Experimental Results for NaNH3 
Solutions at -  65 ° C

Emaxt A.E,
No. Concn, M cm-1 cm“1 b
1“ 1.26 X 10“3 6830 ± 50 3241 ± 80 0.465 + 0.050
2“ 1.63 X 1(T3 6815 ± 20 3105 ± 30 0.493 ± 0.020
3“ 3.89 X 10“3 6705 ± 30 3180 ± 45 0.532 ± 0.028
4b 0 6920 ± 40 3319 ± 55 0.506 ± 0.024
5C 1.39 X 10“4 6950 ± 35 3365 ± 50 0.465 ± 0.022
“ Taken from ref 16 curves 10, 25, and 28 for nos. 1, 2, 

and 3, respectively. b Reference 17. Data extrapolated 
to infinite dilution. c Reference 17 curve 4.

TABLE II : Experimental Moments (in atomic units )
No. Mo M, Mo

• 1 3.368 x 10“2 1.190 X 10“3 4.431 X 10“5
2 3.378 X 10“2 1.195 X 10“3 4.449 X 10“5
3 3.364 X 10“2 1.191 X 10“3 4.479 X 10“5
4 3.450 X 10“2 1.253 X 10“3 , 4.819 X 1 0 '5
5 3.427 X 10“2 1.234 X 10“3 4.694 X 1 0 -5

Cm"1 x 10-3
Figure 2. Nonlinear least-squares fit of NaNH3  spectrum at infinite dilution
and -65 °C .17

where amax is the value of the absorptivity at the maximum 
Emm, b is an asymmetry parameter, and AE is related to 
the half-width w by the relation

sinh b
w = A E — ^—  (8)

The moments of this curve are defined and can be 
evaluated in an analytical form.17 The experimental 
moments are designed pn. It follows from (6) that nn 
corresponds to M n+1. Therefore the experimental moments 
are normalized in the following way:

Mn=Pn/Ai- 1 (9)

so that fin corresponds to mn+1.
The experimental data were taken from the literature. 

The values used were those of Dye and Douthit18 and of 
Rubenstein19 for N aN H 3 solutions. For the later,19 both 
the experimental data and data extrapolated to infinite 
dilution were used.

The spectra were fitted to eq 7 by using a nonlinear 
weighted least-squares program.20 The parameter used for 
the fit were a max, Emm AE, and b. The weights were 
calculated using the standard deviation given in Ruben- 
stein’s thesis.

The values of the parameters with their standard error 
are given in Table I. A  typical fit is shown in Figure 2.

The moments were calculated by numerical integration 
of eq 7. The normalized values are given in Table II.
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TABLE III: Final Results
No. m3 F0,eV a, A E , eV

1 5.448 X  HT5 1.83 4.11 -0 .7 0
2 5.470 X  10’ 5 1.84 4.14 -0 .7 2
3 5.489 X 10“5 1.82 4.05 -0 .6 7
4 5.913 X IO"5 1.87 4.01 -0 .6 9
5 5.769 X 10“s 1.86 4.05 -0 .7 0

IV . A p p lication  o f the Theory to a Sim ple  
Potential W e ll

The evaluation of the theoretical moments necessitates 
the choice of a model Hamiltonian for which the ground 
state wave function must be determined.

The cavity model has been widely used, and we have 
chosen to apply our method to one of the simplest cases: 
the particle in a spherical box of radius a and of depth Vw. 
For this model the Is wave function of the ground state 
is known. The number of excited states is given by the 
size of- the potential well.

The. values of the moments are (in atomic units)

3 K 2/  sin 2Ka K
m -  —‘—[Ka ------------------ H—  sin Ka

2 T  \  2 x

m2 = K 5a/T ,

2 K \
m 3

where

Vo 1
x a

T =
(Ka)3 sin 2Ka 

3

K 3
+ f

sin2 Ka

{Ka)2 -  -

(10a)

(10b)

(10c)

Ka cos 2Ka

sin2 Ka (xa) +  xa + (11)

with

indication of a slight inadequacy, of the model.
The calculated energy \E\ can be compared with the 

threshold on the low energy side. The values we have 
obtained, though reasonable, are too high. This point can 
be related to the discrepancy mentioned above with regard 
to m3, since, when the well’s edge is rounded off, the bound 
level moves upward.23

The energy E cannot be directly compared with the 
experimental data of photoemission by solvated electron 
solutions,24,25 since these values include transitions to the 
vacuum and not to the delocalized states in the bulk of the 
solution.

This difference is well pointed out in the model of 
Copeland, Kestner, and Jortner3b in which a constant term 
Vn represents the difference between the energy of the 
quasi-free electron in the medium and that of the electron 
under vacuum. This difference was described by Magat.26

Our calculations based only on the shape of the optical 
spectrum cannot give the value of V(l. It could be obtained 
by the difference between the values of the photoemission 
threshold and that of the threshold to the delocalized states 
in the bulk of the solutions.

These results obtained in a simple case show that the 
application of the method of moments to the analysis of 
the solvated electron spectra can give important infor­
mations about the potential well, the electronic ground 
state, and the type of transitions involved. Its main in­
terest resides in the fact that the calculations are relatively 
easy and thus can be extended to more realistic potentials 
where the calculation of the complete absorption spectrum 
is no longer possible. It is also to be remembered that no 
particular assumptions concerning the transitions are 
necessary.

In a further work, we intend to compute the moments 
using a more realistic potential model, as well as to cor­
relate the characteristic parameters of these potentials for 
solvated electrons in various media.

K  = s/2(E + V w); x =  \/ Z 2 £ ;  ~X  =  K  cotg Ka ( l i b )

and E is the energy of the ground state.
The two unknowns are Vw and a. They can be obtained 

by solving the two equations

Mo = m  j 

Mi =  m 2

The values of Vw and a are obtained with a program 
solving simultaneous nonlinear equations.20 These values 
were used to recalculate m3. The results are shown on 
Table III.

V . D iscussion
The values obtained for Vw and a, satisfying the Landau 

condition,21 indicate that, in the framework of the spherical 
box model, there is only one bound state in the well. 
Therefore the optical band is due to transitions to the 
continuum. This confirms the results obtained by Maz- 
zacurati et al.10 who have fitted the optical spectrum with 
the complete expression for the absorbancy first derived 
in this case by Breit and Condon.22

The values of m3 recalculated from Vw and a are of the 
right order of magnitude, being systematically 20%  higher 
than the experimental values. Since m3 is very sensitive 
to the magnitude of the ground state wave function at the 
edge of the well, this discrepancy can be considered as an
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The TiCl3-H 20 2 radical-generating method has been used within an aqueous continuous-flow system to study 
by EPR at ca. 25 °C the following substrates: allyl, ethyl, isopropyl, isobutyl, and £ert-butyl formates. Attention 
was directed to the characterization of radicals having the following structures: -C -O -O C-H  and -C-C-O -O C-H . 
Few radicals of these two structural types have been characterized before in aqueous solution. In general, each 
type of radical showed a formyl-proton coupling, but the size of this coupling in radicals of the same typie depended 
on radical structure, e.g., for -CH2CH2OOCH and -CH2CH(CH3)OOCH, respectively, a°HCH was 2.2 and 0.8 G. 
A possible explanation of the experimental data for these 7- and 5-CH formyl-proton couplings has been obtained 
with the use of INDO molecular-orbital calculations.

Introduction
There seem to have been few electron paramagnetic 

resonance, EPR, studies of aliphatic formates as substrates 
by means of the T iC l3- H 20 2 continuous-flow, radical- 
generating method.3 7 In an earlier investigation4 of a 
series of aliphatic carboxylic acids and their esters as 
substrates with use of the TiCl3-H 20 2 system, methyl and 
ethyl formate were found to give only the it radicals 
•CH2OOCH, 1, and CH3CH OOCH, 2, respectively; the 
spectrum for each radical showed a small (2.5 G) y-CH  
formyl-proton coupling. These two substrates have since 
been reinvestigated by others0 using this same radical- 
generating system. These workers0 confirmed the earlier 
results4 but, in addition, observed for each ester a broad 
singlet which was assigned to the a radical formed by 
formyl-hydrogen-atom abstraction. Vinyl formate and 
allyl formate have also been examined in dilute solution 
as substrates within the TiCl3-H 20 2 system at ca. 25 °C. 
The former gave6 only HOCH2CHOOCH, 3, its spectrum 
showing a small y-CH  formyl-proton coupling similar in 
size to those in both 1 and 2 .4,5 The latter yielded7 only 
HOCH2CH CH2OOCH, 4, and -CH2CH(OH)CH2OOCH, 5. 
The spectrum of 4 had a small (2.8 G) 5-CH formyl-proton 
coupling which, to our knowledge, is of a long-range type 
not previously reported.

In this present work, the earlier studies of aliphatic 
formates4,5,7 as substrates within the TiCl3- H 20 2 radi­
cal-generating system have been extended with special 
emphasis on long-range formyl-proton couplings. The 
substrates examined were allyl, ethyl, isopropyl, isobutyl, 
and ierf-butyl formates. For the case of allyl formate, the 
results obtained were in general agreement with those from 
the previous study7 and particular attention was given to 
investigating the temperature dependence of the coupling 
constants of 4. In studying the other substrates, it proved 
possible to characterize all radicals bearing either an a- 
or /J-(-OOCH) group which could conceivably be formed 
by hydrogen-atom abstraction from the alkoxy group. A 
possible explanation of the y- and 5-CH formyl-proton 
couplings observed in this present study and the earlier 
investigations4,0,' has been obtained by means of INDO  
molecular-orbital calculations.

Experim ental Section
Except when the tert-butyl compounds were examined, 

the experimental arrangement and procedures were as 
given elsewhere' except that a Varian F-80A X -Y  recorder 
was used for the temperature-dependence study of 4. For 
the £eri-butyl compounds, the only difference was that the

EPR system was the Varian E -9 spectrometer and ac­
cessories described previously.8 Spectra were recorded as 
the first derivative and g values taken as before against 
aqueous potassium peroxylaminedisulfonate, which also 
served as the field standard.7 The field-modulation 
amplitude was normally ca. 0 .1 -0 .4  G, but was raised to 
as high as ca. 2 G when an effort to detect a a radical was 
made.

One of the two streams was an aqueous solution of TiCl3 
containing added H 2S 0 4 and the other, aqueous H 20 2. 
Normally, to minimize hydrolysis of the esters,4 the 
substrate was included only in the H 20 2 stream and this 
was kept free of added H 2S 0 4. However, occasionally 
H 2S 0 4 was added to this stream to favcr hydrolysis and 
thus facilitate study of the possible contribution of al­
cohol-derived radicals to the spectrum observed in the 
absence of added H 2S 0 4. This procedural variation was 
useful since, in general, a given alcohol tended to be more 
reactive than its formate, as expected.9 Unless specified 
otherwise, the results reported refer to the use of the 
normal procedure.

The following esters were examined without further 
purification: allyl formate (Eastman, reagent grade), ethyl 
formate (Eastman, practical grade), and isopropyl formate 
(City Chemical and K  & K). Isobutyl formate (Eastman, 
reagent grade) was found by GLC analysis to contain ca. 
1 mol %  isobutyl alcohol. Triple distillation of this 
substrate from P2Os reduced the alcohol impurity below 
detection level.5,10 However, control EPR spectra showed 
the unpurified and purified substrate to give about the 
same proportion of radicals derived from isobutyl alcohol. 
iert-Butyl formate was prepared by the method of Stevens 
and van Es11 and used without further purification, since 
no sign of impurity was detected by analysis of its 60-M Hz 
N M R  spectrum (that this substrate was adequately free 
of fert-butyl alcohol was shown by EPR  measurements, 
see later).

The reaction conditions were as follows: total flow rate, 
2 -4  ml s 1 equally divided between the two streams, the 
results obtained being not noticeably dependent on flow 
rate over this range; the reaction temperature, 25 ±  2 °C , 
unless stated otherwise; the reducing stream, 0.004 and 0.2 
M  in TiCl3 and H2S 0 4, respectively; and the oxidizing 
stream, 0.1 M  in H 20 2 and, normally, with no added 
H 2S 0 4. A s mentioned before, substrates were included 
only in the oxidizing stream, with concentrations as follows: 
allyl formate, 0.03 M ; isopropyl formate and isobutyl 
formate, 0.1 M ; teri-butyl formate and ethyl formate, 0.2 
M .
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Figure 1. EPR spectrum for the substrate ethyl formate: temperature 
25 °C; [rC I3] =  0.004 M arid [H2S04] =  0.2 M, in the reducing stream; 
[H20 2] =  0.1 M and [CH3CH2OOCH] =  0.2 M, in the oxidizing stream; 
total flow rate 3 ml s '1, equally divided between the two streams. The 
arrow indicates the position of the single line from the CH3CH2OOC-, 
9, see text. (A) Stick plot for -CH^HjOOCH, 7, a.triplet (1:2:1) of triplets 
(1:2:1) of doublets (1:1). (B) Stick plot for CH3CHOOCH, 2, a quartet 
(1:3:3:1) of doublets (1:1) of doublets (1:1). (C) Stick plot for CH3CHOH,
8, from ethyl alcohol present as impurity, a quartet (1:3:3:1) of doublets
(1:1). . s

Allyl formate was also studied with the use of the 
TiCl3-N H 2OH radical-generating system.12 For those 
investigations, the reaction conditions were as for the 
TiCl3- H 20 2 work except that the oxidizing stream was 
water made 1 M  in hydroxylamine hydrochloride (East­
man, reagent grade) and the allyl formate and TiCl3 
concentrations raised to 0.12 and 0.008 M , respectively.

Results
Allyl Formate, CH2:CHCH2OOCH. This substrate was 

studied with both the TiCl3- H 20 2 and TiCl3-N H 2OH  
systems. As before,7 only 4 and 5 were observed13 with the 
former system and, in the case of 4, a small (2.8 G) doublet 
(1:1) splitting was found which was assigned to the formyl 
proton. The spectrum from 4 was carefully investigated 
while raising the temperature from 7 to 44 °C , the only 
coupling constant showing temperature dependence being 
afí-FÍr0H which had a positive temperature coefficient of ca. 
8 mG deg-1. W ith the TiCl3-N H 2OH system, only 
H2N C H2CHCH2OOCH, 6, was observed. Although rather 
poorly resolved, the spectrum7 of 6 was successfully an­
alyzed as a quartet (1:3:3:1) of triplets (1:2:1) of triplets 
(1:1:1) of small (2.8 G) doublets (1:1). The quartet was 
attributed to the chance equivalence of the a-CH  proton 
and two /3-CH2 protons, these being reasonably assigned 
to the -C H 2OOCH group.7 As in the case of 4, the small 
doublet splitting was attributed to the formyl proton. The 
spectrum of 6 was simplified not only by o^I||OOCH and
a™H being equal, within experimental error, but because
(aCĤ OOCU - aCHjNH2) „  a¿OCH „  aN/ 2.

Ethyl Formate, CH3CH2OOCH. Under normal field- 
modulation-amplitude conditions, the spectrum obtained 
was completely interpretable in terms of 2 and 
•CH2CH2OOCH, 7, from the ester and CH3CHOH, 8, from 
ethyl alcohol14 present as impurity.15 As expected,4-5 2 gave 
a quartet (1:3:3:1) of doublets (1:1) of small (2.5 G) doublets 
(1:1), the last coupling from the formyl proton.4'5 Radical 
7, not observed in the earlier studies4’5 of ethyl formate, 
gave a triplet (1:2:1) of triplets (1:2:1) of small (2.2 G) 
doublets (1:1). The two triplets were assigned by com­
parison with those in related radicals studied in this 
present work and elsewhere.16 The small doublet was 
attributed to the formyl proton. Figure 1 illustrates the 
spectrum from ethyl formate: the spectra from 2 and 7 
are both intense and overlapped.

In their previous study of ethyl formate, Metcalfe and 
Waters5 found not only 2 but also a broad singlet of g value
2.0005 ±  0.0003 assignable to the a radical CH3CH2OOC-,
9. Such a signal was not found under the normal field-

modulation-amplitude conditions used here or in the 
earlier study reported from this laboratory.4 However, 
upon raising the field-modulation amplitude, one of the 
lines increased in intensity at the expense of all others, see 
Figure 1. This line was assigned to 9, with a g value of
2.0008.

Isopropyl Formate, (CHi)2CHOOCFl. This substrate 
gave an organic-radical absorption of rather low intensity 
and the signal from the titanium-radical complex17 was 
never completely suppressed. This situation could not be 
avoided since the oxidizing stream was saturated with 
respect to the ester. However, by time-averaging tech­
niques, this absorption was completely analyzable in terms 
of -CH2C H (C H 3)OOCH, 10, (CH3)2COOCH, 11, and 
(CH3)2CHOOC-, 12, with no evidence for radicals from 
isopropyl alcohol.14 Radical 10 gave a quartet (1:3:3:1) of 
small (1.8 G) quartets (1:3:3:1) of small (0.8 G) doublets 
(1:1). The larger quartet was attributed to the chance 
equivalence of the a-C H 2 and /?-CH proton couplings and 
the small quartet, to the y -C H 3 protons. Although end 
lines were not observed, the spectrum of 11 appeared to 
be a septet (1:6:15:20:15:6:1) of small (1.3 G) doublets (1:1). 
The small doublets in both 10 and 11 were assigned to the 
formyl proton. A broad (ca. 1 G peak-to-peak) absorption 
observed at a g value of 2.0008 was assigned to a radical 
12.

Isobutyl Formate, (CH?) 2CHCIi.,OOCH. The spectrum 
observed was fully accountable in terms of -CH2CH - 
(C H 3)C H 2O O CH , 13, (C H 3)2C C H 2O O C H , 14, and 
(C H 3)2C H C H O O C H , 15, from  the formate and 
•CH2CH (CH3)C H2OH, 16, and (CH3)2CC H2OH, 17, from 
isobutyl alcohol14 present as impurity. All attempts to 
observe the a radical from this substrate by procedures 
similar to those employed for 9 failed. Also, no evidence 
for the presence of (CH3)2CH CH O H , 18, was found. 
However, when H 2S 0 4 was included in the oxidizing 
stream so that the substrate reacting was largely isobutyl 
alcohol, the predominant radical observed was 18, as 
expected.914 Since this seemingly different selectivity of 
hydrogen-atom abstraction from the alcohol in the 
presence of the formate was irrelevant to the present study, 
it was not investigated further.

It should be noted that 13 and 1614 would be expected 
to yield similar, overlapping patterns of lines, each a triplet 
(1:2:1) of doublets (1:1). Only one such triplets-of-doublets 
pattern was observed, this finding being in line with the 
presence of either one or both of 13 and 16. Based on the 
amount of alcohol in the reaction mixture, as crudely 
inferred from the signal intensity of 17, which was small 
in comparison with that from 14 or 15, it appears unlikely 
that this pattern could have arisen solely from 16. Thus, 
both 13 and 16 were suspected to be present. However, 
since this point was unimportant to the chief thrust of the 
present work, and because of the previously noted question 
of the seeming change in the selectivity of hydrogen-atom 
abstraction from the alcohol in the presence of the formate, 
no attempt was made to pursue it further. The spectrum 
of 14 was a septet (1:6:15:20:15:6:1) of triplets (1:2:1) of 
small (3.2 G) doublets (1:1); that of 15 was a doublet (1:1) 
of doublets (1:1) of small (2.4 G) doublets (1:1). For 14 
and 15, the small doublets were assigned to the formyl 
proton. The two larger doublet splittings for 15 were 
assigned by comparison with the couplings in the analogous 
radical 2 since these are known unambiguously.

tert-Butyl Formate, (CH^^COOCH. Even though the 
oxidizing stream was saturated with respect to the sub­
strate, the organic-radical absorption produced was of 
somewhat low intensity and there was a residual signal
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TABLE I : Spectroscopic Data for Formate-Derived Radicals“

Radical

2, CH3CHOOCHb 
4, HOCH2CHCH2OOCHd

5, CH2CH(OH)CH2OOCHte
6 , H2NCH2CHCH2OOCHft
7, CH2CH2OOCH 
9, CH3CH2OOC-

10, CH2CH(CH3)OOCH
11, (CH3)2COOCH
12, (CH3)2CHOOC-
13, •CH2CH(CH3)CH200C H 13
14, (CH3)2CCH2OOCH
15, (CH3)2CHCHOOCH 
19, CH2C(CH3)2OOCHs

Coupling constants, G

a-CH (3-CH Other g value

19.42 ■ 24.28 2.49® 2.00275
21.82 17.87,® 23.42^ 2 . 8 0 ^
21.75 17.96,® 23.40^ 2.80« 2.0024'
21.74 18.13® 23.40^ 2.78«J
22.25 24.52 2.0024
22.39 19.64,' 22.39^ 2 .7 8 / 5.56m 2.0024
22.14 24.59 2.18« 2.0024

2.0008” '°
22.18 22.18 0.83,« 1.82p 2.0024

22.29 1.27® 2.00265
2.0008”

21.87 27.50 2.0025
23.22,r 12.98^ 3.22« 2.0025 5

18.70 23.24 2.40® 2.0025
22.13 0«-', 1.38P 2.0026

“ All data are mean values based on several full field scans. Unless specified otherwise, at 25 ± 2 °C and with the maxi­
mum uncertainties for a and g values being 0.10 G and ca. 0.0001, respectively. b These a values are in reasonable agree­
ment with the literature,4'5 considering that the previous workers did not allow for the presence of overlapping lines from 7, 
see Figure 1. ® aT.H00<" H. d The assignment of the (J-CH2 proton couplings in 4 is justified elsewhere.7 ® afl_HCH; OH. 
f afl.HCH2OOCH. « a5.HOOCH. h All data taken at 9 t 1 CC, the standard deviation of the mean being 0.04, 0.03, 0.05, and 
0.01 G, respectively, left to right. 1 All data taken at 23 ± 1 °C, the standard deviation of the mean for the a values being 
0.03, 0.02, 0.02, and 0.01 G, respectively, left to right. 7 All data taken at 44 ± 1 °C, the standard deviation of the mean 
being 0.04, 0.03, 0.05, and 0.01 G, respectively, left to right. k All data taken from ref 7. 1 . m a^. ” In
agreement with the literature.s’2: °  Maximum uncertainty 0.0002. p Q The data attributed here to 13 refer to a
mixture of 13 and 16, see the text. r aj3.HCH3. s In order to make the most reliable comparison, the results for 19 and 20 
(see ref 20) were taken in close succession under the same recording conditions. f Not resolved; <0.4  G, the peak-to-peak 
line width approximately equal to the field-modulation amplitude (owing to the low intensity of the signal, smaller field- 
modulation amplitudes were not possible).

from the titanium-radical complex.1' Nevertheless, the 
organic-radical absorption was readily assignable to 
•CH2C(CH3)200CH, 19, and an isomer, 14, their relative 
steady-state molar proportions being roughly 3:1. As with 
isopropyl formate, all attempts to observe the a radical 
failed. The production of 14 presumably arose via 19, 
similar isomerizations having been observed in the case 
of analogously structured radicals.1819 The spectrum of 
19 consisted of a triplet (1:2:1) of small septets 
(1:6:15:20:15:6:1), with no evidence of a coupling with the 
formyl proton. The spectroscopic properties of 19 are 
sufficiently different from those for the analogous radical 
•CH2C(CH3)2OH, 20, from teri-butyl alcohol14,20 to leave 
little doubt as to the source of the EPR signal attributed 
to 19. This assignment is strengthened by the following 
evidence: first, N M R  analysis indicated the substrate to 
be free of impurities and to undergo negligible hydrolysis 
in aqueous solution over time periods comparable to those 
employed in the EPR investigations; secondly, the ap­
parent reactivity of the substrate within the TiCl3- H 20 2 
system was appreciably less than that of teri-butyl alcohol 
when run under the same reaction and recording condi­
tions; thirdly, the spectra obtained were independent of 
flow rate.

The coupling constants and g values for the formate- 
derived radicals are summarized in Table I.

Discussion
Each saturated formate ester underwent hydrogen-atom 

abstraction at every carbon position in the alkoxyl group; 
the reactivity characteristics of the alkoxyl group toward 
hydrogen-atom abstraction, as judged by the relative 
steady-state molar concentrations4 of radicals observed, 
agreed with the general pattern of results of the previous 
analogous study4 of saturated aliphatic carboxylic esters. 
However, for ethyl formate, 7 was clearly observed in the 
present work, unlike previously.4,0 This discrepancy 
probably stems from differences in reaction and recording 
conditions.21 Only with ethyl and isopropyl formate was

the spectrum of the a radical found. In each case, this was 
a rather broad singlet which, for ethyl formate, was ov­
erlapped by lines from other radicals. In view of the 
observation of a a radical with ethyl and isopropyl formate 
and based on past experience with carboxylic acid esters 
as substrates in this laboratory4 and elsewhere,5,22 it is not 
clear why an analogous a radical was not detected from 
either isobutyl or teri-butyl formate.

The radicals in Table I fall into four categories, viz. a 
radicals and ir radicals with a single -O O C H  substituent, 
this being in either the a, (3, or y position. The a radicals, 
9 and 12, have the same characteristically low g value,
2.0008, and, as might be expected in view of the breadth 
of the lines observed, show no hyperfine splittings.5,22 The 
a-(-OOCH ) radicals, 2 ,11 , and 15, have g. a£_H, and a®0™  
values of 2.0025-2.0028, 18.7-19.4 G, and 1.3-2.5 G, re­
spectively, which are in line4,5 with their common im­
portant structural feature, the a-(-O O CH ) group. The /3- 
and 7-( -00CH) radicals 4 -7 ,1 0 ,1 3 ,1 4 , and 19, have g and 
a£HH values of 2.0024-2.0026 and 21.8-22.4 G, typical of 
hydrocarbon-like radicals.23 Also, for the /3-(-OOCH) 
radicals, a?_%CH is 0.8-3 .2  G, except for 19 where it is too 
small to be resolved, <0.4 G.

The relationship

ad-H Uh Pa-C (1)

with Q(h H:i equal to 29.3 G24 gives p '.c as 0.829, 0.761, and 
0.792, respectively, for 2, 11, and 14. Furthermore, if 
A (-C H 3) is set equal to 0.081,24 these p* c values indicate 
that A(-O O CH ) in 2 and 11 are 0.098 and 0.099, respec­
tively, and, as expected,4,23'25 A (-C H 2OOCH) in 14 is 
somewhat lower, 0.062. These A(-O O CH ) values agree 
reasonably with those calculated from the data of Smith 
et al.4 and Metcalfe and Waters,5 viz. C.091 and 0.090, 
respectively. However, from another study of ethyl for­
mate with the use of the TiCl3- H 20 2 system, a substan­
tially different result for A(-O O CH ), 0.136, has been re­
ported.24 This value seems likely to refer to A (-O H )24
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TABLE II: Formyl-Proton Coupling Constants in 
•C(X,)(Xj)OOCH Type Radicals“

EPR of Radicals from Aliphatic Formate Esters

Radical X ,- X2- a y ^ O O C H , G

1 H- H- 2.51b
2 ch3- H- 2.49

15 (CH3)2CH- H- 2.40
11 c h 3- ch3- 1.27

iless specified otherwise, from Table I. b Reference
4, 25 ± 1 °C; in reasonable agreement with the litera-
ture.5’33

Figure 2. Dependence of the INDO-based values of [-CH2OOCH, 
1] (solid line) and [-CHjCHjOOCH, 7] (broken line) on the angle 
of twist, 8 , as defined in the text for each radical.

rather than A (-O O C H ), i.e., significant hydrolysis of the 
ester may have occurred.4,5

As pointed out already, the a-( OOCH) radicals (i.e., of 
structure •C(X1) (X 2)OOCH, 22) possessed a long-range
7-CH formyl-proton coupling, as expected,4,5 see Table II. 
There is considerable evidence26 to indicate that, for simple 
aliphatic carboxylic esters, R 1OOCR2 where R! and R2 are 
small, in the liquid phase at about room temperature, the 
s-trans is preferred over the s-cis conformation and, for

R,

R, s-trans s-cis
methyl and ethyl formate, the s-trans is highly favored over 
the s-cis conformation.26c,d,gJ l,p,q,t z If 22-type radicals exist 
preferentially in the s-trans conformation, then their 
conformational properties may be discussed in terms of 
the two conformations I and II which differ only by a 90°

I H

rotation about the C„ Ol3 bond.
Preliminary molecular orbital calculations using the 

INDO approximation27,28 and following this conformational 
approach were carried out on 1, the simplest radical29 of 
structure 22. Figure 2 illustrates the results obtained by

TABLE III: Proton Coupling Constants in 
C(X,)(X2)C(X3)(X4)OOCH Type Radicals“

Rad­
ical x ,- X2- x 3- x 4- a p a ,  Gb
14 ch3- ch3- H- H- 12.98 3.22

4 H- h o ch2- H- H- 23.40 2.80
6 H- h2n c h2- H- H- 22.39 2.78
7 H- H- H- H- 24.59 2.18

10 H- H- ch3- H- 22.18 0.83
19 H- H- ch3- ch3- <0.4
“ From Table I. b In the -C(X3)(X4)OOCH group.

plotting the INDO-calculated value of a7°H H [1] as a 
function of 8, the angle of twist of the plane of the -O O CH  
group about the C „-0^  bond with respect to the Ca 2p2 
orbital. Figure 2 shows the calculated value of a®9$u [1] 
to range from a maximum of 3.1 G for I, 6 =  0 ° , to a 
minimum o f -1 .2  G for II, 6 =  90°. However, since the sign 
of the experimental value of a °0jfH [1] is not known, it is 
impossible to determine the preferred conformation of 1 
on the basis of the INDO-calculated numerical results for 
a°°HH [1], assuming these results are approximately 
correct.30

However, the data in Table II may be explained par­
tially, assuming that the INDO results for a70jVH [1] 
generally apply to 22, as follows: for the radicals of type 
22 where X i is H, CH 3, or (CH 3)2CH and X 2 is H , viz. 1, 
2, and 15, respectively, the preferred conformation (or 
manifold of conformations centered about that confor­
mation) should be similar. Thus for these 22 radicals, any 
variation in should be small being the result of
variation in pi c, which should also be small.24 The results 
in Table II for 1, 2, and 15 support this view. However, 
when both X j and X 2 in 22 are CH3, there is a distinct 
change in |a®°IVH|. If a7°HH [1] is negative and [11] 
is positive or negative, simple steric arguments show that 
this change may come from a variation in preferred 
conformation (i.e., 1, 2, and 15 being closer than 11 to 
conformation II). On the other hand, if [1] is
positive and a7°HH [11] either positive or negative, then 
this change appears to demand an increased likelihood of 
the -O O C H  group being nonplanar in 11 compared with 
1, 2, and 15. Such an effect also would be of steric origin. 
Evidence for this increased likelihood from studies of the 
parent formate esters is fragmentary and seemingly 
conflicting.31 However, INDO calculations on 1 entailing 
simultaneous rotation about € „ -0 ^  and Ofl-C 7 show that 
(Ort-C7)-bond rotation should, in general, tend to cause 
|o^ )h h| to fall.32 Also, these INDO calculations show that 
(03- 07)-bond rotation could be a contributing source of 
the observed change in |a°°HH| if the formyl-proton  
couplings in 1 and 11 are negative and positive, respec­
tively, or both negative. Fuller discussion of the for­
myl-proton couplings in 22-type radicals, as well as as­
signment of specific conformations, must await the ex­
perimental determination of the signs of these couplings.

It was noted earlier that all the d-(-OOCH) radicals (i.e., 
of structure •C (X ,)(X2)C (X 3)(X 4)OOCH, 23) except 19 
showed a 5-CH formyl-proton coupling, see Table III; also, 
in ethyl formate, the s-trans is highly favored over the s-cis 
conformation. Hence, if 23-type radicals exist preferen­
tially in the s-trans conformation, their conformational 
properties may be discussed33 in terms of conformations 
III and IV which differ only by a 90° rotation about the 
C „-C d bond, i.e., the conformation of the -C H 2OOCH  
group remains unchanged.

The results of INDO calculations34 on the simplest 
radical of this type, 7, are illustrated in Figure 2 by way 
of a plot of the INDO-calculated value a0®’9 [7] as a
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function of 9, the angle of twist of the plane of the 
-C,jOOCH group about the C„-C,( bond with respect to the 
C„ 2p2 orbital. Figure 2 shows [7] to be a maximum 
of 4.3 G in III, 9 = 0°, and to fall to a minimum of es­
sentially zero in IV, 9 =  90°. If the INDO-calculated a 
value results are accepted as being approximately correct, 
the experimentally observed a ¿'Vi H [7] value, 2.2 G, 
supports no strong preference for either conformation III 
or IV ,35 and tends to suggest that essentially free rotation 
occurs about the Ca-C^ bond (other evidence for the 
presence of such free rotation is given later).

From the INDO calculations, it appears that, if the 
d-(-COOCH) group remains planar, aWi "  [7] would take 
the form

aoocH [ 7]cx <cos2 0) (2)

where (> denote the time-averaged value. However, it 
seems reasonable to expect that, as the H atoms at X 3 and 
X 4 in 7 are replaced by CH:, groups, rotation about the 
C3- 0 7 and 0 7-C 6 bonds is more likely to occur.36 Further 
INDO calculations on 7 with simultaneous rotation about 
the C „-C rt, Cri 0 7, and 0 7-C { bonds show that these extra 
bond rotations should, in general, tend to reduce the 
experimentally observed value of a® hCH and cause it even 
to approach zero.32b-3' However, this same replacement 
of the H atoms at X 3 and X 4 in 7 by CH3 groups would 
tend to favor conformation III over IV on steric grounds,38 
leading to an increase in the average value of a°HCH. The 
significance of this latter contribution relative to that 
arising from the (Ca- 0 7) and ( 0 7-C 5) bond rotations is 
apparently small, since the experimentally observed a?_HCH 
values for the radical series 7, 10, and 19 show a marked 
drop as each H atom at C,-. is replaced by a CH3 group.

That there is essentially free rotation about the Ca-Cjj 
bond in 4, 6, 7, and 10 may be inferred from the values of 
the coupling constants of the C/:i proton or protons in these 
radicals.24 When an H atom on C„ in 7 is replaced by 
either -C H 2OH or -C H 2N H 2, the rotation about the C„-C(i 
bond should become slightly more hindered39 relative to 
7, with III becoming somewhat favored over IV and a ° hCH 
tending to increase. Such an increase is observed, see 
Table III. Replacing both C„ hydrogens in 7 by CH3 
groups to form 14 should further restrict rotation about 
the Ca-Cfj bond. The low value for a3IH [14] shows that 
there is restricted rotation about this bond and that the 
preferred conformation is III.40 Thus, a°HCH [14] should 
be appreciably larger than oPh'11 in 23 radicals with es­
sentially free rotation about the C „-C rf bond; and, in fact 
a? HCH [14] is the largest 5 coupling observed in this radical 
series. As discussed for 1, this same replacement of an a-H  
atom in 7 by other groups may also favor (Crf-OJ and 
( 0 7- Cj) bond rotations, leading to a fall in «¿Ch h. Ap­
parently, however, this effect is small relative to that 
stemming from the restriction to rotation of the C „-C (j 
bond.41

In the foregoing, discussion of possibly significant 
spin-transmission mechanisms operating in radicals 22 and 
23 has been omitted. This omission was thought ap­

propriate because of the absence of experimental evidence 
about the signs of the coupling constants and the radical 
conformations.42
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increments and for each increment the Op-Cy bond was rotated in 
2 0 °  increments, (b) It is hoped to discuss the details of these 
calculations in a  later paper.

(33) Radicals analogous to 23 have been studied by EPR at ca. -1 0 0  °C  
in hydrocarbon solvents [D. J. Edge and J. K. Kochi, J. Am. Chem. 
Soc, 94, 7695 (1972); 95, 2635 (1973)]. The results of these studies 
appear compatible with the assumption of restricted rotation about 
the Cn-Oy bond made in this present report.

(34) For these calculations, it was assumed27,28 that the C -H , C„-C fj, 
Cfr-O.,, 0 7-C ,5, and C j = 0  bond lengths were 1.08, 1.52, 1.43, 1.36, 
and 1.22 A, respectively; and the bond angles about both C„ and 
Cy were 1 2 0 °, whereas those about Cfl were 109 .47°. The only 
variable was 6, the angle of twist of the -C H 2OOCH group about the

C „-C fj bond with respect to the Ca 2pz orbital with C^ remaining in 
the plane of the -O O CH  group.

(35) The dependence of the INDO calculated total energy, E  of 7 on 6 
gives [E ( II I)  -  E (IV )] =  2.96 kcal m o t1 with E (II I)  and E(IV), 
respectively, being the maximum and minimum values of the Evs. 
8 plot. These data, if reliable [J. A. Pople and G. A. Segal, J. Chem. 
Phys, 44, 3289 (1966); J. A. Pople, D. L. Beveridge, and P. A. Dobosh, 
ibid, 47, 2026 (1967); J. A. Pople and D. L. Beveridge, “ Approximate 
Molecular Orbital Theory” , McGraw-Hill, New York, N.Y., 1970, Chapter
4], suggest that IV  ought to be favored over III;  this conclusion agrees 
with expectation based on simple steric arguements.

(36) This follows from steric considerations analogous to those discussed 
in ref 31, e.g., see ref 26g,j,x. The evidence for this tendency in 
the case of both bonds is scanty and for the O .-C , bond is seemingly 
contradictory.26e"9,k_m,0,r,t“z

(37) Starting with conformation IV , the Ca-C»  bond was rotated in 10° 
increments; for each increment, the 0 ^ -0 y bond was rotated in 10° 
increments and, for each of these increments, the Oy-C s bond was 
rotated in 3 0 °  increments.

(38) That a»HS [10] is somewhat less than [7] tends to support this 
idea.

(39) This conclusion is in line with the observed values in these
radicals if we assume plausible values for A (-CH2OH) and A (-CH jNH2), 
viz. 0 .059 and 0.043, respectively.7

(40) For 14, use of eq 1 modified to include the commonly assumed 
dependence24 of a“ H on the angle of twist about the C„-Cg  bond 
between the CQ 2pz orbital and the plane of the C „-C » -H  group, 6 ', 
gives (cos2 f t )  =  1 2 .98 /[2 (23 .22 )] or 9' =  5 8 ° , i.e., 9 ~  0 ° .

(41) That the steric effect of a bulky substituent may vary, depending 
whether it is on the a -  or the (3-C, seems reasonable.

(42) F. W . King, Chem. Rev., 76, 157 (1976). It  is hoped to include 
discussion of these mechanisms and related topics in a later paper. 
However, it is worth mentioning here that the INDO calculated 
formyl-proton couplings of this present paper agree substantially with 
expectation based on the W-plan reviewed by King.

(43) P. E. S. Wormer and D. B. Chesnut, Theor. Chirn Acta, 20, 250 (1971).
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Excited states of naphthalene, anthracene, naphthacene, and pentacene have been calculated using unrestricted 
Hartree-Fock theory in the PPP approximation. Energies of the projected states of pure multiplicity were 
determined usipg the density matrix expressions of Harriman and co-workers. Results are in good agreement 
with experiment and with configuration-interaction calculations. Unique problems arose in the UHF calculations 
due to accidental degeneracies in the starting Huckel calculation and due to degenerate natural orbitals associated 
with the Coulson-Rushbrooke pairing properties. The sources of the degeneracies and their resolution are 
discussed in detail.

I. Introduction
Unrestricted Hartree-Fock (UHF) theory1 is the sim­

plest available method for allowing the orbital rear­
rangement that is necessary in calculating excitation and
ionization energies.2 It is therefore a useful alternative to
configuration-interaction (Cl) treatments for predicting
molecular electronic spectra. The task of setting up and 
diagonalizing a C l matrix is eliminated. However, the 
single-determinant functions provided for open shells by 
UHF theory are not pure spin states, and it is necessary 
to apply Lowdin’s spin projection operators3 to eliminate 
this defect. Harriman and co-workers4 have provided the 
basic means of calculating the reduced one- and two- 
particle density matrices for the spin-projected states, and 
the amount of computation time involved is comparable

to that for singly excited C l calculations.
W e have recently reported5 some projected UH F cal­

culations of the electronic spectra of several small mol­
ecules at the INDO level of approximation. The results 
were somewhat better than those obtained with singly 
excited CL In view of the large amount of past effort that 
has gone into spectral calculations on x-electron systems, 
we felt it would be of interest to make some similar 
comparisons employing the Pariser-Parr-Pople (PPP) 
ir-electron approximations.6 W e therefore wish to report 
some calculated spectra for naphthalene, anthracene, 
naphthacene, and pentacene.

In comparison with C l calculations, the projected UHF  
results for these molecules are somewhat mixed. For about 
half the excited states the projected UHF calculation
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TABLE I: Charge Density Natural Orbitals and 
Occupation Numbers“

Occupa- Relation to 
tion no. corresponding

Indices (7) orbitals6

<t>p P = 1 , 2 2 ap ~ bp = 0 p
i -= D + 1, D  -  2, . . ., v 1  + d ; a; = t,0 , + u ¡0 ,'

f t l = N + 1  -  1 1  d, b, = t ¡<Pi -  u;0 ,-’
014+j j  == 1 , 2 , . . ., 2 m 1 au,J = <!>V*J
4>N*r r := 1 , 2 , . . , , B - N 0

° P  = no . of a electrons; v =  no. of ß electrons; N  = p +
v; 2m = p v >  0; B  = no. of basis functions. The empty 
natural orbitals, occur only if B  >  N . b t, = [(1 +
d , ) / 2 ] ' > 0; u,- = [(1 -  d,-)/2]1'2 > 0.

provides a lower energy than does the Cl; for the other half 
the situation is reversed. As far as comparisons with 
experiment are concerned, there is little to choose between 
the two methods. Possibly of greater interest than the 
particular numbers are some peculiarities that arose during 
the U H F calculations. In particular, degeneracies appeared 
at several places in the computations, and it was necessary 
to understand and resolve them before consistent results 
could be obtained. These problems are discussed in section 
II of this paper, before the calculated results are given in 
section III.

II . Som e Facets o f Projected U H F  T heory
The expressions provided by Harriman et al.4 for the 

reduced one- and two-particle density matrices of the 
spin-projected states require the use of the charge-density 
natural orbitals \<t>\, which are eigenfunctions of the 
charge-density matrix, and the corresponding orbitals, ja| 
and jb|, that were introduced by Amos and Hall.7 The a 
corresponding orbitals )a( are defined by a unitary 
transformation of the occupied a-SCF orbitals; the d 
corresponding orbitals {bj are defined by a unitary 
transformation of the occupied d-SCF orbitals. The 
unitary transformations are chosen so as to diagonalize the 
matrix of overlap integrals between the two sets of orbitals:

<a,lbj) = djdy (1 )

There are simple relationships between the corre­
sponding orbitals anc the charge density natural orbitals, 
and the overlap integrals, d„ are related to the natural 
orbital occupation numbers.4 These relationships are listed 
in Table I. It is important to note that the expressions 
for the two-particle density matrix given by Harriman et 
al. are valid only for the case t„ u, >  0.8

The calculation of excitation energies proceeds as fol­
lows: The closed-shell ground state is obtained by the 
standard restricted Hartree-Fock procedure9
f t , =  A [ f t ( l ) a ( l ) f t ( 2 ) d ( 2 ) .  . . 0 W 2(jV

-  l ) a ( N -  1 ) v n/2( N ) W ) ]  (2)
The desired open-shell excited state is formed by replacing 
one of the occupied ft by a virtual orbital f t

= A [ f t ( l ) a ( l ) f t ( 2 ) d ( 2 ) .  . ,f t (2 i

- l ) a ( 2 i - l ) i M 2 i ) 0 ( 2 i ) . . . ]  (3 )

which is iterated tc self-consistency using the UHF  
equations of Brickstock and Pople.1 The molecules studied 
belong to point group D^  which has no degenerate irre­
ducible representations. If r(i) and r{k) represent the 
irreducible representations to which orbitals ft and f t  
belong, the unrestricted wave function (3) transforms 
according to the representation which is the direct product 
Tik =  Hi) x  r(fe). When r(i) r(k), rik will not be the

totally symmetric representation. Pure spin states are 
obtained by application of Lowdin’s spin projectors,3 6s

* U k = 0S*i-+k (4 )

and the energy associated with ftft* is calculated from

1=1

+ £ n f c Iglftft) (5)i.j.k.l
where h is the core Hamiltonian and g =  e2/rn. The  
natural orbitals occurring in eq 5 are the same as those in 
the unprojected state (3), but the occupation numbers, yf 
and the coefficients, T-jkh do change as a result bf pro­
jection.

At several stages of the calculation, degeneracies oc­
curred; these had to be resolved before consistent results 
could be obtained.

In the first place, determination of the wave' functions
(2) and (3) begins with a Huckel calculation. For some 
symmetric molecules, the Huckel solutions possess acci­
dental degeneracies. In the linear polyacenes treated here, 
this occurs when the molecule contains an odd number of 
fused rings. Diagonalization of the Huckel Hamiltonian 
matrix of course produces arbitrary combinations of the 
degenerate orbitals rather than the desired symmetry 
orbitals. If either or both of the orbitals i and k involved 
in the excitation f t  is not a symmetry orbital, the spatial 
symmetry will be lost when the excitation is carried out. 
In order for the density matrices to reflect the full spatial 
symmetry of the molecule, it is necessary to carry out 
spatial projection of the degenerate orbitals before creating 
the excited state. This is straightforward because usually 
examination of the Huckel orbitals quickly reveals which 
irreducible representations are involved in the accidental 
degeneracies. Accidental degeneracies in orbitals other 
than i and k can be ignored when carrying out the exci­
tation. Obviously, with a slightly better computer program, 
it is possible to use symmetry-adapted basis functions and 
eliminate altogether this problem of accidental degener­
acies by symmetry-factoring the Huckel Hamiltonian 
matrix.

During the UHF iteration to self-consistency the Aufbau 
principle cannot always be used, because the orbitals 
sometimes reorder after the i -*• k excitation has been 
made. It is necessary to incorporate into the SCF pro­
cedure a search process to ensure that orbitals of the 
desired symmetry are occupied during each cycle.

Degeneracies also occur during the spin projection of 
f t  ,k after self-consistency has been achieved. It is nec­
essary to determine the charge-density natural orbitals \<f>\ 
and corresponding orbitals (a,b). Harriman’s expressions 
for calculating the density matrices of the projected states 
require that these orbitals satisfy the relationships in Table 
I. The former are usually obtained as eigenvectors of 
the total charge-density and bond-order matrix, P =  P “ 
+  P rf. The corresponding orbitals are usually obtained as 
eigenvectors of the product matrices, P " P ifP'* and P T ^ 'P 3. 
The eigenvalues of P are the occupation numbers (7) given 
in Table I. The nonzero eigenvalues of p ap 0p “ and 
p,ip„prt ^  d 2̂ tjje square 0f  the overlap integrals defined 
in eq 1.

Degeneracies arise in two ways. The first has been 
discussed earlier and results because of the way f t  .k is 
formed. Since orbitals i and k are required to have dif­
ferent symmetries, there is one set of natural orbitals (0„ft ) 
for which <a,|b, > =  d, =  0. W e therefore have a limiting
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TABLE II: Electronic Configuration in Lowest Excited 
State (B,u) of Naphthalene

a electrons P electrons
Occupied orbitals lb 3U lb 3U

lb ,g lb,g
lb 2g lb 2g
2b3U 2b 3U
2blg lau

Empty orbitals lau 2b,g
2b2g 2b2g
3b3U 3b3U
2au 2au
3b2g 3b2g

case of paired natural orbitals with unit occupation 
number. The pair <t>i) cannot be determined solely by 
diagonalizing P; and the related a, and bt cannot be found 
solely by the process mentioned above. A variety of 
methods'can be devised to resolve this degeneracy. Since 
these have been described earlier in detail,5 however, the 
discussion will not be repeated here. Since the D 2t, point 
group is Abelian, the excited-state molecular orbitals retain 
their symmetry adaptedness. It is therefore possible to 
simplify the determination of the self-consistent orbitals 
in TfC* by symmetry factoring the Hartree-Fock matrix. 
However, this does not eliminate the degeneracy problem 
during the projection calculation because the degenerate 
natural orbitals of unit occupation number are not sym­
metry orbitals.0 v ;

In the even-alternant ir-electron systems of present 
interest, there is another source of degeneracy, which can 
be rationalized geometrically in terms of the Coulson- 
Rushbrooke (CR) pairing theorem.10 In alternant systems, 
one steps through the molecule starring alternate atoms, 
so that each starred atom has only unstarred neighbors and 
vice versa. The theorem states that in the SCF ground 
state each bonding orbital has a complementary anti­
bonding orbital which differs from it only in the signs 
associated with one set of atomic orbitals.

When the i —► k excitation is performed, if orbitals i and 
k are complementary in the CR sense, the uniform charge 
distribution is maintained in the excited state, and so are 

'the orbital pairing properties.
To.see how this causes degeneracies in the natural and 

corresponding orbitals, let us consider the lowest excited 
state (Blu) of naphthalene. This state is created by exciting 
an a electron from the 5th to the 6th orbital, giving the 
electronic configuration listed in Table II. These two 
orbitals are CR complementary, so the pairing properties 
are retained.

Since there is only one b^ orbital occupied in the a and 
the /3 spaces, the occupied b2g orbitals are also corre­
sponding orbitals, and we have an overlap

<lb?f llb?,>= d(b2g)

The empty b3u orbitals are CR complementary to these, 
so we have

<3b?J3bfu> = d(b2g)

The sets of orbitals |lbfu, 2b3u, 3bgu} and |lbfu, 2b3u, 3bfu} 
provide two alternative definitions of the same three- 
dimensional space, which is illustrated in Figure 1. The 
two-dimensional subspace defined by the occupied orbitals 
|lb3u, 2bguj is a plane orthogonal to the empty orbital 
(3bfu); and the subspace )lbfu, 2bfuj is a plane orthogonal 
to (3bfu). Clearly, these two planes intersect in a line, 
which means that there is a pair of corresponding orbitals 
(a,b) of b3u symmetry having unit overlap. It is also clear

, 2 b f u} S {b , b '}

Figure 1. The three-dimensional b3u space of naphthalene, (alb) =  
1. <a'|b') =  <3bgu|3b|u) = cos 0.

that the other set of corresponding orbitals (a'.b') are 
separated by an angle, ii, equal to the angle between the 
empty b3u orbitals. Thus

<a 'lb '>=<3b?u l3bfu> = d (b 2g)

Therefore, when one diagonalizes P "P^P", P ;iP "P fl, or P 
to determine the corresponding orbitals or the natural 
orbitals, there will be degeneracies corresponding to 
mixtures of the b2g and b3u orbitals. However, it is a simple 
matter to obtain the correct symmetry orbitals by using 
spatial symmetry projectors. This projection must be 
carried out in order to obtain consistent results when using 
Harriman’s expressions for the density matrices of the 
projected states.

It is interesting to go a little further in this vein. The 
two-dimensional blg space is completely spanned by the 
occupied a orbitals. This guarantees that the occupied blg 
orbital in the ¡3 space can be perfectly matched so that we 
will have unit overlap of the bXg corresponding orbitals, and 
a doubly occupied natural orbital of bXg symmetry. These 
orbitals become degenerate with the b3u orbitals with unit 
overlap mentioned above, but degeneracies among doubly 
occupied orbitals do not invalidate the Harriman ex­
pressions, so they need not be split during the calculation.

It is furthermore clear from Table II that the corre­
sponding orbitals of zero overlap will be of big symmetry 
in the a space and au symmetry in the (t space. This 
knowledge makes easy the determination of those orbitals 
by spatial projection.

The arguments get more complicated for the larger 
molecules because one must work in spaces of greater than 
three dimensions. However the appropriate arguments can 
be made, and all observed degeneracies can be rationalized.

III . Results
All calculations were carried out with the usual PPP 

approximations of zero differential overlap and zero 
off-diagonal core matrix elements except between nearest 
neighbors. All fused benzene rings were taken to be regular 
hexagons with sides of length 1.40 A. The core matrix 
elements between nearest neighbors were set equal to 
-2 .395 eV. The one-center repulsion integrals were taken 
to be 11.13 eV and the two-center repulsion integrals were 
evaluated by the Mataga-Nishimoto approximation.11 The 
Cl calculations that were done for comparison with the 
projected UHF calculations included all singly excited 
configurations. All calculations were carried out with a 
slightly modified version of the Fortran program SPUHF, 
which has been submitted to the Quantum Chemistry
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TABLE III: Unique Natural-Orbital Occupation Numbers
for the Unprojected UHF States of B1U Symmetry

Molecule 7
Naphthalene
Anthracene

Naphthacene

Pentacene

2.0, 2.0, 1.9964, 1.9964, 1.0
2.0, 2.0, 1.9994, 1.9994, 1.9964, 

1.9964, 1.0
2.0, 2.0, 1.9998, 1.9998, 1.9993, 

1.9993, 1.9962, 1.9962, 1.0
2.0, 2.0, 1.9999, 1.9999, 1.9998, 

1.9998, 1.9992, 1.9992, 1.9961, 
1.9961, 1.0

TABLE IV: Wavelengths (A ) for the Ground to Excited 
State Transitions in Naphthalene

Caled
Excited
state

Projected
UHF Cl Expt

B2 u 3 1 3 7 2 9 9 1 3 1 0 6 “
’ B ,u 2 7 2 4 2 7 6 5 2 7 5 7 b
'B 3g
3B1U

2 0 9 9 2 1 1 5
5 0 0 6 7 2 6 4 4 9 6 3 b

3B2u 3 3 1 9 3 6 0 4 3 3 5 3 b
3B3g 2 7 0 8 4 2 6 4

“ J. R. Platt, J. C h e m  P h y s . ,  18,1168 (1950). b R. G. 
Parr, “ Quantum Theory of Molecular Electronic Struc­
ture” , W. A. Benjamin, New York, N.Y., 1964.

Program Exchange (QCPE No. 278). The modifications 
were those described above, namely, to handle the par­
ticular type of open shells used in the excited states,0 and 
to split the several degeneracies when necessary.

Our group-theoretical notation is that suggested by 
IU P AC ,12 so that the molecules lie in the yz plane, the 
short molecular axis being the z direction and the long axis,
y -

All the excitations we carried out were from the highest 
occupied orbital to the first three virtual orbitals of the 
ground state. As a result, CR-induced degeneracies only 
occurred during excitation to the lowest virtual orbital. In 
all four molecules considered, this produced states of B lu 
symmetry. The extent to which degeneracies occurred is 
illustrated in Table III, which lists the unique natural- 
orbital occupation numbers for the unprojected UHF  
states. Clearly, degeneracies are quite common, and all 
of them can be rationalized by geometric arguments similar 
to those presented earlier for naphthalene. Other than 
those listed for the B lu states, the only degeneracies were 
among two doubly occupied orbitals in the B 3g states of 
all molecules. It is interesting that in these cases, the 
degenerate doubly occupied orbitals have the same 
symmetries, namely, b3U for naphthalene and naphthacene, 
and big for anthracene and pentacene.

In all cases, the unprojected UHF states were composed 
of almost 50%  singlet and 50%  triplet character. The 
weights of the states with multiplicity five were about 0.3%  
for B lu symmetry, about 1%  for B 3g symmetry, and about 
5 %  for B‘2u symmetry. Much smaller, though nonvanishing 
contributions were also obtained for states of multiplicity 
seven for the larger molecules.

The calculated spectra are shown in Tables IV -VII. In 
most cases, there is reasonable agreement between the Cl 
and the projected UH F results. It is interesting to note 
that the C l calculation generally produces appreciably 
lower energies for the triplet states than does the UHF  
treatment. However, for those cases where experimental 
data are available, the UHF results are in somewhat better 
agreement.

All preceding discussion has been devoted to open shell 
systems with equal numbers of a and /? electrons. These 
are referred to as m =  0 states, since they have zero z

TABLE V: Wavelengths (A) for the Ground to Excited 
State Transitions in Anthracene

Excited
state

Caled
Projected

UHF Cl Expt

'B2U 3713 3342 3745“
'B,u 3493 3568 3649b
'B* 2887 2630
3B1U 7921 11488 7298b
3b2U 3711 3876
3B3g 3286 5468

“,b See footnotes to Table IV.

TABLE VI: Wavelengths (A) for the Ground to Excited
State Transitions in Naphthacene

Caled
Excited Projected
state UHF Cl Expt
1 Bill 4239 4343 4278b
'B2U 4163 3568 3922“
‘ B3g 3402 31823D 11802 18859 10340b
3B3g 4121 7434
3b2U 3969 3899

“■b See footnotes to Table IV.

TABLE VII: Wavelengths (A ) for the Ground to Excited
State Transitions in Pentacene

Caled
Excited Projected
state UHF Cl Expt
'B1U 4915 4969 5755b
'B2U 4471 3711 4167“
'B3g 4086 3696
3B,U 16934 29078
3B3g 5002 8622 .

3b2U 4130 3899
“ Footnote a, Table IV. b E. Ciar, “The Aromatic Sex-

tet” , Wiley, London, 1972.

TABLE VIII: Wavelengths (A ) for Ground to Excited
Triplet States Obtained from Projected UHF
Treatment of m  = 1 Functions

Excited state
Molecule 3B1U 3B2U 3B3g

Naphthalene 6720 3148 2924
Anthracene 13393 3473 3673
Naphthacene 28788 3582 • 4901
Pentacene a 5191 6303

“ Triplet energy was lower than ground state RHF 
energy.

component of spin angular momentum. These are the 
states that must be treated in order to obtain projected 
singlets and triplets from the same calculation. However, 
if one is primarily interested in the triplet states, it is 
natural to consider the m =  1 cases which have two more 
a than d electrons. W e have therefore carried out the m 
=  1 calculations for all the triplet states included in Tables 
IV -V II. The wavelengths for excitation from the ground 
states to these triplets are listed in Table VIII. Com­
parison of these with the corresponding numbers in Tables 
IV -V II is rather interesting. For the B 2u triplets, the m 
=  0 calculations provided lower energy states than the m 
=  1 calculations except for pentacene, the largest molecule. 
For the B3g and B Iu triplets, lower energies were obtained 
in all cases from the m =  1 calculations. The difference
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between the m =  0 and m = 1 energies increases with the 
size of the molecule, and is much greater for B lu symmetry 
than for B 3g. The upshot of this is that the excitation 
energies for the ground state to the 3B lu states obtained 
from the m =  1 calculation are much too small in com­
parison with available experimental data. The case of 
pentacene is extreme in that the 3B lu (m =  1) state was 
found to be lower in energy than the closed shell ground 
state. The disparities between the m =  0 and m =  1 results 
can only result from differences in the effective flexibility 
of the basis .sets.5 Since the m =  0 results compare fa­
vorably with available experimental data on the whole, we 
must conclude that the m =  0 U H F basis contains com­
parable flexibility with that of the closed shell calculation. 
The effective flexibility of the basis for the m =  1 UHF  
calculations increases with molecular size and is different 
for different spatial symmetries, increasing in the order: 
B *  <  B 2u <  B lu. This order can in fact be rationalized by 
comparing the available virtual orbitals for naphthalene 
in the three calculations. However it is difficult to explain 
all the observed variations without a considerable amount 
of additional study, so further discussion of these points 
will be deferred.

Based on these results, as Well as our earlier INDO  
calculations,5 we feel that the projected UH F method is 
a viable alternative to C l for the calculation of excited 
electronic states, provided that the UH F and closed-shell 
E H F  treatments employ basis sets with comparable ef­
fective flexibility. Experience now seems to indicate that 
the m =  0 U H F calculation satisfies this requirement in 
most cases. The method should become more useful in 
conjunction with extended basis-set ab-initio calculations, 
and we are presently developing computer programs to 
carry out such treatments.

Note should also be made of two obvious alternative 
methods for treating the open-shell excited states: (a) the 
restricted open-shell (RHF) approximation developed by

Roothaan;13 and (b) the extended Hartree-Fock (EHF) 
theory.14 The RH F method is inferior to projected U H F  
because it employs the restriction of identical a and d 
orbitals in the closed-shell part of the wave function. This 
inferiority was shown by direct comparison at the INDO  
level of approximation for formaldehyde and diazo­
methane.5 Even though the R H F calculations15 included 
some configuration interaction, the projected UH F cal­
culations produced lower energies for the states considered. 
The EH F theory is somewhat better than the present 
technique, since it involves energy minimization after spin 
projection. It also involves appreciably more work, 
however. Moreover, it should be noted that U H F  treat­
ment has been found to yield close to 100%  of the cor­
relation energy in some cases.16
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We compare the predictions of the Cohen-Turnbull theory with the “computer experiments” results in the 
case of hard spheres self-diffusions and impurity diffusions. We show the limits and the failures of the 
Cohen-Turnbull theory. Moreover we use such analysis to propose, for the diffusion coefficient, a new expression 
of the Macedo-Litovitz type which is valid also in the case of binary dilute mixtures (see eq 18). We compare 
our new equation with the experimental data showing a satisfactory agreement for the case of diffusions in 
liquid N2 and Liquid CC14.

Introduction
The “computer experiments” carried out on systems of 

hard spheres1-3 are very interesting and useful for many 
purposes. W e want to use such experiments to make the 
first correct test of the Cohen-Turnbull (CT) theory4 for 
the diffusion process. In fact such a theory has been 
developed quantitatively for a system of hard spheres, and 
therefore any test using the experimental data of the real 
fluids4-6 is inconclusive. The reasons for a correct test of

the C T  theory are twofold: one is that it proposes very 
important physical ideas in a very simple mathematical 
context; the other is that the C T  theory is the main basis 
for the Macedo-Litovitz hybrid expression,7 which has 
been found very successful in describing the self-diffusion8 
and viscosity9 behavior of real fluids. Moreover under­
standing of the limits of the C T  theory can help to extend 
the Macedo-Litovitz expression to impurities’ diffusion. 
W e want to remark that a first crude comparison of the
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CT theory using hard spheres computer experiments17 was 
already reported by Turnbull and Cohen.18 However this 
test is incomplete since it refers only to self-diffusion and 
is limited to densities near the solidification density.

T est o f the C o h e n -T u rn b u ll T heory
The main idea of the CT theory is that diffusion occurs 

only if the local density is equal to or lower than a critical 
value. Therefore, in dense fluids, diffusion is driven by 
density fluctuations. If this situation occurs, the mass 
transport proceeds following a basic dynamic event; the 
C T  theory suggests that this event is a single particle 
motion with a mean free path nearly equal to the diameter 
of the cage. For a test particle, i.e., a solute at infinite 
dilution, diffusing in a solvent, the two previous as­
sumptions can be analitically expressed as

D ct(V,T) = fvrD (j ,T )p (v )d v  (1 )

and

D(v,T) = guv'13 (2 )

where Dct(V,T) is the CT theoretical expression; V and 
T are the molar volume and the temperature, respectively; 
u is the free volume per molecule; p ( v )  is the probability 
that the free volume per molecule is between v and u +  
do; v* is the value of the “critical” free volume, i.e., for v 
<  v * the D { v )  = 0; the only conditions that the CT theory 
gives for v ’  are that v ‘  is of the same order of magnitude 
as V0/N, moreover if the test particle has smaller di­
mensions than the solvent particle, u* should be inde­
pendent of the characteristics of the test particle; indeed 
diffusive transport is completed only by the jumping of 
the neighboring molecule into the void;4 u =  (3RT/M T)1/2 
is the average kinetic gas velocity; R is the gas constant; 
M t is the molar mass of the test particle; g is a numerical 
factor of the order of unity. In the case of a hard sphere 
fluid the redistribution of the free volumes occurs with no 
energy change; therefore p ( u ) turns out to be4

P ( v )  =
yN t yvN \

V -  V 0 e X P '\ ~ V -  V0 )
(3 )

where 7 is a numerical factor of the order of unity; N is 
the Avogadro number, and V(l is the close-packed molar 
volume (Vo =  Arcrs:i/ 2 - /2); <r8 is the hard sphere diameter 
of the solvent. V0 depends only on the solvent properties 
since the concentration of the test particle is practically 
zero. Inserting eq 3 in eq 1 and using eq 2 we can easily 
obtain DCt(V,T) as

DCt(V,T)

= gV  01/3

, T _ i

{ V031RT
M t \ 7 N

1/3

ft*~zll3e~* dz (4)

where z* =  7v*N/(V -  V0). In the range 1.5 <  V/V0< 3, 
eq 4 can be approximated very well by the expression

\ 1/3

DCT(V,T) = g ’. I Y ±
N

3 RT

\  M t
exp

y ’v*N 
V - V 0 (5 )

with g' and 7' numerical constants of the order of unity 
but, of course, different from the g and 7 of eq 2 and 3. 
W e want to remark that eq 5 does not imply making the 
assumption D(u) ~  D{v') =  constant4 in eq 1. For V/V0 
>  3, eq 4 does not have simple analytical expression, after 
numerical integration. In any case since eq 3 is strictly 
valid only for a hard sphere fluid, a correct test of the CT

theory, represented by eq 4, must be done using the ex­
perimental data of such a system. These data are now 
available from computer experiments.13 These computer 
experiments have been performed in the following cases: 
(A) self-diffusion,1 i.e., test particle equal to solvent 
particles; (B) isotopic diffusions,2 3 i.e., the test particle 
having the same diameter, crT, as the solvent, <xs, but 
different mass (M T ^  M s); (C) test particle having M T =  
M s but (J'y ^  (7g.3

Type A  experiments allow for a check of the D de­
pendence of V and T. Type B experiments mainly in­
vestigate the validity of the model proposed for the “ basic 
dynamic event” (see eq 2), since the change in mass does 
not influence p(v) as far as classical mechanics holds. Type 
C experiments check the dependence of 0* on the ratio c/ 

. =  <tt /  (ts. The hard spheres data can be expressed by the 
f general formula

/( M t
•^h s  \V,T,m = ,0

7 .2 4  X i o ­

t i  +  a ')2 \1Mt

where

cm 2/ s ( 6)

V 1

Vo g n (a 12)

i.w(V/V0,mS) is the computer experiment correction to 
Enskog’s theory and is given in ref 1 -3  as D /Z )E; g 12(0̂12) 
is the equilibrium radial distribution function at contact 
between the solute and the solvent;10 <r12 =  (07 +  o s)/2 .

Instead of comparing eq 4 with eq 6, we prefer to 
eliminate the trivial dependences on. T, M T, and V0. 
Therefore we construct the quantity y as

D(V,T,m,a)
(7 )

and we compare the y  values in the cases A, B, and C. 
(A) Self-Diffusion (i.e., m = 1, a' = 1). W e have

^HS 1 =  i m  x 10" 5ìaw
V

vò
,1,1

. V  1
(8)

^CT
V_

VÒ

-  1 .8 7  X 1 0 “4 g fz*°°zl,3e~z dz (9 )

All the quantities are in cgs emits; fAw(F/ V0> rn = l, a' 
= 1) is taken from Table I of ref 3. In Figure 1 we report 
y vs. V 0/ ( V  -  V„) both for the hard spheres and for the 
CT theory. The y CT has been calculated taking the pa­
rameters g /y 1/3 =  0.28 and yv" =  1.59(V0/AT) (which 
implies g' =  0.43 and y'v* = 1.69 (V 0/ N )  in eq 5); these 
values for the parameters are found to give the best fit to 
the yHS data, moreover, they are quite reasonable from a 
physical point of view.

The most important conclusion drawn from Figure 1 is 
that, choosing the best values for the parameters, the CT  
expression for D agrees with the “experiments” only in the
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TABLE I: a of Eq 15 as a Function of V/V 0 and o'

V I V 0

o' 1.6 3.0
1 0.44 0.36

3/4 0.45 0.24
1/2 0.29 0.17
1/4 0.15 0.10

y

Figure 1. y  vs. I/¡J(V -  V0): ( • )  values of yHS; (■) values of yCT 
numerically evaluated from eq 8 using g y ',/3 = 0.28 and yv '  = 
1.59(V0/N); the straight line is given by y =  8.04 X 10“5 
expj-1.69 [ l /0/( V-- l /0)]i and is the best fit of both y,s and yCT in the 
range 1.5 <  V/Va < 3.

range 1.5 <  V /V 0 <  3 where both DCT and D HS can be 
expressed as

- S t /  1/3D(V,T)=  8 ,0 4  X. 1 0 "sy o 

• /  1 .6 9  Vo\ 2/
X- e x p ---------------- c r h /s

V v - v j

\J M

(10)

For V '/ V 0 > 3, DCt always remains lower than D HS. The 
range 1.5 < V/  V0 -  3 is limited on the high density side 
by the melting process while its low density boundary 
corresponds to the density region where the behavior of 
(d7j/dT)„=(.onstant vs. p suggests a transition from liquidlike 
to gaslike behavior.11 Moreover at V /V 0 — 3 the computer 
experiments1 too show that the “ cage” effect begins to 
become quantitatively important.

(B) Isotopic Diffusion (i.e., m X  1, if =  1). In this case 
we have

^HS = 1 .8 1

X I O '5!AW

m  +  1

\ 2

g (a )

_V

Vo
(11)

ycr(V/Vn, m) remains identical with eq 9 since ycT does

YnjCgsa

Figure 2. yHS(m) vs. m for VIV0 =  1.6 ( • )  and V/V0 = 3 (■). The
lines----- and -  • -  • -  are the values of yCT at VIVQ = 1.6 and 3,
respectively. The full lines are the equations y =  8.04 X 10 5 
exp[-1.69 V0!(V -  V0)]nfAi for V/Va =  1.6 and y  =  8.04 X 10'5 
exp[-1.69 V0/( V -  V0))n f36 for V/V0 =  3.

not depend on m; f.Aw(V/V(), m, 1) is taken from ref 2 for 
m = 4 and from ref 3 for m < 1.

The comparison between yHs and yer has been made for 
various values of m at V /V 0 =  1.6 and V/V0 =  3; the 
results are shown in Figure 2. It can be easily seen that 
the CT theoretical predictions strongly disagree with the 
“ experimental” results yHs- In fact yCT is independent of 
m, while y Hs> f ° r 1-6 — V /V 0 — 3, can be represented very 
well by

y H = 8 . 0 4 X  1 0 '5m " exp ^ - ^ ^ - ^ ( 1 2 )

where a, obtained by the best fit of Figure 2, turns out to 
be a = 0.44 for V /V 0 =  1.6 and a =  0.36 for V/V0 -  3.

W e want to stress that the failure of C T  theory, in the 
case of isotopic diffusion, clearly demonstrates that the 
single particle motion underlying eq 2 is incorrect. The 
microscopic model from which the D(v) expression is 
obtained must describe the motion of few correlated 
particles. Furthermore we think that the increase of a with 
density means that the number of these correlated particles 
increase with density; in fact a =  0 indicates the single 
particle motion.

(C) Test Particle with Different Size (i.e., m = 1, o '  <  
1). In this case we have

7 .2 4  X ÎO -5  ̂ ( V _  \ (VfVq)
(1 + a ')2 AWU o ’ ’a /  g12(a i2)

(1 3 )

while ycT does not depend on crT if <rT <  os (see the dis­
cussion about i / 4); fAw (V /V 0, 1, <f) values are taken from 
Table I of ref 3. Using these data both for V/V0 = 1.6 and 
for V /V 0 =  3, eq 13 can be fitted quite well by the ex­
pression

, V , 
yH^l y  , »Ijff = A(a') exp

y j o ' W o i

v - v 0 (
(1 4 )

where A(cf) and y(r/) are given in Figure 3a and 3b and 
do not depend on V/V0. From Figure 3b we can see that
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Figure 3. (a) A(o') vs. o' and (b) 7 (<r') vs. o'. The lines have been 
drawn by hand through the calculated points.

7 depends on o’  and this contradicts the predictions of the 
CT theory.

According to our views this failure of the CT theory 
indicates that o' is dependent on o ’  even if o ' < 1 and this 
shows again that the local dynamic event (see eq 2) is 
wrongly described by the CT theory.

The tests made in A. B, and C suggest the following 
remarks about the CT theory.

(1) The CT theory indicates that the density fluctuation 
is the only meaningful parameter which allows the dif­
fusion process. This density fluctuation involves a big 
number of particles so that it can be regarded as a col­
lective property. The analysis we made in A, B, and C does 
not contradict this basic idea since in any case the 
“experimental” data suggest an exponential behavior with 
the density and this behavior turns out to be the one 
predicted by the CT theory. The same conclusion was 
suggested in ref 18.

(2) The CT theory suggests that when we have density 
fluctuations “big enough”, the diffusive motion proceeds 
like a single particle motion (see eq 2). The tests done in 
B and C clearly demonstrate the failure of such a picture.

The “experimental" data indicate that the basic dynamic 
event involves more than one particle; therefore eq 2 must 
be disregarded and other models must be proposed where 
the correlation of few particles can explain the 
“experimental" dependence of D  on MT and <rT. We want 
to remark that the inadequacy of the model, for which the 
“diffusive motion” proceeds like a single particle motion, 
was already pointed out by Frenkel12 with respect to 
diffusions of solutes having size smaller than the solvent. 
Frenkel stresses that the fluctuations in local free volume, 
which involve many particles, are responsible both for the 
hole formation, in which the solute molecule can jump, and 
for the disappearance of the void left behind by the solute.

Finally we want to indicate that if the test particle has 
both the mass and the size different from the solvent

particles (i.e., m ^  1 and o ’  ^  1), a generalization of eq 
12 and 14 gives

^ h :
Vo

, T , m , a '

X exp
7(o')Vo ) 

V -  V0 j

0.5-a
V  1/3 v 0

cm 2/s (15)

where, as before, Vn = N o * /21/2; A(o’) and 7 (0-') are given 
in Figure 3; a is given in Table I as a function o f V / V 0 and 
o ’ . These a  values are obtained fitting the yHS, derived 
from ref 3 for fixed values of V / Vn and o ’ , with the ex­
pression y HS(m) = constant X ma.

Extension of the Macedo-Litovitz Hybrid 
Expression

Macedo and Litovitz7 pointed out that in the case of 
self-diffusion in real fluids, in addition to density fluc­
tuations, energy fluctuations are important too.

Therefore the value of the transport coefficient must 
depend both on density fluctuations and on energy 
fluctuations. Following this idea they7 write D  = A p vp v 
where pK is the probability to have “enough” energy and 
pv is the probability that “enough” -fifee voldme is present 
so that the diffusion can occur. pv and pE can be 
evaluated13 in a way similar to Cohen and Turnbull in eq
3.

In such hypothesis D ( V , T )  turns.ctut to be 

\ V0 E * .  I
D ML(V,T) = D 0 e\p j~ 7 y  _  Vo j (16 )

where E J  is the energy' threshold value to allow diffusion 
(as v ‘ for the free volume); for the sake of simplicity Z)0 
is taken to be constant. In the density region 1 < V/ Vtr 
< 2 expression 16 has been found8 to describe quite well 
the density and the temperature behavior of self-diffusion 
in a Lennard-Jones fluid, in CH4, Kr, and C6H6, using 7 
= 1; V0 and Ev* are determined for each substance by fit. 
Using the value of V0 found by the fit we can translate the 
condition 1 < V/Vtr < 2 in 1.7 < V/V0 < 3.4; We want 
to stress that the parameters V0 and E v‘  for the various 
substances result in good agreement with each other within 
the limits where the corresponding state theory holds.8 
The Macedo-Litovitz theory has also been found successful 
in the viscosity case9 with the same limitations as concerns 
the density range.

We want to reconsider the Macedo and Litovitz ideas 
keeping in mind what we found in the previous section of 
this paper. First of all we can easily understand why eq 
16 is successful only in this density region; we have found, 
in fact, in Figure 1 that the role of the density fluctuations 
can be represented as an exponential in terms of Vn/  ( V  
-  V0) only if 1.5 < V /V 0 < 3.

Secondly we propose expressing quantitatively the ideas 
of Macedo and Litovitz not by eq 16, but as

D { V , T )  =  D HS( V , T ) f E * ° ° p ( E )  dE (17)

where p(E) dE is the probability that the energy per 
particle has the value E <  E <  E +  dE. Taking for p(E) 
the expression derived by Chung13 we have

D \ V , T )  =  C D HS( V , T ) e - EtlRT (18)

where C is a numerical factor of the order of unity. 
Equation 18 takes a simple analytical form if we only
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TABLE II: Results of the Fits of D *  = f(V * ,T *)  
Using Eq 16 and 19°

LJ5  k7c CH4c C^H6c

X ^
V0,d cm3/mol 
Ev*,d cal/mol 
x jef
V0/  cm3/mol 
Ev*/  cal/mol 
C f

0.6
18.1 ± 1.0 

300 ± 43 
0.5

15.6 ± 1.4 
184 ± 44 

1.45

1.0
22.0

420
0.5

17.3
306

1.28

0.7
24.2 

364
0.95

20.2 
210

1.49

0.2
62.4

1124
0.67

55.6
825

2.36

“ C* = (Z)(V,T)/.D(Vtr,Ttr)] , T* = ( T I T ^ V *  = V/Vu 
where the subscript tr represents the triple point. b The 
parameters V0 and E*  are obtained from the fit and their 
uncertainties are taken such that for values outside this 
range P(x2) <  0.05. The LJ fluid we considered has a = 
3.4 x 10“8 cm and e/K = 120 K. c The values of V0 and 
E* are obtained from the fit with the only conditions 
that they must be in the ranges V0 ± A V0 and E* ± aE*  
where V0 and E* are taken from the LJ fluid values using 
the corresponding state idea (i.e., U0 I = V0 Lj (ct,-/ctLj)3; 
Ej* = ELj* (e,76Lj) and AF0 and AE* must take into 
account both the indéterminations obtained for ELJ* and 
V0iLj  and the deviations of the ith fluid from the corre­
sponding state behavior, i.e.
/a V A  / a V0\ Act /A E*\ _ / a £* \  Ae,

\ ^ / L J + T
We choose for Act,- and_Ae,- the values obtained as half the 
differences of the parameters derived from triple and crit­
ical points. d Fit using eq 16, i.e.

e-V0HV-V„)e-Ey/*lRT 
D* = ----------------------------------------

y.tVCVtr” V 0)e  E v*IRTtt

e x 1 is defined as

( N /O (;)expt i>0)calcd \
/(N - P +  1 )

where N  is the- number of values used in the fit and p  
is the number of free parameters in the theoretical expres­
sion for Ucajcd-  ̂Fit using eq 19, i.e.

X  g-1.69 V0 /(V — V 0)g-E* IR T

D* = ------------------- ------------------------------• \jrtrc 1-69Vo«Vtr - V 0)e-B*/H7’tr

consider the density range V  j  V0 1.5 3. In fact recalling
eq 1 0  we can write eq 18 as

D(V,T) = CX  8 .04  X 10,-s

y 0 I / 3  exp
M

1 .6 9 V 0

V - U0
E *  '  

R T
(19 )

Using eq 19 we repeated the fits of the self-diffusion 
coefficient in the Lennard-Jones fluid, Kr, CH4, and C 6H6 

(i.e., the same data used in ref 8 ), leaving V0 and E *  as 
parameters to be determined by the fit.

The results are reported in Table II and we can see that, 
using eq 19, the agreement is as satisfactory as in the case 
of eq 16.

However, we want to stress that, in our opinion, eq 19 
is better than eq 16 for the following reasons:

(1) It gives the same agreement as eq 16, so far as the 
density and temperature behavior of self-diffusion in real 
fluids are concerned.

(2) Equation 19 makes the connection between the hard 
spheres case and the real fluids very clear showing that, 
in the diffusion process too, the hard sphere system is a 
good approximation to the real fluid. It is also easy to

expand D /D HS vs. t /K T  and this expansion agrees quite 
satisfactorily with what was found in the case of square 
well fluid with respect to the hard sphere fluid. 1 4  On the 
contrary, eq 16 makes the connection with the hard sphere 
case looser, mainly as far as the preexponential term, D0, 
is concerned.

(3) Equation 19 can be very easily extended to describe 
the impurity diffusion, being enough to use eq 15 instead 
of eq 1 0  for DHs in eq 18 and to reconsider the meaning 
of E *. On the contrary in the case of eq 16 the extension 
to mixtures is by no means obvious.

We want now to extend eq 19 to the case of the impurity 
diffusion, and therefore we want to reconsider E*. In the 
case of self-diffusion E '  depends only on one type of in­
teraction while in the case of a dilute mixture E * must 
depend both on solute-solvent and on solvent-solvent 
interaction (solute-solute interactions are not present since 
the solute concentration is very low). The relative im­
portance of the two interactions depends on the degree of 
cooperativity of the basic dynamic event; we can, in a first 
approximation, take their relative importance to be the 
same as the one appearing in the mass dependence. 
Therefore, if we only consider the density range 1.6 < V /V 0 
< 3, using eq 15 we have

~T~/ M s \ ° 's~a
D(V,T,m,o') = CA(o') —  —  U01/3

\4f T /

I 7(o ')V 0  E m i x *
X exp \------------------------------

( V -  U0 R T

with

/ eST ess ~ eST \
£mix* = —  + 2a-----------  }£s* (21)

\ ess eSS /

where E s* and V0 are the E ‘ and V0 values that we have 
for the self-diffusion of the pure solvent, c,; and atJ are the 
Lennard-Jones parameters for i -  j  interaction (we used 
the combination rules = (cr, + ct; ) / 2  and = («¿tj)1/2).

Equation 20 can be tested with the experimental data 
available in the literature. 6 ,1 5

To test the density and temperature behavior we 
construct for each impurity diffusion in the same solvent 
the quantity

D(VuTum,o')

D (V 2,T2,m,o’)

We report -  / ? c a ] c d )  / ri/?fiXpI vs. M r in Figure 4a for 
the diffusions in liquid N 26 and in Figure 4b for the dif­
fusions in liquid CC14 ; 15  R a,\c(\ is the value calculated by eq 
2 0  and Af?Expt is the error due to the experimental errors 
which from ref 6  and 15 was found equal to 10% of f?e*pt.

To test the dependence of the diffusing impurity on the 
parameters we construct the quantity

_  D{V,T,mi,Oi’) 

i,0_ D(V,T,m0,a0')

where the index 0  means an impurity taken as reference; 
we choose CH4 as the impurity reference. (Ŝ .olcaicd can be 
easily obtained by eq 20 if we suppose that the factor C 
does not depend on the impurity parameters in a fixed 
solvent. We report !(S.0)eipt -  (S,,0)caicd]/(ASl 0)eipt in Figure 
5 a for diffusions in N 26 and in Figure 5b for diffusions in 
CC14 . 1 5 ,1 6  In Table III we report the e / K  and a  values we 
used for the various substances.
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TABLE I I I :  (e/Ä, o) Values Used in Figures 4 and 5°
Substance e/K, K o, A

Hr 37 2.92
d 2 37 2.92
He 10.2 2.57
T, 37 2.92
CH, 129.5 3.62
Ne 37 2.83
n 2 90.2 3.58
Ar 120 3.43
c f 4 152.5 4.70
CCl4 357 5.73

a The elK and a values are derived from the triple point 
using the relationships Ttx= 0.7(e/K) and Vtr= No310.85 
except for CF4 and CCI4 for which we used the values 
reported in ref 15.

(R“> M
JR,„

I .

«

-1----------------------------------------------------------
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Figure 4. (a) (R,xpt -  1%^^)/Sl%xf., vs. MT for diffusions in liquid N2.6 
l/0 and £s' are translated from the LJ fluid as follows: V0 = 15.6 X 
(32.2/27.9) = 18.0 cm3/mol and Es ' =  184 X (63.2/84) = 138.4 
cal/mot. (b) The same as a for diffusions in liquid CCI4.'5 l/0 = 60 
cm3/mol and Es' =  680 cal/mol.

As we can see from Figures 4 and 5 the agreement is 
satisfactory since it is well within ±3<r where a is the 
experimental error; this is remarkable if we consider that 
the diffusion coefficients we examined are differently up 
to a factor 7 and refer to solvents as different as No and 
CC14.

Therefore we thir.k that our generalization of the 
Macedo-Litovitz hybrid expression, given in eq 20, is 
meaningful as a first approximation. Moreover we want 
to remark that it makes very clear both the meaning of the 
so-called “activation energy” and why this “activation 
energy" turns out to be independent on the solute pa­
rameters as stressed in ref 6 and noted in ref 12 (see p 201).
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Figure 5. [(Sio)expt -  (S,o)caicd]/A(S(o)expt vs. Mrior diffusions in liquid 
N2 (a) and CCU (b). The values of Vo and Es' are the same as in Figire 
4a.

the dimension of the diffusing particle with respect to the 
solvent particles (see the a  behavior).

Moreover, we proposed an improved version of the 
Macedo-Litovitz hybrid expression. Our version, see eq 
20, describes satisfactorily the experimental data of the 
impurity diffusions besides the ones of the self-diffusion.

In addition, eq 20 makes very clear in what sense the 
hard sphere fluid can be considered a good approximation 
to the real fluid also for the diffusion process.

From the present analysis we stress that an effort should 
be made to construct a model which can explain the mass 
dependence in the case of isotopic diffusion. It would be 
enough to have such a model for the hard spheres. 
Moreover some more “computer experiments” on the hard 
sphere mixture, in the region V / V 0 ~  2, would be very 
useful, as well as other experimental data on the real fluid 
mixtures, only if these experimental data were over a large 
density range (in the present data the density varies at 
most 20%) or over a large temperature range at constant 
density; of course the density should remain in the range
1.5 $  V / V (1<  3 where useful comparisons can be done. In 
our opinion a second step would be to bridge the high 
density with the low density region (i.e., to go from V / V 0 
~  3 to V/ V0 ~  100 or higher) where the solution of the 
Boltzmann equation exists.
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Aqueous Solutions of Azoniaspiroalkane Halides. 3. Dielectric Relaxation
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Complex dielectric constants of aqueous solutions of azoniaspiroalkane bromides, (CH2)nN+(CH2)^Br" {n  =  

4̂ ' 5, or 6) have been measured at eight frequencies in the range of 3 to 40 GHz at 25 °C by an interferometric 
tfansmission method. The observed data were fitted to the Cole function and also to a sum of Debye functions 
to yield the mean dielectric relaxation time in the former case and the hydration number and the reorientation 
time of the hydration water in the latter case. These parameters for azoniaspiroalkane bromides are compared 
with those of the tetraalkylammonium bromides for the purpose of gaining insight into the effect of the 
hydrophobic ions upon the dynamics of the surrounding water. A noteworthy result is that the dielectric relaxation 
times of water around the azoniaspiroalkane ions are appreciably shorter than those around the corresponding 
tetraalkylammonium ions.

Introduction
Previous thermodynamic investigations on the solution 

properties of hydrophobic ions containing either linear or 
cyclic alkyl groups have shown some important differences 
among the properties of these two types of solutes.1-4 In 
view o f the' current wide interest toward the tetraalkyl­
ammonium ions as typical hydrophobic species,5 it will be 
of interest to make a comparative study of the solution 
behavior of their counterpart azoniaspiroalkane ions. Since 
the latter type of ions have no terminal methyl groups, the 
study should provide information on the role of geometrical 
and dynamic configurational effects in the solution 
properties of alkyl-substituted quaternary ammonium 
salts.

In the previous papers of this series, enthalpies of so­
lution,1 apparent molal volumes, and heat capacities,2 of 
azoniaspiroalkane halides have been reported. The results 
indicate that forming closed rings from the alkyl chains 
in tetraalkylammonium ions alter their thermodynamic 
properties and weaken the hydrophobic interaction of its 
hydration water considerably.

In this communication, we are reporting the results of 
our complex dielectric constant measurements of 1 M 
solutions of azoniaspiroalkane bromides at 25 °C. For one 
of the salts (6.6 Br) measurements were also carried out 
at concentrations of 0.67 and 0.33 M to study the con­
centration dependence. The data obtained are compared 
with those of the corresponding tetraalkylammonium 
bromides obtained by recalculating the data of Pottel and 
Lossen.6 From the analysis of the dielectric data, reori­
entation times of water molecules surrounding these two 
types of hydrophobic ions have been compared and dis­
cussed.

Experimental Section
I. Materials. Azoniaspiroalkane bromides were syn­

thesized by a method adapted from Blicke and Hotelling7 
and from Thomas and his co-workers.8,9 The detailed 
procedures used for the purification and analysis of each 
product have been described in paper I.1 The IUPAC 
names as well as our abbreviated names of the three 
compounds are as follows: (i) (CH2)4N+(CH2)4Br , 5- 
azoniaspiro[4.4]nonane brom ide, “ 4.4 Br” ; (ii) 
(CH2)5N+(CH2)sBr , 6-azoniaspiro[5.5]undecane bromide, 
“ 5.5 Br” ; (iii) (CH2)6N +(CH2)6Br-, 7-azoniaspiro[6.6]tri- 
decane bromide, “ 6.6 Br” .

II. Measurements. The complex relative dielectric 
constant

e tot(1' )  =  e > )  “  i e " t o t ( v )

of the solutions has been determined at eight frequencies, 
v, between 3 and 40 GHz by frequency domain mea­
surements. Five microwave interferometers of the Drittes 
Physikaiisches Institut, Universitaet Goettingen, were used 
to cover the frequency range. Sample liquids were placed 
in the appropriate cylindrical waveguides and the prop­
agating electromagnetic wave was transmitted through the 
waveguide. A receiving probe inserted in the liquid sample 
was shifted by a certain distance along the direction of 
wave propagation. The wavelength X and the attenuation 
exponent a\ of the propagating wave were determined by 
moving the probe and by adjusting a reference signal of 
calibrated variable amplitude (and fixed phase) so that the 
probe signal and the reference signal would produce a 
maximum interference with zero signal. From the mea­
sured values of X, aX, and v, the dielectric constant was
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TABLE I: Parameter Values for the Relaxation Function, R, (v), for the Aqueous Solutions of Azoniaspiroalkane Bromides
and Tetraalkylammonium Bromides at 25 °C“

i7 8  Wen-Yang Wen and Udo Kaatze

m,b mol Ba, kg
(kg of of H20

c ,b M H20 ) - cw,b M o, n -1 C(oo) e {0 ) h mol' 1
±0.1 % ±0.05% ±0.1 % m ' ±2% ±0.5 ±1 % Ts> ps ±0.007 ±2%

(CH,)4NT(CH2)4Br- 1.094 1.3167 46.12 5.32 4.46 62.68 1 1 .1 2 + 0.02 0.055 0.257
(CH,),N+(CH2),Br- 1.008 1.2290 45.51 4.44 4.68 60.27 11.62 ± 0.02 0.052 0.333
(CH,)„N*(CH2)(,Br" 0.3362 0.3478 51.66 1.85 3.00 72.99 9.35 ± 0.02 0.064 0.400

0.6723 0.7452 48.16 3.14 4.91 63.59 10.85 ± 0.02 0.040
1.019 1.2882 43.89 3.91 5.03 56.44 12.49 ± 0.05 0.051

(CH,)4N*Br 0.500 0.529 52.28 3.86 5.16 71.96 8.77 ± 0.04 0.017 0.137
1.00 1.129 49.03 6.79 5.23 66.35 9.40 ± 0.02 0.022
1.50 1.808 45.92 9.04 4.83 61.48 10.27 ± 0.04 0.048
2.00 2.592 42.70 10.58 5.54 55.89 11 .2 1 ± 0.10 0.041

(C,H,)4N*Br- 1.00 1.204 45.97 4.64 4.58 62.21 11.82 ± 0.06 0.059 0.355
(C,H,)4N+Br‘ 1.00 1.297 42.66 2.79 4.45 56.67 15.74 ± 0.03 03)87 0.693
(C4H„)4N*Br 0.500 0.584 47.41 1.83 4.63 64.32 12.30 ± 0.02 0.063 0.851

1.00 1.406 39.35 2.03 4.52 51.3-3- 18.06 + 0.30
0.10 0.099

° The last column gives the relative molal shift of the mean dielectric relaxation time, Bd, defined according to eq 4. 
b Uncertainties of concentrations for the tetraalkylammonium solutions are greater.

calculated by the following equation

etot(^) =
,-£i£0 \ 1 +

2ttv\ I

2

where c is the speed of light and is the cutoff wavelength 
of the empty waveguide used as the measuring cell. The 
frequency v was determined and kept constant during the 
measurement with an uncertainty of less than 0.1%. 
Imperfection of the apparatus, uncertainty in measure­
ments, and temperature fluctuation resulted in an esti­
mated error of less than 2% in the values of t' and t"tnt 
obtained. A more detailed description of this interfero­
metric transmission method and a discussion of error 
sources are given in ref 10.

Treatment of Data
In Figure 1 the dependence of t ' and « tot on the fre­

quency v is displayed for water and for an aqueous 6.6 Br 
solution. In general the complex dielectric constant can 
be represented by the low frequency dielectric constant 
e(0), the high frequency dielectric constant e(°°), a re­
laxation time distribution function G(r), and the con­
ductivity due to ion drift a  according to

etot(^) = e > )  “  i£ ” t c t (v)  = <K°°) +  (e (0)
oo G(t) dr .2 a

X j 0 -J . Q  ^
1 1  + iI kvt v

e(°°))

(1 )

where / 0"G(t) dr = L Unfortunately (in the frequency 
range under consideration) the values reflect only 
weakly the fine details of G(r). Thus it is not possible to 
calculate detailed properties of the relaxation time dis­
tribution function directly from the measured dependence 
of ê t on v. So in order to get physically interpretable 
parameters and significant parameter values, we selected 
special types of G(r) functions and fitted the corresponding 
relaxation functions R(id to the measured values. We used 
a non-linear least-squares fitting procedure to find the 
absolute minimum value of the variance given by

u = 4 lctot(^i) -  R(^i)l2l ~ 1  1 — 1
(where I  is the number of frequencies of measurement). 
In order to avoid mathematical difficulties the frequency 
of measurement was treated as an exactly known inde­
pendent variable in these calculations. This simplification 
is justified because the uncertainty of v is much smaller
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v(GHz)

Figure 1. Real part, and total imaginary part, of the dielectric 
constants plotted vs. the frequency, v, for pure water and an 1 M 
aqueous 6.6 Br solution at 25 °C.

than that of t'(v) and t " UA{v) as mentioned above. 
The simplest suitable relaxation function is

Ri(i') = e(°°) +
e (0 )~  e(°°)

1 +  ( i2 v v T t ) l l ~h)

i2o
v

12 )

to which belongs a bell-shaped symmetric relaxation time 
distribution function tG(t) (“Cole distribution function”11) 
when plotted vs. In (t / ts) . Here ts denotes the mean 
relaxation time and h is a measure for the width of G(r). 
The parameter values for R^v) found for the different 
solutions are given in Table I. For comparison the cor­
responding values of the tetraalkylammonium bromide
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solutions are included. These values were obtained by 
applying the fitting procedure described above to the etot(//) 
data measured by Pottel and Lossen6 in the frequency 
range 0.5-40 GHz. This recalculation of their data seemed 
necessary because Pottel and Lossen did not use the or­
iginal «totl") values in their calculations. They measured 
the dc conductivity at 5 kHz in usual manner and sepa­
rated the a term from etot according to

e (") = «HotM +
i 2 o ( 5  kHz)

V
e ' ( v )

2 a (5  kHz)
V )

for the purpose of obtaining the dielectric constant t(v) due 
to dielectric polarization processes only. However with this 
separation small errors of <r(5 kHz) yield large errors in i(i>). 
So it seems to be more suitable with highly conducting 
solutions to treat a as an adjustable parameter in the 
fitting procedure.

Carrying out this procedure, we found the e(0), e(°°), and 
rs values to be in good agreement with the respective values 
obtained by Pottel and Lossen who used a relaxation 
function slightly different from R^o) to extrapolate to zero 
frequency and to high frequencies and to extract a mean 
dielectric relaxation time. The maximum deviations of 
their values from ours are 2% with «(0), 15% with e(°°), 
and 1% with rs. In addition, within the limits of un­
certainty the <t values obtained from the fitting procedure 
are found to be in agreement with those measured at 5 
kHz. However there seems to be no indication for the 
existence of an additional low frequency relaxation which 
Pottel and Lossen assumed to be due to interactions 
between the ions.6

With regard to the function R^v), the influence of the 
solute on the dielectric relaxation of water is expressed by 
a continuous spread o f relaxation times r. However, the 
dielectric relaxation of aqueous solutions is frequently 
assumed to be a superposition of a few relaxation terms, 
each characterized by a distinct relaxation time (“ Debye” 
terms). Therefore, we also used the relaxation function

R 2(^ ) = e(°°) + e (0 )  -  e(°°)
|_1 + 12

+ ' B r c

1  + i2nvT
+

B r

i2lïVTh
-  (Z h + Z Br) c ~j
1  +  i2TtVT̂ (3)

This expression is based on the following model. The 
solvent water (molarity cw) is subdivided into three 
subliquids: (1 ) the water molecules influenced by the 
cations (“ hydration” water) with the concentration Zhc and 
the reorientation time rh ( ̂  tw). (2) the hydration water 
of the Br with the concentration Z Brc and the reorien­
tation time Tgr (we fixed the parameter values to Z Br = 6.7 
and rBr = 6.2 ps according to ref 12; (3) unperturbed water 
molecules between the hydration regions with the reori­
entation time rw = 8.25 ps of pure water.

The reorientational motions of the different kinds of 
water molecules are assumed to be independent of each 
other. In addition, it is assumed that the water of each 
subliquid contributes to the static dielectric constant of 
the solution in proportion to its molar concentration.

We are aware that the validity of this model, when 
applied to the solutions under study may be questioned 
for the following reasons: (1) Since the solute concen­
tration is rather high, there will be some overlaps of hy­
dration regions. (2) As can be seen from Figure 2 the static 
dielectric constants of the tetraalkylammonium bromide

80
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Figure 2. S ta tic  d ie le c tric  con s ta n t o f  the  so lve n t w a te r, esw(0), p lo tted  
vs. th e  w a te r con cen tra tion , c w, fo r  various type s  o f so lu tes  in aqueous 
s o lu tio n s  a t 2 5  ° C  (tSw(0) =  f(0) in th e  c a s e  o f  no n d ip o la r so lu tes).
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F igure  3. M ean d ie lec tric  re laxa tion  tim e , r s, o f  th e  C o le  function , R ,((/), 
p lo tte d  vs. th e  so lu te  m o la lity , m, fo r  a q u e o u s  so lu tio n s  o f a z o n ia ­
s p iro a lk a n e  b ro m id e s  and te tra a lk y la m m o n iu m  b ro m id e s  a t 2 5  °C .

solutions and of the azoniaspiroalkane bromide solutions 
are both a little smaller than those expected from non­
conducting solutions. This small reduction may be due 
to kinetic depolarization of the water around ions caused 
by ion drift.17

In view of what we mentioned above the absolute values 
of Th and Z h extracted from our calculations should not be 
overemphasized. However it seems to be of interest to 
compare the hydration behavior of the two series of organic 
ions using this model.

Results and Discussion
I. P a r a m e t e r s  O b t a in e d  b y  F i t t i n g  t h e  E x p e r im e n t a l  

D a t a  to  th e  C o le  F u n c t io n .  As shown in Figure 3, the plot 
of rs of the water in 6.6 Br solutions vs. salt molality m  is 
a straight line which can be extrapolated back to pass 
through the pure water value rw = 8.25 ps at 25 °C. For 
other azoniaspiroalkane bromides, we do not know their 
concentration dependence because we have data at only 
one concentration. However, since the linear dependence 
was also observed for Me4NBr and Bu4NBr, one may 
assume similar linear concentration dependence for 4.4 Br,
5.5 Br, as well as for Et4NBr and Pr4NBr. On this basis, 
straight lines were drawn passing through the pure water 
value rw as shown in Figure 3.

1 : r— :--------- r
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□
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Figure 4. Relative molal shift of the mean dielectric relaxation time 
of the water due to the cation, B<j+ , plotted vs. the apparent molal 
volumes at infinite dilution, <K0+, for the azoniaspiroalkane ions and 
the tetraalkylammonium ions at 25 °C [0 vo+(NH4+) from ref 18, 
Bd+(NH4+) from ref 19].

For solutions around 1 M concentration, the values of 
rs are 11.12,11.62, anc 12.49 ps for the 4.4 Br, 5.5 Br, and
6.6 Br, respectively (see Table I). These values are rather 
close to each other and also to the value of 11.82 ps ob­
served for Et4NBr, bu* they are considerably smaller than 
the value of 15.74 ps found for Pr4NBr.

The relative molal shifts of the mean dielectric relax­
ation time, Bd, defined by

Bd = —  ( | j )  (4)r w \dm/ m^ 0

have been evaluated for the azoniaspiroalkane bromides 
and are given in Table I together with those for the tet­
raalkylammonium bromides. The values for the cations, 
J3d+, obtained on the basis of the additivity rule and a Bd 
value of -0.032 kg of H20 /m ol for Br ',12 are plotted vs. the 
apparent molal volumes at infinite dilution, in Figure
4. These values of $v0+ are taken from paper II.2 As to 
be expected, Bd+ increases with the increase of the cationic 
volume for both types of hydrophobic cations. However, 
as shown in Figure 4, the rate of increase of Bd+ from 
Et4N+ to Pr4N + is substantially greater than the corre­
sponding rate of increase for the azoniaspiroalkane ion 
series. This difference in the Bd+ vs. <pj,+ relations may 
be taken to indicate that there are factors other than the 
volume of hydrophobic cations which are important in 
influencing the value of Bd+. These factors may include 
(a) presence or absence of the terminal methyl groups, and 
if terminal methyl groups are present, their distances from 
the charged nitrogen center, (b) flexibility of linear alkyl 
chains vs. the inflexibility of tightly packed cyclic alkyl 
groups, and (c) overall shape of the organic ions with 
respect to the arrangement o f water molecules around 
them. These factors have been discussed in the previous 
papers,1'2 and we may summarize the conclusion here as 
follows. The presence of flexible alkyl chains with terminal 
methyl groups seems to induce greater enhancement of 
water structure than the tightly packed cyclic alkyl groups. 
If this is accepted, then one may understand the reason

Figure 5. Reorientation time of the water around the cation, Th, plotted 
vs. the apparent molal cationic volumes at infinite dilution, $ v0+, for 
the azoniaspiroalkane Tons and tetraalkylammonium ions at 1 M and 
25 °C. ,

why Bd+ for tetraalkylammonium ions is appreciably 
greater than that for azoniaspiro ions of similar volumes.

One should be aware of the fact that the solute con- * 
centrations in the present study are rather high and, 
consequently, there will be various ion-ion interactions 
(leading to cosphere overlap)20 in addition to the ion- 
solvent interaction discussed above. However, in view of 
the observed linear dependence of the rs vs. m relation 
mentioned earlier, and in view of the fact that we are 
mainly interested in the comparison of two series o f hy­
drophobic ions of similar sizes, we may ignore the com­
plications arising from the ion-ion interactions. On the 
basis of these assumptions, the results of the present 
investigation are consistent with the results obtained from 
the previous thermodynamic studies carried out at very 
low concentrations. We conclude that the hydrophobic 
effect (solvent structural effect) is greater for the tetra­
alkylammonium ions than that for the azoniaspiroalkane 
ions of the similar size.

II. Parameters Obtained by Fitting the Experimental 
Data to a Sum of Debye Functions. The reorientation 
time of the hydration water around the cation, rh, at 
around 1 M is plotted vs. the apparent molal cationic 
volumes at infinite dilution, $v0+, for the two types of 
cations in Figure 5. The values of rh increase steadily with 
$v.0+ for the tetraalkylammonium ions, but in contrast rh 
is nearly constant for the three azoniaspiroalkane ions.

In Figure 6, the number of influenced water molecules 
per cation, Zh, at around 1 M is plotted vs. the apparent 
molal cationic volume at infinite dilution, <£v0+, for the two 
types of cations for comparison. The rate o f increase of 
Zh with <t>v0+ seems to be slightly greater for the azo­
niaspiroalkane ions than that for the tetraalkylammonium 
ions. The results of our hydration model seem to imply 
that the increase of rs in the Cole function in going from 
(CH2)4N+(CH2)4 to (CH2)5N+(CH2)6, and to (CH2)6N + 
(CH2)6 is mainly due to the increase of the hydration 
number Zh and not due to any appreciable increase of the 
reorientation time of the hydration water, rh.

In conclusion, forming closed loops from the alkyl chains 
in the tetraalkylammonium ions has a substantial effect 
in decreasing the dielectric relaxation time of water 
surrounding them. The effect usually associated with the 
hydration of hydrophobic solutes is considerably reduced 
for the spiro ions, presumably due to their “ wrong shape” ,
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Figure 6 . Number of influenced water molecules per cation, Zu, plotted 
vs. the apparent molal cationic volumes at infinite dilution, 0 VO+, for 
the azoniaspiroalkane ions and tetraalkylammonium ions at 1 M and 
25 °C. '*

exposed charged nitrogen center, absence of terminal 
methyl groups, and lack of flexible alkyl chains.

Acknowledgment. We thank Professor R. Pottel for his 
interest in this work and helpful discussions. One of us

(W.Y.W.) wishes to express his deep gratitude to Professor 
Pottel, Dr. Giese, and other people at Drittes Physikal­
isches Institut der Universität Gottingen for the kind 
assistance generously rendered to him during his stay.

References and Notes
(1) D. P. Wison and W.-Y. Wen, J. Phys. Chem, 79, 1527 (1975). (Paper 

I of the series.)
(2) W .-Y. Wen, A. LoSurdo, C. Jolicoeur, and J. Boileau, J. Phys Chem, 

80, 466  (1976). (Paper I I  of the series.)
(3) C. Jolicoeur, J. Boileau, S. Bazinet, and P. Picker, Can. J. Chem., 

53, 716 (1975).
(4) S. Cabani, G. Conti, and L. Lepori, J. Phys. Chem., 76, 1338, 1343  

(1972); 78, 1030 (1974).
(5) W.-Y. Wen, "Aqueous Solutions of Symmetrical Tetraalkylammonium 

Salts", in “ W ater and Aqueous Solutions", R. A. Horne, Ed., Wiley, 
New Ycrk, N.Y., 1972, Chapter 15, pp 6 1 3 -6 6 1 .

(6 ) R. Pottel and O. Lossen, Ber. Bunsenges. Phys Chem, 71, 135 (1967).
(7) E. F. Blicke and E. B. Hotelling, J. A m  Chem. Soc., 76, 5099 (1954).
(8 ) J. Thomas, J. Med Pharm. Chem., 3, 45 (1961).
(9) B. D. Roufogalis and J. Thomas, J. Pharm PharmacoL, 20, 153 (1968).

(10) U. Kaatze, Adv. Mol. Relaxation Processes, 7, 71 (1975).
(11) K. S. Cole and R. H. Cole, J. Chem. Phys., 9, 341 (1941).
(12) K. Giese, U. Kaatze, and R. Pottel, J. Phys. Chem., 74, 3718 (1970).
(13) F. E. Critchfield, J. Am. Chem. Soc., 75, 1991 (1953).
(14) G. Akeriof and A. O. Short, J. Am. Chem. Soc., SB, 1241 (1936).
(15) R. Pottel and U. Kaatze, Ber. Bunsenges Phys Chem, 73, 437 (1969).
(16) R. Pottel, D. Adolph, and U. Kaatze, Ber. Bunsenges. Phys. Chem., 

79, 278 (1975).
(17) L. Onsager, private communication.
(18) J. E. Desnoyers and M. Arel, Can. J. Chem., 45, 359 (1967).
(19) U. Kaatze, Ber. Bunsenges. Phys. Chem., 77, 447  (1973).
(20) P. S. Ramanathan, C. V. Krishnan, and H. L. Friedman, J. Solution 

Chem., 1, 237 (1972).

p , p - D i - n  jL fJ n flo

Volume Changes of Mixing for the System.PiP'-Di n  hoxyloxyazoxybonzone +  Xylene
A

R. A. Orwoll,* R. H. Rhyne, Jr., S. D. Christesen, and S. N. Young

College o f William and Mary, Department o f Chemistry, Williamsburg, Virginia 23185 (Received July 8, 1976) 

Publication costs assisted by the Petroleum Research Fund

Volume changes of mixing for an 8.4 mol % solution of m-xylene in p,p'-di-n-heptyloxyazoxybenzene (PHAB) 
are 0.1-0.3 cm3 mol 1 larger than for an 8.8 mol % solution of p-xylene in PHAB over the range of temperatures 
75-130 °C. For solutions in the smectic and nematic mesophases the volume changes are positive; the volume 
change for the isotropic liquid changes from positive to negative with increasing temperature. The temperature 
ranges for the various phases of the solutions are reported; coexisting smectic and nematic phases and coexisting 
nematic and isotropic phases were observed.

Introduction
The compound p,p'-di-rc-heptyloxyazoxybenzene 

(PHAB) is known to exist in both the smectic and nematic

mesophases. The transition temperatures for the pure 
compound are1

74 4  ̂C
crystalline solid-------- *  smectic (C) mesophase

95.3 °C  . , 124 .2  °C  . , . . ,
------- -> nematic mesophase----------y isotropic liquid

When a second, nonmesomorphic solute is mixed with this 
compound, the resulting solution may continue to exist in 
one or both of these mesophases depending on the con­
centration.

The molecular shape of the nonmesomorphic component 
can be important in determining the properties o f the 
mesomorphic system. This was manifest in the studies of 
Dewar, Schroeder, and Schroeder2 in which they measured 
the retention times for the meta and para isomers of xylene 
on a gas chromatographic column loaded with the hexyloxy 
analogue of PHAB in its nematic state. Their findings that 
p-xylene had a retention time 4-6%  greater than the 
m-xylene were attributed to the linear p-xylene being more 
compatible with the approximately parallel arrangement 
of the molecules of the nematic solvent.

In this study we have examined the effect of the shape 
of the nonmesomorphic solute on the volume change of 
mixing

AUm = v -  (x lv 1° + x 2V2°)

where V is the molar volume of the solution, V/1 and V2°
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TABLE I: Volume Changes of Mixing for
p,p'-Di-n-heptyloxyazoxybenzene with m- and p-Xylene

AVM,c m J mol' 1

! , " C Phase
8.4%

m-xylene
8.8%

p-xylene

75 Smectic 0.24 ± 0.02 0.15 ± 0.03
80 Smectic 0.30 ± 0.02 0.18 ± 0.03
95 Nematic 0.68 ± 0.02 0.52 ± 0.03

100 Nematic 0.72 ± 0.02 0.51 ± 0.03
105 Nematic 0.83 ± 0.02 0.58 ± 0.03
110 Nematic 1.02 ± 0.02 0.73 ± 0.03
125 Isotropic 0.42 ± 0.02 0.22 ± 0.03
130 Isotropic 0.23 ± 0.02 0.05 ± 0.03
135 Isotropic 0.13 ± 0.02 -0 .0 4  ± 0.03

are the molar volumes of the pure components, and x, and 
x2 are the mole fractions. Following Dewar et al. we have 
chosen the meta and para isomers of xylene for the solute. 
However we used the heptyoxy homologue of the p,p'- 
di-n-alkyloxyazoxybenzenes which is both smectogenic and 
nematogenic, unlike lower members of the series whose 
only stable .raesophase is the nematic.3

Figure 1. Relative volume changes of mixing for the system p.p'- 
di-n-heptyloxyazoxybenzene +  xylene. The open circles designate 
measurements on solutions with 8.4 mol % m-xytene; the closed circles, 
8 .8  mol % p-xylene.

Experimental Section
Chemicals. The p,p'-di-n-heptyloxyazoxybenzene 

(PHAB), obtained from Eastman Organic Chemicals, was 
recrystallized at least three times from a mixture of 
isomeric hexanes. The m-xylene and p-xylene (Eastman 
Organic Chemicals) were distilled once. The middle 
fraction used for the experiments appeared free of im­
purities when analyzed with a gas-liquid chromatograph.

Volume Changes of Mixing. The procedure is similar 
to one described previously.4 Known amounts of PHAB 
and xylene were confined in a thermostated glass cell 
whose only outlet was the open end of a small-bore ca­
pillary. The two components, having been degassed by 
alternate thawing and freezing, were separated from each 
other initially by mercury which completely filled the 
remainder of the cell. The open end of the capillary was 
immersed in mercury which was contained by a weighing 
bottle. When the cell was heated, mercury was expelled 
into the weighing bottle; on cooling, mercury was drawn 
from the weighing bottle into the cell. With the com­
ponents separated, the mass of mercury in the weighing 
bottle was found as a function of temperature by making 
weighings at intervals usually not exceeding 2 °C. Then 
the cell was tilted so as to allow the xylene to mix with the 
PHAB, and the measurements of the mass of mercury vs. 
temperature were repeated. The volume change of mixing 
at any temperature was obtained from the difference in 
the mass of mercury before and after mixing divided by 
the density of mercury. The observed masses were fitted 
to a power series equation, cubic in temperature, for the 
purpose of interpolating with temperature.

Temperatures were measured using a Hewlett-Packard 
Model 2801A quartz crystal thermometer.

The scatter in the observed mass of mercury as mea­
sured from the cubic least-squares line rarely exceeded 
0.010 g for the systems reported here, in which the 
combined volumes of the two components were greater 
than 10 cm3. Thus it was possible to measure volume 
changes as small as 10 3 cm3, i.e., 0.0 1% of the volume of 
the system.

Results
For the purpose of comparison, measurements were 

made on two solutions of PHAB of nearly equal con­
centrations: 8.4 mol % m-xylene and 8.8 mol % p-xylene. 
Volume changes were computed for the range 75-135 °C

TABLE II: Temperature Ranges (°C) for the Phases
Phases present 8.4% m-xylene 8 .8% p-xylene

Crystalline + smectic 
Smectic

Smectic + nematic 
Nematic

Nematic + isotropic 
Isotropic

<72.9
72.9-82.7
82.7-85.6
85.6-114.6

114.6-115.5
>115.5

a
<81 .6

81.6-86.0
86.0-115.0

115.0-116 .8
>116.8

° The temperature at which crystalline PHAB disap­
peared was not observed.

at 5 °C intervals for temperatures at which the system 
existed in the same phase both before and after mixing. 
The molar volume changes AVM are listed in Table I. The 
ratio of the observed volume changes to the sum V°tot of 
the volumes of the PHAB5 and xylene6 has been plotted 
as a function of temperature in Figure 1.

Except at temperatures above ca. 130 °C, the values of 
AVM were found to be positive. The solution containing 
the meta isomer exhibited volume changes that were 
0.1-0.3 cm3 mol 1 larger than the solution containing 
p-xylene.

These measurements provided an opportunity to observe 
the range of temperature over which each phase is stable. 
The observations have been recorded in Table II. Un­
certainties in the values are ca. 0.5 °C.

Discussion
For all three phases the para isomer of xylene mixed 

with a smaller (algebraically) change in volume than the 
meta even though the concentration of the former slightly 
exceeded that of the latter. The results for the smectic 
and nematic systems are consistent with the interpretation2 
that because of its more nearly linear shape p-xylene is 
more compatible with the aligned molecules of the solvent. 
It is interesting to note that when carbon tetrachloride, 
toluene, benzene, or cyclohexane is the second component 
in solution with xylene, the system with the meta isomer 
exhibits a greater volume change than the corresponding 
one with the para.' However, in these other systems at 
comparable concentrations, the magnitude of the differ­
ences (measured in cm3 moT1) is smaller than has been 
observed here with PHAB.

For both xylenes studied, the increase in volume with 
mixing was observed to be smaller when the system was 
in the smectic phase than when it was in the less dense
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nematic mesophase. Perhaps the solute molecules are 
more readily accommodated into the smectic phase be­
cause of the possibility that disproportionately more solute 
mixes in the less dense regions between the layers in the 
smectic structure.

The volume change of mixing for the isotropic liquid 
changes from a positive to a negative value with increasing 
temperature. The temperature at which this occurs de­
creases with increasing concentration of xylene.8

For each binary system two fluid phases coexisted over 
ranges of temperature: at lower temperatures, the smectic 
and nematic phases and at higher temperatures, the ne­
matic and isotropic. (See Table II.) Similar two-phase 
regions were reported many years ago by de Kock9 on 
temperature-composition phase diagrams for several bi­
nary systems, one component being mesomorphic and the 
other nonmespmorphic. Although the existence of this 
two-phase region has been challenged10 and discussed,1112 
there can be little doubt that it exists in the PHAB + 
xylene system. The phase diagrams for these systems are 
now being determined.

Acknowledgment. Acknowledgment is made to the 
donors of the Petroleum Research Fund, administered by 
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search.
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C O M M U N IC A T IO N S  T O  T H E  E D IT O R

Compressibility of Simple Molten'Salts

Sir: Reiss and his co-workers have derived the equation 
of state of simple fused salts based on their scaled particle 
theory, describing a hard sphere fluid.1 Using in their 
calculations one parameter, namely, the average diameter 
of the- anion and cation, they have obtained satisfactory 
agreement between the calculated and experimental values 
of the isothermal compressibility and surface tension of 
these liquids.2,3 The theory of hard sphere fluid mixtures 
has been developed among other by Lebovitz, who solved 
the PY equation for a mixture of hard spheres of two 
different sizes.4 This “ compressibility” equation of state 
is the same as that obtained from the scaled particle theory 
of hard sphere mixtures5 and can be written as

Z c = [(1  + s + i 2) -  3§(y , + y 2? ) ] ( l  -  ? r J (1 )

here Z = PV/NkT

S = §i + ?2 $i = - * p d i'xi * i  + x 2 = l  
b

p is the number density, d, is the hard sphere diameter of 
the ith component, and x, is the mole fraction of the tth 
component.

y , = A ¡2(d , + d 2) (d 1d 2y ,/2

A 12 -  [ (£ i£2) ‘ 2/£ ][(d i d2) /d 1d2](xlx 2)> ~

From eq 1, one can easily calculate d r. the isothermal 
compressibility of such a fluid:

Pt = ~ [ V -  tTN xidS/6- TrNx2d2i/6 ]4{[2 V  
+ ttNx idj3/6 + nNx2d2J/6  -  0 .57tÂ jc 2

-  d , ) 2(d , + d 2) ] [ U -  -jNxidy/6 -  1tNx2d23]
-  3 [U 2 -  7rN x,d ,3y /6 + 7rNx2d 2'V/6  
+ ir2N 2x l2d lb/36 + ir2d'Px1x 2d l3d 23/18
+ ir2N 2x 22d2'/36] -  1.5nNxiX2(d2 -  d , ) : [ (d 1 

+ d2)V  + 7r iV x ,d fd 2/6

+ 77Arx2d 1d 2i] } " 1(UNfeT) ' 1 (2 )

It is interesting to what extent the simple uni-univalent, 
di-univalent, and tri-univalent molten salts may be con­
sidered as a fluid composed of hard spheres of two different 
sizes. Assuming that the ratios of the diameters of the ions 
are the same as the ratios of respective crystal radii6 r1P 
and r2P

d 2/d j = r2P/r 1P = n (3)

and substituting x2 = 1 -  xx = 1 -  x, eq 2 may be written 
as

7 4{ [x  + (1 -  x)n3]4} + Y3{ - 4 V [ x  + ( l - x ) n J]}
+ Y 2{ 6 U2[x  + (1 -  x)rr!]2 -  NkTfiT[4x2
-  8x ( l  -  x)n3 +  4(1 -  x )2nb -  3 x 2( l  -  x)(n
-  l ) 2(n + 1) -  3 x ( l  -  x)2n3(n ~ l ) 2(n + 1)
-  9 x 2( l  -  x)n(n -  1) -  9 x ( l  -  x )2n\n -  1 )]}
4- Y { - 4 V '[ x  + (1 -  x)n3] - N k T V 2pr [4x
+ 4(1 -  x)n ' -  6x ( l  -  x )(n  + l ) (n  -  l ) 2]}
+ {V4 -  V'NkTpT}=  0 (4 )

here Y = 7rNdI3/ 6 . For each particular salt, one can
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TABLE I: Values of the Anion and Cation Radii Computed from the Isothermal Compressibility of Simple Molten Salts

One-parameter scaled

Molten
salt

IO 'Tt .
nr N ' V, cm3

Mixture of hard spheres particle theory

Cation 
radius, A

Anion radius, Â Cation 
radius, Ä

Anion radius, A
CL Br" L CL Br I

Li Cl 19.4b 28.22« 0.50 1.52 0.59 1.77
LiBr 21.3b 34.34« 0.51 1.67 0.60 1.97
NaCl 28.7b 37.54« 0.80 1.52 0.85 1.62
NaBr 31.6b 43.99« 0.80 1.65 0.87 1.78
Nal 37.8b 54.70« 0.81 1.83 0.88 2.00'
KC1 36.2b 48.80« 1.14 1.55 1.15 1.57
KBr 39.8b 55.97« 1.14 1.67 1.17 1.71
KI 46.7b 67.93« 1.14 1.86 1.19 1.93
CsCl 38.0b 60.31« 1.47 1.58 1.47 1.58
CsBr 49.l b 67.93« 1.44 1.67 1.45 1.67
CaCl, 13.5C 53.35« 0.83 1.51 0.95 1.73
CaBr, 16.2C 64.14« 0.83 1.63 0.96 1.90
Cal, 19.9C 81.72« 0.83 1.82 1.00 2.18
SrCl, 1 2 .7C 58.16« 0.96 1.54 1.07 1.71
SrBr2 12 .8C 66.74« 0.98 1.69 • 1 .1 1 1.91 *
Sri, 16.6C 83.16« • 0.97 1.86 1.13 2.15
BaCl2 14.7d 65.61« . 1.15 1.54 1.22 1.64
BaBr2 19.0C 74.34« 1.12 1.62 1.21 1.75 *
Bal2 19.Ie 92.42« 1.15 1.84 1.27 é-03
ZnCl, 41.2e 53.70« 0.60 1.46 0.73 1.80
ZnBr, 49.8e 64.83« 0.58 1.52 0.72 1.90 -
Znl, 57.4e 82.30« 0.57 1.66 0.73 2.12
HgClj 47.2e 62.20« 0.91 1.50 1.00 1.65
PbCl,“ L7.9d 57.90« 1.01 1.51 1.10 1.65
PbBr,° ■ 2 1 .8d 68.61« 1.00 1.64 1 .1 1 1.79
CdCl, 26.8e 54.10« 0.77 1.44 0.89 •1.65
CdBr, 40.4e 66.81« 0.75 1.51 0.88 1.77
Cdl, 43.1e 83.31« 0.78 1.73- 0.93 2.08
BiClj 38.5f 80.72b 0.79 1.50 0.95 1.79 «
BiBr, 36.7^ 94.97b 0.80 1.63 0.98 1.99
Bil, 57.6^ 126.76h 0.76 1.70 0.94 2.13

Mean values 1.51 ± 1.63 ± 1.79 ± 1.68 ± 1.83 ± 2.OS ±
0.04 0.06 0.08 0.08 0.11 «.09

Crystal radii 1.81 1.95 2.16 1.81 1.95 2.16
a Computed at 873 K. b Reference 7. e Reference 8. d Reference 9. e Reference 12. f Reference 13. « Reference 

10. h Reference 11.

calculate the diameters of the anion and cation, as the hard 
spheres, from eq 3 and 4, substituting the experimental 
values of the isothermal compressibility and molar volume, 
and replacing values of the molar fraction by the respective 
values of the ionic fraction of the particular ion in the 
molten salt (x = X\ = x2 = 0.5 for the uni-univalent salts, 
x = Xi = x2/ 2 = 0.333 for the di-univalent salts, and x = 
x1 = x 2 / 3  = 0.25 for the tri-univalent salts). The calculated 
values for 31 salts close to their melting points are given 
in Table I. The radii of the cations are satisfactorily 
constant in compounds with the three halides, as well as 
the radii of the anions in compounds with the univalent, 
divalent, and trivalent metals.

In molten salts the contact between ions of unlike charge 
predominates. This fact is emphasized in the calculations 
of Reiss and co-workers. In Table I a comparison between 
the results obtained from both uncritical application of 
scaled particle theory for a mixture of hard spheres and 
the theory of Reiss and co-workers is made (for the Latter’s 
theory the collision parameter of the anion and cation was 
calculated; next the radius of the anion and the cation were 
computed via eq 3, respectively). It is surprising that the 
“ stability” of the respective parameters obtained for 
mixture of hard spheres is better than this for a one- 
parameter scaled particle theory (standard deviation of 
chloride, bromide, and iodide radii are less for mixtures 
of hard spheres). It provocates a conclusion about un­
derestimating the role of collisions between ions of the 
same charge (especially when the difference of the size of

ions in the salt is considerable, e.g., lithium salts or in case 
of polyvalent salts).
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Periodic Carbon Monoxide Evolution in an Oscillating 
Reaction

Sir: Cerium ion catalyzed oscillatory oxidation of malonic 
acid by bromate has been investigated by several au­
thors.1-5 Degn2 has shown that there is a periodic carbon 
dioxide evolution during the oscillating reaction. Born- 
mann et al.3 recorded the mass spectrum of the gas evolved 
and found it to be a typical C 0 2 spectrum. This com­
munication deals with a new method of analyzing gases 
evolved and, besides C 0 2, we could measure a periodic 
evolution of carbon monoxide also. The CO gas exerts an 
inhibition effect.

A i-cm 3 reaction mixture (initial reactant concentrations: 
malonic acid = 0.15 M, K B r0 3 = 3.5 X 10-2 M, Ce(S04)2 
=  2 X 10-3 M, H2S04 = 3 M) was placed into a small vessel 
and 24 cm3/min of hydrogen was allowed to bubble 
through it. A small reactor containing a nickel catalyst 
served for the methanization of C 0 2 and CQ stripped with 
H2 from the reaction mixture. The methane concentration 
was measured by a flame-ionization detector (FID). Before 
the nickel reactor a selective C 0 2 scrubber (soda lime) 
could be inserted into the gas stream or it could by-passed 
as well. The ionization current was measured with a 
Keithley-610B electrometer. The sensitivity of the FID 
was 50 m C/m ol of carbon. According to the ionization 
current vs. time diagram (Figure 1) the evolving gas

t

F ID  ton iza tfon  c u r r e n t  ( p A )

contains about 7 % CO as an average. To check the ev­
olution of CO in an other way C 0 2 was bubbled through 
the oscillating mixture and the gas was collected in a gas 
buret containing a KOH solution. The collected gas was 
tested with PdCl2 paper and it was found to be CO.

We have examined the effect o f several gases on os­
cillating reactions using a bromide selective electrode. We 
have confirmed that N2, Ha and C 0 2 bubbling through the 
reaction mixture do not disturb the oscillation, however, 
0 2 and especially CO have a strong inhibiting effect. The 
inhibition can be observed after only the first 10 -12  os­
cillations but after 100-120 oscillations the CO completely 
inhibits the reaction (Figure 2). The initial reactant 
concentrations were the same as before.

It is known that the oscillating reaction is sensitive to 
stirring.4 That fa.pt can be explained partly by the CO 
evolution and its effect on the reaction and partly by the 
effect of atmospheric 0 2.

It is interesting to note that the known inhibitors CO, 
0 2, Cl-, I-, and azide5 can all be involved in complex­
forming reactions. According to our latest investigations- 
F- also inhibits the oscillation.

Acknowledgment. The author is thankful to professor 
Or. E. Koros and to Mr. M. Gal for the helpful discussions 
and to a group of students led by Mr. J. Bodiss for their 
assistance in the experiments.

Figure 1. Periodic CO and CO +  CO2 evolution measured by FID. During the black intervals the CO2 scrubber was inserted into the gas stream.

Figure 2. Potentiometric trace of the log [B r ]  oscillations (without absolute calibration) and the inhibition effect of CO. During the black intervals 
CO was bubbling through the reaction mixture.
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Hydration Structures For Halide ( - )  Ions

Sir: We report the calculated hydration energies of halide 
(-) ions for the symmetrical hydration structures con­
taining 1-6  waters of hydration. The method is identical 
with the semiempirically based electrostatic method 
previously used for alkali (+) ions.1 Empirically based 
repulsive parameters were previously selected from alkali 
halide diatomic spectra and ion-rare gas beam scattering

the SCF potential7 suggests that our interaction energy 
terms for halide ions would be much better represented 
by having the attractive ion dipole terms based closer to 
the H atoms rather than at the H20  center of mass. For 
alkali ions the center of mass terms are similar to those 
implied in the SCF algebraic representation.

In summary we can conclude that the original selection 
of repulsive parameters2,3 should have been based on a 
slightly different form of the attraction between halide ions 
and H20 . This more attractive potential expression would 
have resulted in larger repulsive energy parameters for the 
H atoms of H20  thereby yielding a larger equilibrium 
separation in the calculations of Table I. The availability 
o f SCF results allows a more accurate choice of the at­
tractive part of the halide ion-H20  potential in the future. 
The use of the electrostatic method1"3 allows an accurate 
representation of interaction effects in complicated 
clusters. As shown in ref 1, remarkable agreement with 
SCF results is obtained for the case of Li+. Indeed, more 
recent SCF results for clusters with Li+ and Na+ that Drily 
contain pairwise additive terms8 do not agree as well with 
experiment as the electrostatic method.1 Large basis set 
SCF computations are necessary for these ions8 to agree 
with experiment.

TABLE I: Energies and Distances for Symmetric Halide Ion Hydration“

Hydration no. 1 2 3 ' 4 5 6

Ion -E R - E R - E R - E R - E R - E R

F 24.1 2.14 44.8 2.22 60.2 2.32 72.7 . 2.40 81.0 2.48 86.0 2.62
(23.3) (39.9) (53.6) (6.7.1) (80.3) ( - )

CL 14.3 2.86 27.6 2.88 40.1 2.92 49.1 2.96 57.1 3.02 63.9 3.08
(13.1) (25.8) (37.5) (48.6) ( -) ( - )

Br 12.6 3.04 24.4 3.08 34.8 3.12 43.9 3.16 51.4 3.20 58.0 3.24
(12.6 ) (24.9) (36.4) (47.3) ( -) ( - )

r 10.5 3.34 20.5 3.36 29.4 3.38 37.4 3.42 44.2 3.46 50.2 3.50
(10.2) (20.0) (29.4) ( - )  ( - )  ( - )

“ Energies are in kcal/mol and the equilibrium distance in angstroms is from the ion to the H20  center of 
mass. The energy value enclosed in parentheses is experimental A // from ref 4.

data.2,3 These parameters have been applied to halide (-) 
ion hydration for the symmetrical structures including a 
linear dimer, a planar symmetrical trimer and tetrahedron, 
trigonal bipyramid, and an octahedron. The equations 
necessary to compute the negative ion hydration structures 
were included in the extensive description of the alkali (+) 
hydration calculations.1 The results are given in Table I 
with comparisons to the experimental AH values of Ke- 
barle et al.4

The agreement of our values with experiment has 
substantial deviations as the size of the hydration sphere 
increases. This is particularly noticeable for the F" ion with 
1-4 ligands. This disagreement shows a fundamental flaw 
in our previous construction of an empirical potential for 
negative ions and a single water molecule. As previously 
stated,1 uniformly excellent experimental agreement of the 
alkali (+) hydration energies shows a reasonably correct 
radical dependence empirical potential for positive ions. 
The source of the halide ion difficulty is easily seen by 
comparison to recent SCF results for the equilibrium 
distance of F"•H20 .0,6 An SCF calculation gives the F"-H20  
center of mass distance of 2.44 A6 compared to our 2.14 
A. Additional comparison to the simple algebraic form of
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