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o-Ps yields were determined in various liquid hydrocarbons, tetramethylsilane, and mixtures thereof as a function 
of C^HsBr and CCI4 concentration. These molecules are known to be good electron scavengers and positronium 
inhibitors as well. The spur reaction model of Ps formation predicts a correlation between the inhibition coefficient 
and the chemical rate constant of electrons with scavenger molecules. We found that the dependence of the 
inhibition coefficient on the work function (V0) of electrons in different liquids shows a very unusual behavior, 
similar to that recently found for the chemical rate constants of quasifree electrons with the same scavenger 
molecules. The inhibition coefficient as a function of had a maximum for C2H5Br, while it increased 
monotonously with decreasing V 0 for CC14. The inhibition coefficient for C2H5Br in a 1:1 molar tetra- 
methylsilane-n-tetradecane mixture was found to be greater than in both of the pure components. The clear 
correlation found between electron scavenging rate constants and positronium inhibition constitutes the severest 
test to date of the spur reaction model of positronium formation. The importance of the positron annihilation 
method from the point of view of radiation chemistry is also emphasized.

Introduction
For many years the excess electron in liquids (e.g., the 

hydrated electron2) has been an important topic of research 
in radiation chemistry. In particular the excess electron 
in nonpolar liquids is studied very much at present. It is 
probably less known that the properties of the two other 
light particles, the positron and the positronium (Ps) atom3 
in liquids, are strongly correlated to those of the excess 
electron. We shall in this article give an account of such 
a correlation.

The values of the Ps formation probabilities measured 
for different liquids, and the inhibition of Ps formation 
in them caused by different solutes, were little understood 
until very recently3 when one of the present authors 
(O.E.M.) proposed a new model of Ps formation: the spur 
reaction model.4'5 This model correlates the Ps yields to 
the results of spur research obtained in radiation chem­
istry. A spur formed during the interaction of an ionizing

particle with matter can be defined as a group of reactive 
intermediates which are so close together that there is a 
significant probability of their reacting with each other 
before diffusing into the bulk medium. The positronium 
is assumed to be formed by a reaction between a positron 
and an electron in the positron spur. The positron spur 
is the group of reactive species (e.g., the positron, excess 
electrons, positive ions, etc.), which is created around the 
positron when it loses the last of its kinetic energy. Ps 
formation competes with the recombination of the elec­
trons and their parent positive ions (“geminate 
recombination”), and also with the diffusion of electrons 
out of the spur. Reactions of the electrons or the positrons 
in the spur with the solvent molecules, or with scavengers, 
will also decrease the probability of Ps formation.

The purpose of our work was to measure the inhibition 
of Ps formation by C2H5Br and CC14 in nonpolar liquids 
and to correlate the strength of the Ps inhibition to the
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electron rate constants measured by Allen et al.fi The spur 
model of Ps formation predicts that the strength of the 
Ps inhibition vs. V0 will show a maximum at the same V0 

value as the electron rate constant in the C2H5Br case, 
while a monotonously increasing inhibition strength for 
decreasing V 0 is expected for CCI4. The expected behavior 
of the Ps inhibition was found.

Here we present positronium inhibition measurements 
for the following systems: C2H5Br in n-tetradecane (n-Ci4), 
n-hexane (n-C6), 2,2,4-trimethylpentane (isooctane, i-C8),
2 ,2 -dimethylpropane (neo-C5), and tetramethylsilane 
(TMS); CC14 in n -C u , i-C8, and TMS. In addition of these 
systems the inhibition function for C2H5Br were also 
determined in n-Cu-TMS (Xtms = 0.49) and n-C6-neo-C5 

(-̂ n-Ce = 0-25) mixtures (X  represents the mole fraction 
of the component in the subscript).

Experimental Section
L i f e t im e  M e a s u r e m e n ts . About 40 /iCi of 22NaCl de­

posited between two Kapton (Du Pont) polyimid foils of 
1 mg/cm2 constituted the positron source. The positron 
lifetimes were measured as usual by determining the time 
interval between the detection of a 1.28-MeV photon, 
emitted simultaneously with the emission of a positron 
(start signal) and the detection of an 0.511-MeV annihi­
lation photon (stop signal) . 3 The time resolution function 
of our conventional lifetime spectrometer, determined by 
measuring the spectrum of a 60Co source, could well be 
described as a sum of three Gaussian curves with a fwhm 
of 390 ps for the total curve. The lifetime spectra were 
analyzed by the p o s itr o n fit  e x te n d e d 7 computer pro­
gram for three lifetimes and intensities with 8 % source 
correction. Details of the application of this program are 
discussed in ref 5c.

M a ter ia ls . The chemicals were of analytical grade from 
Merck and were used without further purification. All the 
liquid samples were thoroughly degassed by the freeze- 
thaw method and afterwards destilled under vacuum into 
an ampoule containing the positron source. During the 
recording of the lifetime spectra the source and the sample 
were kept in this air-tight ampoule. The necessary am­
ounts of neopentane and tetramethylsilane solvents and 
of solutes added to a given volume of solvent were de­
termined by PV technique in the same apparatus as used 
for degassing the samples. All measurements were per­
formed at 20 °C.

Results
The analyses of the lifetime spectra gave the following 

results. The shortest lifetimes (t,) were found around 150 
ps, the medium lifetimes (r2) around 500 ps, while the 
longest lifetimes (t3) for the pure solvents and mixtures 
were: n-C14 3.35 ns, n-C6 3.94 ns, i-C8 4.11 ns, neo-C5 5.17 
ns, TMS 4.77 ns, TMS n-C14 3.75 ns, rc-C6-neo-C5 4.61 ns, 
and C2H5Br 3.23 ns. Through the lifetime results for their 
solutions, C2H5Br and CC14 proved to be practically pure 
inhibitors; hence, it was unnecessary to make any cor­
rections to the intensity data due to quenching contrib­
utions. The relative Ps yield P(c) is therefore

P ( c )  = / 3 (c )//3( 0) (1)

where / 3(c) is the intensity of the longest-lived component 
extracted from the lifetime spectrum at an inhibitor 
concentration c. The / 3(0) values, i.e., the o-Ps yields 
measured in pure solvents or their mixtures were n-C14 

37.5%, n-C6 41.6%, i -C8 44.2%, neo-C5 52.7%, TMS 
55.5%, TMS-rc-C14 45.6%, and n-C6-neo-C5 45.3% 
(C2H5Br 5.2%) (uncertainties ~  ±0.7 absolute %). The 
values of P(c) calculated from the experimentally found

Figure 1. Relative o-Ps intensities as a function of inhibitor concentration 
in various solvents: (V) n-C14, (•)n-C6, (□)i-C8, (X) neo-C5, (O) TMS, 
(▼)TMS-n-C14 mixture. Solid curves for C2H5Br and dashed curves 
for CCI4 are fit to eq 7 with a and a  values in Table I. (The solid curve 
for the TMS-p-C,4 mixture is omitted.)

/ 3(c) values by eq 1 are presented an Figure 1 with a lo­
garithmic scale for the inhibitor concentration (in mol/ 
dm3). Data found for C2H5Br in n-C6-neo-C5 mixtures 
were situated on a curve almost identical with that for 
n-C6; hence, they were omitted for the sake of clarity.

The relative Ps yields from right to left correspond to 
increasing inhibition strengths, because it is obvious that 
stronger inhibitors decrease the Ps yield at lower con­
centrations. Even if the curves are compared in only this 
simple, visual manner, clear qualitative agreement with 
electron rate constant data6 is immediately manifested.

P a r a m e te r  F it t in g  o f  th e  R e la t iv e  P s  Y ie ld s . A dis­
cussion of the possibilities of obtaining a theoretical ex­
pression for the relative Ps yield P(c) as function of 
electron scavenger concentration in the framework of the 
spur reaction model of Ps formation has been published 
elsewhere. 50 Here it was concluded that an application of 
a detailed spur diffusion theory to the positron spur 
problem is not promising at present. However, the Ps yield 
may be correlated to the electron spur results by use of 
the reasonable assumption that the relative electron- 
positron “recombination” in the positron spur (i.e., the Ps 
yield) is strongly correlated to the relative electron-ion 
recombination in the electron spur. The yield of a given 
product G(p) of an electron reaction with a scavenger is 
normally described by

G(p) = Gfi + Ggi F(c) (2)

Here Gfi denotes the yield of “free ions”, while Ggi rep­
resents the yield of “geminate ion pairs”. F(c) is the 
scavenging function. 8 Hence, we may assume that

P(c) = (Gfi + Ggi -  G (p))/G gi = 1 -  F(c) (3)

Thus the meaning of eq 3 is that the probability of Ps 
formation is proportional to the fraction of unscavenged 
“geminate electrons”. 1 -  F(c), i.e., formally our P(e), plays 
an important role in Schuler’s phenomenological sca­
venging model specifying the distribution function of the 
ion-pair lifetimes.8b

With regard to the explicit analytical form of F(c) and 
of the corresponding P(e), three formulas have mainly been 
used in radiation chemistry. For very dilute solutions, 
several authors9 1 0  have theoretically derived the following 
expression:

F(c) = K c u l  (4)

However, this formula is totally inapplicable in our case, 
since we use high solute concentrations. Another sca-

The Journal o f Physical Chemistry, VoL 81, No. 5, 1977
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TABLE I: Summary of Results Obtained by Parameter Fitting of o-Ps Inhibition Functions Measured in Various Liquids 
and Liquid Mixture

Solvent V 0, e V Inhibitor a, M 1 Oi s/T*

n-Tetradecane 0.21 C2H5Br 3.9 ± 0.4 0.61 ± 0.01 0.032
(5.2) (0.78) (0.012)

(n-C14) CC14 20.5 ± 1 0.88 ± 0.01 0.005
n-Hexane 0.00 C2H5Br 5.3 ± 0.5 0.57 ± 0.01 0.025
(rc-CJ (8.2) (0.74) (0.005)
Iso octane -0.26 C2H5Br 6.0 ± 0.6 0.48 ± 0.01 0.018

(10.3) (0.62) (0.005)
(i- C8) CC14 46.0 ± 1 0.67 ± 0.01 0.006
Neopentane -0.35 C2HsBr 2.4 ± 0.2 0.73 ± 0.01 0.014
(neo-Cs) (2.8) (0.83) (0.004)
Tetramethylsilane -0.51 C2H5Br

CC14
1.04 ± 0.1 0.94 ± 0.01 0.011

(TMS) 59.0 ± 1 0.58 ± 0.01 0.021
TMS + n-C,4 -0.14° C2H5Br 4.8 ± 0.5 0.56 ± 0.01 0.021
(Xtm s=0.49) (7.8) (0.75) (0.002)
ti-C6 + -nediCs -0.26° C2H5Br 4.3 ± 0.5 0.55 ± 0.01 0.014
(X„.C6= 0.25) (5.5) (0.63) (0.009)

9 Calculated values from the V„ values of the pure solvent components, assuming a linear relationship between V 0 and the
molar fraction X .

venging function that can be theoretically derived using 
a simple, competitive kinetic model83 is

F(c).=
OC

1  + o c
(5)

The corresponding relative Ps yield is

m  =
1

1  + o c
(5a)

Schuler and. co-workers, 8 however, found that eq 5 did not 
describe their scavenging results well enough in cyclo­
hexane and n-hexane solvents. They proposed the use of 
an empirical function

F(c) = ( o c ) U2
1 + (ac) 1 / 2

(6)

The relative Ps yields corresponding to eq 6  would be

P ( c )  =
1

1  + (ac) ! / 2
(6 a)

The analyses of our Ps yield results showed that fairly 
good fits could be obtained by use of (5a) in some solvents 
and (6 a) in other solvents. To improve the goodness of 
the Fit for all solvents we therefore fitted the results with 
a slightly modified empirical expression using a second 
adjustable parameter a  in the exponent:

J W - ï r f e j ï  (7>

which would correspond to the following scavenging 
function:

F(c) =
(o c ) a  

1  + (uc)ß
(7a)

It will be shown that this empirical formula gives rea­
sonable agreement with experimental data measured in 
solvents of high electron mobility.

It is important to realize that we cannot expect a de­
tailed quantitative correlation between the measured 
properties of the positron and electron spurs. 4 '5 The 
positron spur, being part of a “high linear-energy-transfer” 
track, is very probably more dense than the normally

studied electron spurs. The distribution of electron- 
positron distances at thermalization probably also differs 
from the distribution of electron-ion distances. Several 
other properties of the two spurs (e.g., yields of specific 
ions and radicals) may be different too. The experi­
mentally determined Ps yield might also be influenced by 
the reaction of Ps with the reactive species in the spur. 
Another point of interest is that detailed tests of (5) or (6 ) 
seem not to have been performed in some of the solvents 
used (see below). Hence, the fact that it was necessary to 
use a two-parameter formula (7) instead of the one-pa­
rameter formulas (5a) or (6 a) to obtain good fits is not 
surprising at all.

The fitting procedure with two adjustable parameters 
was carried out on a programmable table calculator (EMG 
6 6 6 ) minimizing the RMS deviation between the measured 
and calculated points. The results of the fitting procedure 
are presented in Table I. The V 0 values for pure solvents 
are Holroyd’s latest data for 20 °C,U while for the mixtures 
they are calculated values assuming a linear relationship 
between V 0 and the mole fraction, as it was found by 
Holroyd and Tauchert12 to be valid for TMS-n-C6 and 
neo-C5-n-C6 mixtures. The last column of Table I contains 
the goodness of the fit expressed as the RMS deviation 
between the measured and calculated points. The data 
in parentheses represent the results when only the upper 
part of the total inhibition curve (P(c) > 0.6) was involved 
in the fitting procedure. In the cases of C2H5Br in TMS 
and CC14 in all three solvents investigated, the two fitting 
procedures gave practically identical results.

In the case of C2H5Br, one of the reasons for the dif­
ference between the two fitting procedures might be the 
high concentration of C2H5Br. At high concentrations the 
“solute” molecules themselves contribute considerably to 
the primary processes of radiolysis. The spin- size and rate 
constants of the electrons and the positron are probably 
also influenced by the solute molecules in high concen­
tration, in particular in the high electron mobility (large 
spur) solvents neo-C5 and TMS.

In Figure 1 the solid curves for C2H5Br and the dashed 
curves for CC14 are drawn using eq 7, with a and a  values 
calculated from the total curve fitting (Table I). The 
calculated curve for C2H5Br in the TMS-n-C14 mixture, 
which is practically identical with the n-C6 curve, is 
omitted.
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Figure 2. Ps inhibition coefficients (<r, left-hand scale) and electron 
rate constants (k, right-hand scale) for reactions with C2H5Br (solid 
curves) and CCI4 (dashec curves) as a function of V0: (▲) n-C6-n eo-C 5 
mixture, others sym bols as in Figure 1.

D iscussion

G en era l R em a rks. Although the correlation between the 
results of the present Ps inhibition measurements and 
those of the electron rate constant determinations6 is clear 
by simply looking at Figure 1, the comparison is more 
convincing in a figure presenting both sets of data. Figure 
2 shows positronium inhibition constants (<r, left-hand 
scale) together with Allen, Gangwer, and Holroyd’s electron 
rate constants6 (k , right-hand scale) as a function of V0. 
The solid and dashed lines are visual fits for C2H5Br and 
CC14 data, respectively. In both cases the curves for 
C2H5Br exhibit a maximum for the same solvent (i.e., for 
the same V0), and both curves are very much steeper from 
the left to the maximum than from the right to the 
maximum. Very convincing is also the fact that the points 
for the solvent mixtures, the V0 values which were adjusted 
to be close to the maximum, are situated reasonably well 
on a common curve with the pure solvents. From this 
point of view, one must also consider the inaccuracy in 
calculating the V0 values for the mixtures. The CC14 
curves, on the other hand, increase with decreasing V0 in 
both cases.

The prediction of the spur reaction model of Ps for­
mation proved to be valid for this very unusual case, and 
this seems to be the severest test of this model to date. As 
discussed above the reaction rate of the spur electrons is 
only one factor affecting the process of Ps formation, and 
that there are several others which may greatly modify the 
very complex and complicated situation in the spur. The 
good qualitative correlation between these two quantities 
(i.e., a and fe),13 however, demonstrates the important role 
of electron reaction rates in Ps formation, at least in these 
nonpolar liquids of high electron mobility.

With respect to the other models of Ps formation, 
namely, the Ore model14 and its modified version15 or the 
“hot-Ps” reaction model,16 these do not seem to be able 
to explain such unusual changes for the probability of Ps 
formation without the use of special assumptions and 
practically unavailable and unverifiable data for any 
system. The main problem is that all these models take 
into account positrons and Ps atoms of fairly large energies 
only, while it seems that very small changes in the work 
function of th e r m a liz e d  electrons are responsible for the

great changes in electron rate constants or Ps inhibitión 
properties. Although the spur reaction model itself is 
unable to make a priori predictions of Ps formation for 
every special case, its great advantage lies in the fact that, 
for explanations and predictions, it can use general 
principles and experiences originating from radiation 
chemistry.

C o m p a r is o n  w ith  S t e a d y -S t a t e  S c a v e n g in g  R e s u lts .  
The basic idea of the spur reaction model of Ps formation 
is that Ps atoms are formed as a result of the scavenging 
of the spur electrons by the positrons. Thus any processes 
in which spur electrons are involved compete with Ps 
formation17 and a strong correlation must exist between 
scavenging and Ps inhibition experiments. This as­
sumption gave the theoretical basis for using the sca­
venging function to fit the relative Ps yields and evaluate 
the inhibition coefficients (<r). Thus, in principle, the Ps 
inhibition coefficient has the same meaning as the relative 
scavenging constant in Schuler’s phenomenological model 
for scavenging in hydrocarbons8 and the numerical values 
of these two quantities must be similar, or at least com­
parable. Unfortunately, however, we have hardly any data 
with which to make this comparison. Read and Bansal18 
measured the relative scavenging constant for C2H5Br in 
isooctane and their 5 M“1 value is very, close to ours: a = 
6 ±  0.6 M Although Infelta and Schuler’s19 value for 
C2H5Br in cyclohexane (7.8 M 1) is not directly comparable 
since we have no data for this solvent, it seems to be quite 
reasonable because the V0 of cyclohexane is close to that 
of isooctane. The agreement of these results is promising, 
but the data are insufficient to prove the mutual identity 
of the two constants.

Conclusion
For the two good Ps inhibitors, or electron scavengers, 

that we have studied (C2H5Br and CC14), the inhibition 
coefficients in nonpolar liquids can be correlated with Vo, 
the energy level of the mobile conduction electrons in the 
various solvents. This correlation is similar to that found 
between V0 and the electron reaction rate constants for 
the same scavengers. These Ps inhibition measurements 
thus seem to be the severest test to date of the spur re­
action model, which predicts a strong correlation between 
the formation probability of Ps and the electron scavenging 
rates in the positron spur. The analysis of the Ps inhibition 
curves resulted in the use of a new empirical fitting pa­
rameter instead of the constant used so far in the con­
centration exponent.20 In order to improve our under­
standing of the nature of matter, more experimental efforts 
are needed especially for extending the steady-state 
scavenging measurements to liquids of low V0. For this 
purpose, Ps inhibition measurements can provide useful 
and important information both for radiation chemistry 
and for Ps chemistry.
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. The luminescence behavior of dilute solutions of benzene in cyclohexane is investigated for proton and ultraviolet 
* excitation. Benzene fluorescence from proton excitation does not show the delayed component that has been 

reported for numerous aromatic solvents. Instead there is an initial rapid decay attributed to dynamic quenching 
followed by a slower decay approaching that observed for ultraviolet excitation. The initial quenching is shown 
to be consistent with intratrack quenching by transient species.

Introduction
The luminescence behavior of organic systems subjected 

to ionizing radiation can be expected to differ from that 
of ultraviolet excited systems whenever ionic interactions 
become important or whenever the effects of nonho- 
mogenous energy deposition must be considered. Dif­
ferences in fluorescence decay obtained from these two 
modes of excitation can therefore give time-correlated 
information about events following deposition of the ra­
diation. Previous experimental radioluminescence studies 
with pulsed ionizing radiation1“3 have shown that aromatic 
solvents typically exhibit a fluorescent component which 
decays exponentially with a rate similar to that for ul­
traviolet excitation and an additional delayed fluorescence 
component which decays nonexponentially over several 
microseconds. The delayed component has been explained 
by a bimolecular reaction between solute anions and 
cations resulting from charge transfer and electron sca­
venging, respectively.

Our investigation of excitation and quenching mecha­
nisms associated with ionizing radiation were conducted 
on dilute solutions of benzene in cyclohexane. This system 
is not complicated by excimer emission and has a very 
rapid energy transfer from solvent to solute (<1 ns). Also, 
because of the small electron affinity of benzene, delayed

 ̂This paper is based on work performed under United States 
Atomic Energy Commission Contract AT(45-1)-1830.

fluorescence from long-lived benzene ion precursors should 
be minimized. Fluorescence time response curves have 
been obtained for both proton and ultraviolet excitation. 
For proton excitation, an initial rapid quenching is ob­
served followed by a decay that approaches that present 
in ultraviolet excitation. Benzene fluorescence does not 
exhibit a long-lived delayed component. The dynamic 
quenching observed for proton excitation is postulated to 
be an intratrack quenching by transient species.
Experimental Section

(a) S a m p les . Benzene and cyclohexane (Mallinckrodt 
Nanograde) were prepared by fractional distillation fol­
lowed by freeze-thaw-pump to remove oxygen. Additional 
samples were deaerated by helium and nitrogen purging. 
Lifetimes measured from ultraviolet excitation were 
identical for the three types of purging and agreed within 
experimental error with those reported in the literature.4 
All samples for proton irradiation were prepared by helium 
purging.

(b) A p p a ra tu s . A block diagram of the experimental 
apparatus5 is shown in Figure 1. Proton pulses of <0.3 
ns fwhm are available from a 2-MeV Van de Graaff ac­
celerator using a 3.33-MHz high-voltage rf oscillator for 
beam chopping. A commercially available deuterium flash 
lamp is used for ultraviolet excitation measurements. 
Photons emitted from the excited sample are collected with 
quartz optics, passed through a scanning spectrometer, and
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Figure 1. Delayed coincidence counting system.

focused on a cooled photomultiplier tube. A zero time 
marker is obtained for ultraviolet excitation by a second 
detector which observes the exciting light source; for 
proton excitation the timing marker is generated by signal 
derived from the rf chopper. Single photon pulses selected 
within the gated period of a time to pulse height converter 
are counted as a function of pulse delay after the zero time 
pulse and displayed in a multichannel analyzer that is 
interfaced to a small on-line digital computer.

The irradiation cell consists of a cylindrical stainless steel 
chamber with a 254-̂ m nickel foil for proton beam en­
trance and a quartz window for light collection. Con­
tinuous flow from a reservoir of deaerated solution replaces 
irradiated liquid in the target volume.
Results

Dilute solutions (0.01 M) of benzene in cyclohexane were 
irradiated with both protons and ultraviolet light using the 
same sample cell and liquid handling technique. Emission 
spectra appear identical under these two modes of exci­
tation and correspond to fluorescence from the first excited 
singlet state of benzene. Excimer fluorescence, resulting 
from the interaction of excited and ground state benzene 
molecules, is not observed at these concentrations. 
Fluorescence decay was measured with the scanning 
spectrometer adjusted to a 4-nm bandpass and centered 
on the prominent vibrational peak at 278 nm. Sample 
temperature was monitored with a glass encapsulated 
thermistor placed in the irradiated cell.

Decay curves of this singlet state emission for the two 
modes of excitation are shown in Figure 2; these curves 
are uncorrected for the finite time resolution of the ex­
citation and detection systems. For proton excitation, the 
time response is slightly over 2 ns fwhm and largely 
represents time spread in the photomultiplier. For ul­
traviolet excitation, the flashlamp gives an assymetrical 
time response of about 10 ns fwhm. Correction for 
scattered light from the flashlamp, which influences the 
results in the first 20 ns of the ultraviolet response curve, 
is determined from measurements on samples of neat

t(nsec) t(nsec)
Figure 2. Fluorescence decay of benzene (0.01 M) in cyclohexane, 
T=  14.5 °C: (a) proton excitation (1.7 MeV); (b) UV excitation (2537 
A); (c) logrithmic derivative of intensity for proton excitation, xp; (d) 
logrithmic derivative of intensity for UV excitation, Ruv.

cyclohexane. Each data point in the response curves shown 
in Figure 2 represents a sum over 10 channels of actual 
data accumulation.

Fluorescence decay for ultraviolet excitation is expo­
nential and can be properly described by a single time- 
independent rate constant feuv. Fluorescence decay for 
proton excitation is not initially described by a simple 
exponential, but may be conveniently parameterized by 
a time-dependent rate parameter Kp(t) defined as the
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negative logrithmic derivative of intensity with respect to 
time. The lower curves in Figure 2 illustrate this time 
dependence over several orders of magnitude of fluores­
cence decay.
Discussion

The decay curves for proton irradiation of benzene in 
cyclohexane do not exhibit a delayed component as has 
been reported for numerous scintillator solutions excited 
by ionizing radiation. Ludwig and others1,2 have inter­
preted this delayed component as fluorescence from ex­
cited molecules formed from diffusion and recombination 
of solute anions and cations. In the case of benzene 
isolated molecules have a negative electron affinity and, 
although temporary negative ionic states have been 
reported6 for condensed systems of benzene at 77 K, stable 
solutions of benzene anions do not occur at room tem­
perature. Also, Bakale et al.7 observed no significant 
scavenging by benzene of electrons in solutions of n-hexane 
at room temperature. Thus, the absence of a delayed 
component in solutions of benzene in cyclohexane excited 
by ionizing radiation is not inconsistent with Ludwig’s 
interpretation of solute anions as precursors of delayed 
fluorescence.

The observed response curves for proton excitation 
suggest an initial rapid quenching (t < 50 ns) that ev­
entually disappears to yield a decay rate equal to that for 
ultraviolet excitation. If we assume a dynamic quenching 
of excited molecules by a time dependent concentration 
of radiation produced quenchers, then
d l /d t  = - k ux.I -  k sQ { t ) I  (1)
where kuv is the decay constant for ultraviolet excitation, 
k s is the quenching constant of excited molecules by ra­
diation produced quenchers, and Q (t) is the time-de- 
pendent concentration of quenching molecules. Fur­
thermore
In J/ / 0 = -fcuvf -  f 0tk sQ ( t )  df (2)

£ (ln ///„) = - fcuv-fesQ(0 (3)
d i

This logrithmic derivative of intensity has been previously 
defined as xp, i.e.

Kp = ~ ( l n / / / 0) = feuv+ k sQ ( t )  (4)

With these assumptions of dynamic quenching, the 
fluoresence response curves then give the time dependence 
of the quencher concentration. By comparing decay rates 
for proton and ultraviolet excitation we obtain k 3Q (t).

In Figure 3, kp -  k nv is shown as a function of inverse 
time. The curve is a fit to the data by the equation
k sQ ( t )  =  K p - k uv =  A / ( l  +  B t )  (5)
with A  = 0.085 ns”1 and B  = 0.33 ns”1.

Any assumed mechanism of excited state quenching that 
is to be consistent with our experimental results must 
predict the time dependence of eq 5. Furthermore, values 
of the parameters A  and B  derived from this assumed 
mechanism of quenching should be consistent with es­
tablished radiochemical data on condensed systems.

One such mechanism that would predict the correct time 
dependence but gives unreasonable parameters is an initial 
concentration of quenchers uniformly distributed 
throughout the solution that disappear through bimole- 
cular recombinations, i.e.
d Q /d i = - fe qQ 2 (6 )

Figure 3. xP -  kM as a function of time after excitation, 0.01 M benzene 
in cyclohexane, T = 14.5 °C.

and
Q(i)=Q0/( l+  fcqQoO (7)
where k a is the second-order rate constant for disap­
pearance by recombination and Q 0 is the concentration at 
t = 0. If such a mechanism were responsible for excited 
state quenching, then the initial concentration Q 0 and 
therefore the fluorescence decay rate would depend on 
proton beam intensity. However, the proton beam current 
was varied over three orders of magnitude in intensity with 
no observed change in fluorescence decay shape. Also, the 
initial concentration Q0 determined from eq 7 (kqQ0 = 0.33 
ns”1) is unreasonably large for the dose of ~ 1  rad used in 
these experiments. If kq is diffusion limited, then Q 0 ~ 
10' 2 M and the G  value for production of quenching species 
must exceed 10‘. This G  value is obviously unrealistic.

A more reasonable mechanism which assumes an initial 
high concentration of quenching species and also predicts 
the correct time dependence is excited state quenching by 
transient species within individual proton tracks. If we 
assume that N 0 quenching species are created along a 
proton track with uniform density inside a cylinder of 
initial r0 then the radial density is expressed in terms of 
the temporal evolution of the track core. This track core 
can be expressed as
r 2( t )  =  r02 + W t  (8 )
where D  is the diffusion coefficient describing diffusion 
of quenching molecules in solutions of cyclohexane. The 
concentration is then
Q ( t )  = N 0/v  =  N J n l  r02(l + 2D t / r 02) (9)
By comparing eq 5 and 9 we obtain r02/ 2D = 3 ns. The 
initial radius r0 can be determined if the diffusion coef­
ficient D of the quenching species is known. If we take 
D  = 2 X 10 5 cm2 s'1, a value typical of species of molecular 
size in cyclohexane, then r0 ~ 35 A. Simplified track 
structure models in liquid systems predict a track core 
radius within a factor of 2 of this value.8 The G  value for 
production of excited state quenchers can also be estimated

The Journal o f Physical Chemistry, VoL 81, No. 5, 1977



380 J. C. Hoffsommer, D. A. Kubose, and D. J. Glover

from eq 5 and 9. If the excited state quenching constant 
ke is diffusion limited then G ~ 0.5.

Intratrack quenching from this distribution of quenching 
molecules predicts no change in decay with variation in 
proton beam current. Increasing the beam current merely 
increases the number of proton tracks and does not change 
the local quencher density along the track. At the 
maximum proton beam current, proton tracks are on the 
average 2 0 0 0  A apart so there is little chance for track- 
track interaction.

Quenching by transient species (i.e., radicals) has been 
previously invoked by Berlman9 as an explanation of low 
fluorescence yields from scintillator solution under a  
particle excitation. Our data suggest that such a mech­
anism is responsible for excited state quenching and, 
furthermore, this quenching is an intratrack phenomena. 
This simple theory of track expansion is consistent with

our experimental data and gives reasonable values of initial 
track radius and G  value for production of excited state 
quenching species.
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The xinetics and activation parameters for the aqueous alkaline hydrolysis of hexaproteo (RDX-h6) and 
hexadeuterio (RDX-d6) l,3,5-triaza-l,3,5-trinitrocyclohexanes with hydroxide ion concentrations between 0.020 
and C.25 M and temperatures of 25.0, 35.0, and 45.0 °C have been investigated. Both RDX-h6 and RDX-d6 
showed good second-order rate constants for the expression, -d(RDX)/dt = &2(OH )(RDX) = fê RDX), where 
k ] is the first-order rate constant with excess hydroxide ion. At 25.0 °C the kinetic isotope effect for k 2- 
(RDX-h6)/fe2'(RDX-d6) = 2.4. Mass spectral evidence for two short-lived intermediates, pentaproteo (I-h5) 
and pentadeuterio (I-d5) l,3,5-triaza-3,5-dinitrocyclohexene-l, obtained by loss of the elements of nitrous acid 
from RDX-h6 and RDX-dg is presented. Products obtained on further hydrolysis of I-h5 include, N02 , NaO, 
NH3, N2, CH20, and HCOO , the relative amounts of which depend on the hydroxide ion concentration. A 
novel method is presented for generating these base sensitive, short-lived intermediates with strongly basic 
ion-exchange resins.

Introduction
Although the initial slow reaction of secondary nitr- 

amines with base has been postulated to be the elimination 
of the elements of nitrous acid,1,2 subsequent fast reactions 
have prevented the isolation of any initial products closely 
related to the starting nitramine. Thus, Jones3 speculates 
that l,3,5-triaza-3,5-dinitrocyclohexene-l (I-h5) would be 
a likely initial product formed during a slow E2 elimination 
of the elements of nitrous acid from 1,3,5-triaza-1,3,5- 
trinitrocyclohexane (RDX-h6) during alkaline hydrolysis 
in methanol. If, as Jones suggests, the first step for alkaline 
hydrolysis of RDX-hg is proton abstraction from the acidic 
methylene hydrogens between two adjacent nitramine 
groups, a difference in hydrolysis rate would be expected 
where the methylene hydrogens of RDX-h6 were replaced 
with deterium atoms (RDX-d6). We wish now to report 
our findings concerning the kinetics and intermediate 
formation for the alkaline homogeneous hydrolysis of 
RDX-h6 and RDX-dg in water.
Experimental Section and Results

M a teria ls . RDX-h6 was recrystallized three times from 
acetone, dried, and checked for purity by TLC, VPC, and 
GC/MS. RDX-dg was generously obtained from S. Bulusu, 
Picatinny Arsenal, Dover, N.J., and checked for purity by

the same techniques used for RDX-hg. The isotopic purity 
of RDX-dg was 99+% by mass spectral analysis.

A n a lys is . Aqueous solutions of RDX-h6 and RDX-d6 
were analyzed by vapor phase chromatography of benzene 
extracts using 2,4,6-trinitrotoluene (TNT) as an internal 
standard.4 In general, a Hewlett-Packard, Model 5750, 
research gas chromatograph was used with a 4 ft X  0.25 
in. glass column packed with 2.95% Dexsil 300 GC on 
Chromosorb WAWDMCS, 80/100 mesh; column tem­
perature, 175 °C; injection port, 180 °C; carrier gas, ar- 
gon/methane, 95/5; flow rate, 192 mL/min; Ni-63 detector 
temperature, 290 °C; pulse, 150 m s ; attenuation, X  80. 
Dilutions were made so that the final concentrations were 
approximately 7.4 X  10"6 M RDX and 7.1 X  10"7 M TNT 
and retention times were approximately 200 and 80 s, 
respectively. Peak heights were used to calculate RDX 
concentrations by comparisons to standards of known 
concentrations.

K in e tic s . Stock aqueous solutions of 1 to 2 X  10 4 M 
RDX-h6 and RDX-d6 were made by weighing 1 to 2 mg 
of each into 100-mL volumetric flasks and transferring with 
a small volume of acetone. The acetone was removed at 
30 to 40 °C with a small suction tube with water aspiration. 
Distilled water was added to the dry residue and the flasks 
were warmed in a water bath between 50 and 60 °C to
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TABLE I: Observed First-Order Rate Constants for the 
Aqueous Homogeneous Alkaline Hydrolysis of RDX-h6 
with Excess Base“

%
completion

Time,
minft

RDX-h6 
x 10s, Mc 1 0 4fc„d s“ 1

0 0 7.6
15.8 7.98 6.4 3.5
17.1 1 1 . 8 8 6.3 2 . 6
28.9 16.05 5.4 3.5
36.8 19.96 4.8 3.8
40.7 27.91 4.5 3.1
42.1 31.97 4.4 2 . 8
48.7 35.99 3.9 3.1
52.6 40.05 3.6 3.1

.76.3 80.06 1 . 8 3.0
. 82.9 99.96 1.3 2.9

Av 3.1 ± 0.2

0 OH;,= 8.048 X 10“2 M. b Obtained with an automatic 
timer, Precision Scientific Co., Chicago, 111. c Gas chro­
matographic analysis of benzene extract. d k ,  = 1 /i In 
(RD X U iRD X ),.

effect solution. These solutions were filtered through 0.4 
g m  millipore filters and analyzed by vapor phase chro­
matography.

Standard aqueous solutions of RDX-h6 and RDX-d6 
were thermostated in either 10- or 25-mL volumetric flasks 
in a constant temperature bath held to ±0.05 °C at least 
1 h before a run. Separate flasks containing 0.1-0.5 M 
aqueous sodium hydroxide were thermostated at the same 
time. For a given kinetic run, 1-3 mL of the standard base 
was pipetted into the flask containing the RDX solution. 
Base concentration was determined after a run by titration 
with standard 0.1 N hydrochloric acid solution. RDX 
concentration was determined at a specific time by re­
moving 1.00-mL aliquots of the reaction mixture with a 
calibrated syringe and extracting immediately with 10, 5, 
or 3 mL of benzene depending on the extent of reaction. 
The distribution coefficient for RDX between benzene and 
water was determined to be 8.2 at room temperature. 
From 6  to 65 ¿¿L of a 4.43 X  10“4 M TNT solution in 
benzene was added to the benzene extract as internal 
standard so that the ratio of the peak heights for RDX and 
TNT was approximately unity in the chromatographic 
analysis. The results of one kinetic run for the hydrolysis 
of RDX-h6 is shown in Table I.

The first-order rate constants, k h for both RDX-hf) and 
RDX-d6 were found to vary with OH concentration and 
indicated that the OH“ ion was involved in the rate-de­
termining step. Table II shows first-order dependence for 
hydroxide ion for basic hydrolysis of both RDX-h6 and 
RDX-d6.

Second-order rate constants, k 2, were calculated from 
the first-order rate constant, k u using the expression, k 2 
= fei/OH“. The k 2 values obtained for the aqueous ho­
mogeneous alkaline hydrolysis of both RDX-h6 and 
RDX-d6 show the kinetic isotope effect as a function of 
temperature, Table III.

Heats of activation, A H *, for the basic hydrolyses of 
RDX-hg and RDX-d6 calculated from these k 2 values were 
found to be 23.0 ± 0.2 and 24.1 ± 0.3 kcal mol“1, re­
spectively, while the corresponding entropies of activation, 
A S *, for these hydrolyses were calculated to be 8 ± 1 and 
10 ± 1 cal deg“1, respectively. Errors were estimated by 
the method of Purlee, Taft, and De Fazio.5

R D X -h 6 In te rm ed ia te  (I -h 5) F o rm a tio n  in  W a ter . An 
1.98 X 10“4 M aqueous solution of RDX-h6 (90 mL) was 
stirred vigorously with 10 mL of benzene. To this mixture 
was added 1.42 mL of 17.5 M sodium hydroxide to give 
a final OH concentration of 0.272 M in the aqueous phase.

TABLE II: Order with Respect to Hydroxide Ion for 
Reaction with RDX-h6 and RDX-d6 in Water at 25.0 °C

RDX-h6 RDX-d6

lO-fc,, 10 -fe,
OH“, M s" Order0 OH , M s“' Order0

0.0271 1 . 2 0.0279 0.37
0.2450 9.8 0.95 0.248 3.9 1 . 1
0.0735 2.9 0.0667 1 . 2
0.2450 9.8 1 . 0 0.2185 3.5 0.90
0.0735 2.9 0.0279 0.37
0.1370 5.7 1 . 1 0.2015 3.0 1 . 1

° Value o fx  from, k ,  J k , ^ 2 =  (OH,“)/(OH2“)v, where 
fe,_, and fe, - 2 are first-order rate constants for the dis­
appearance of RDX-h(i or RDX-d6 at a given hydroxide 
ion concentration.

TABLE III: Kinetic Isotope Effects for the Aqueous 
Alkaline Hydrolysis of RDX-h6 and RDX-d, a

---------------------------- !-------------------- M R D X -h .) /
Temp, °C RDX-h„ RDX-d„ fe2(RDX-d6)

25~0 3.9 ± 0.2 (6 )c 1.6 ± 0.1 (6 ) ~2A
35.0 14 ± 1 (6 ) 6.0 ±0.3 (4) 2.3
45.0 48 ±3 (5) 22 ± 1 ( 5 )  2.2

0 Numbers in parentheses indicate number of kinetic 
determinations. b Units M“ 1 s 1; second-order rate con­
stants were calculated from first-order k , values obtained 
from at least three different OH“ concentrations between
0.020 and 0.25 M. c Ionic strength for all runs between
0.020 and 0.25; rate decreased only 17% in 1.71 M aque­
ous NaCl and OH“ = 0.0651 in a separate run.

After 5 min a gas chromatographic trace of the benzene 
extract showed a peak at 1.3 min (I-h5) in addition to the 
RDX-hg peak at 3.36 min.

R D X -h 6 In te r m e d ia te  (I -h 5) F o r m a tio n  on  B a sic  Io n -  
E x c h a n g e  R esin s . A  1.98 X  10“4 M aqueous solution of 
RDX-hg was passed through a strongly basic ion-exchange 
resin6 at the rate of 5 resin volumes/min. The pH of this 
effluent was 7.78. Chromatographic analysis of a benzene 
extract of this effluent gave a trace with peak retention 
times which were identical with that found in the ho­
mogeneous hydrolysis of RDX-hg. On standing the pH of 
the aqueous unbuffered effluent containing I-h5 decreased 
to pH 5.68 while the peak corresponding to I-h5 decreased 
98%. No height change was noted for the RDX-hg 
chromatographic peak. A number of attempts were made 
to isolate I-h5 by concentration and separation from 
RDX-hg on TLC plates. These attempts were unsuccessful 
apparently due to the volatility of I-h5 as well as its hy­
drolytic instability. Although a wide variety of conditions 
was explored using the basic resin, I-h5 was always con­
taminated with RDX-hg. Finally, GC/MS techniques were 
employed to separate and establish the identity of I-h5.

M a ss  S p ectra l A n a lys is  o f  I -h 5 an d  I -d & In term ed ia tes . 
The intermediates I-h5 and I-d5 were prepared by sepa­
rately passing 100 mL of aqueous 8.73 X  10 5 M RDX-hg, 
then 100 mL of aqueous S.16 x 10 5 M RDX-d6 through 
10 g of Amberlite 410 basic ion-exchange resin7 in 12 to 
13 min, respectively. In each case the effluents were 
extracted with 100 mL of high-purity benzene.8 The 
extracts were concentrated to approximately 1 mL by 
boiling, and further concentrated to 5 to 10 ̂ L in tapered 
tubes under vacuum. These concentrated benzene solu­
tions were injected directly into the GC/MS (Varian MAT
111) with the following conditions; injection port 190 °C; 
separator, 195 °C; inlet line, 195 °C; column, 6 ft X  ! / 8 in. 
SS packed with 3.4% Dexsil 300 GC on Chromosorb 
WAWDMCS, 80/100 mesh; temperature programed, 140 
°C to 220 °C at 20 °C/min; ion source pressure, 5 X  10“6
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TABLE IV: Hydrolysis of I-h 5 Intermediate

pH 10s fe,° 10 2 fc2b Order0

7.28 7.6 ± 1  4.0 ± 0.5
7.89 28 ± 2 3.6 ±0.3 1.1

° Units, s' 1 at 25.0 °C. b Second-order rate constant 
calculated from the expression, k 2 =  k j ( OH"), units, M" 1 

s"1. 0 With respect tc OH".

TABLE V : Mole Ratio, Nitrite Formed/RDX-h6 Reacted, 
as a Function of Hydroxide Concentration0

+ (N 0 2)7 +(NO,)V
(O H )6 -(R D X -hJ (OH")b -(RDX-hJ

0.019 1.1 0.115 L I
0.069 1.2 9.5 1.3
0.091 1.1 19° 2.0

° 25.0 °C. b Homogeneous. 0 Heterogeneous.

TABLE VI: Alkaline Hydrolysis of RDX,
Nitrite Formation Rate0

Mole

% hydrolysis + (NX° 2 > +(n S°)/
Time, min RDX-h„ RDX-d„ 105, M -(RDX)

0 0 b 0 ° 0 d
1.38 23.4 1.61 0.97
2.50 20.5 1 . 2 2 0.93
2.93 43.3 3.32 1.08
4.32 56.7 4.59 1.14
4.93 36.4 2.41 1.03
6.17 69.8 5.70 1.16
8.17 79.4 6.54 1.17
9.82 59.2 4.03 1.06

15.85 76.6 5.15 1.05
41.00 1 0 0 8.35 1.18
41.79 97.8 6.72 1.07
66.06 1 0 0 6.93 1.08

45.0 °C, water solvent. b RDX-h,, = 7.07 X 10 s M,
[ = 0.0682 M. 0 RDX-d1« = 6.40 X 10"5M, OH" = 0.0694

M. d Analyzed by Griess method10 after benzene extrac­
tion of RDX.

Torr; carrier gas, He; flow rate, 30 mL/min; EID detector; 
attenuation X 8. Under these conditions mixtures of I-h5 
and RDX-h6 or I-d5 and RDX-d6 gave retention times of
2.9 min (I-h6 or I-d5) and 6 .8 min (RDX-h6 or RDX-d6). 
RDX injected alone under these conditions gave a single 
peak at 6.8 min. Mass spectra were obtained at the apex 
of the GC elution peaks (Figures 1 and 2).

H yd r o ly s is  K in etic s  o f  th e I -h 5 In term ed ia te . Aqueous 
solutions containing I-h5 prepared with the Amberlite 410 
resin7 were buffered at pH 7.28 and 7.89 with phosphate 
buffers.9 Disappearance of I-h5 at 25.0 °C was followed 
by gas chromatographic analysis of benzene extracts, 
Kinetics section. Since RDX-h6 is not appreciably hy­
drolyzed in the pH 7-8 range, it was conveniently used as 
an internal standard. The kinetic results are shown in 
Table IV.

P ro d u cts . N itr ite . After RDX-hg hydrolysis nitrite ion 
was determined in the reaction mixture by the Griess 
method.10 The ratio, moles of nitrite produced/moles of 
RDX-h6 hydrolyzed, was found to be 1.2 ± 0.1 for OH 
concentrations ranging from 0.019 to 9.5 M. This ratio was 
found to increase to 2 .0 on hydrolysis of RDX-he heter­
ogeneously with 19 M aqueous sodium hydroxide, Table 
V.

R a te  o f  N itr i te  F o r m a tio n . The rates of nitrite ion 
formation from hydrolysis of both RDX-hg and RDX-d6 
were determined in water at 45.0 °C. The concentrations 
of RDX-hfl or RDX-dg, C t, remaining after a specified time, 
t , were calculated from the known values of k 2, Table ID, 
and the hydroxide ion concentration using the expression, 
1/f In (C0/C,) = fe2(OH). Results are expressed in terms 
of mole ratios, nitrite formed/RDX hydrolzyed, Table VI.

O th er  P rod u cts . The formation of other products from 
RDX-he hydrolysis was found to vary depending on the 
hydroxide ion concentration. Results are expressed in 
terms of mole ratios, product formed/RDX-he hydrolyzed, 
Table VII. All hydrolyses were carried to completion.
Discussion

The kinetic isotope effect, Table III, together with the 
formation of approximately 1 mol of nitrite ion for each 
mole of l,3,5-triaza-l,3,5-trinitrocyclohexane, RDX-h6, 
hydrolyzed under basic conditions, Table V, throughout 
the entire course of reaction, Table VI, indicate proton 
abstraction by hydroxide ion and simultaneous loss of 
nitrite ion in a concerted (E2) elimination process (reaction 
1 ).

NO,
I

N N
/ \ / \

HX HCH k H,C HC
" I I  + O H " " I  I

o 2n - n  n - n o , o 2n- n  n - n o 2
\ / \ /
CH, CH,

+ h 2o

+ n o 2-

RDX-h„ I-h5 (1 )
The mass spectrum of I-h5, Figure 1, shows the highest 

m / e  at 128. That this is not due to a molecular ion is 
evidenced by the presence of a peak at m / e  120. Com­
parison of the mass spectrum of RDX-h6 shows similar 
features, e.g., very intense peaks at m/e 30, 42, 44, and 46 
and similar intensity patterns in the m/e 50 to 60 and m/e 
70 to 90 intervals. Of particular interest is that both I-h5 
and RDX-h6 have peaks at m/e 120 and 128. It is pro­
posed that the m/e 128 peak in the mass spectrum of I-h5 
is due to the loss of the elements of nitrous acid (reaction
2). Indeed, (2) has been proposed as part of the mass 
spectral fragmentation of RDX-hg.1112 The presence of 
tbe m/e 120 peak in the mass spectrum of RDX-h6 has 
been explained1112 on the basis of a N02 group migration 
from the ring nitrogen to carbon followed by ring cleavage 
to give a fragment whose formula is [0 2N-CH2-N-N0 2]+, 
m/e 120. It is quite plausible that the m/e 120 observed

TABLE VII: Variation of RDX-h6 Hydrolysis Products with Hydroxide Ion Concentration (Mole Ratio, 
Product Formed/RDX-h6 Hydrolyzed)

OH n o 2 ° N2b n h 3° N2Ob HCOO"d CH20° H2b
Weak, 0.1 M 1 . 1 0 . 1 2 0.9 1 . 2 0.7 1 . 1 0
Strong, 19 M 2 . 1 0.7 1 . 6 0.4 1 . 6 0 . 2

° Determined by the Griess method. 10 b Reactions carried out under vacuum in degassed basic aqueous 
solutions; volumes of gases measured in vacuum transfer system by mercury displacement and verified by 
GC/MS. 0 Determined with an Orion Research specific ion meter, Model 401, using ammonia electrode, 
Model 95-10, and by acid titration of distillate from reaction solutions. d After evaporation of water and 
drying, residue analyzed for formate ion with Varian HA 100 NMR using D 20 solvent with DMSO as internal 
standard (singlet at 8 8.84, TMS reference). 0 Determined by chromatropic acid method of E. Eegriwe, Z. 
A n a l .  C h e m . ,  110, 22 (1937), with modifications by J. W. Cares, A m e r .  In d .  H y g .  A s so c .,  29, 405 (1968).
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• 30

Figure 1. Mass spectra of RDX-h6 and hydrolysis intermediate, I-h5.

r  h i + H 1c C
/ w / \\

0 ,N -N  N -HNO? o 2n - n  n

h 2c  c h 2
\ /

h 2c  c h
\ //

N N

I z
-

o L

m/e 175 m/e 128

in the mass spectrum of I-h5 can also arise by a similar 
mechanism.

The mass spectra of deuterium labeled RDX-dg and its 
hydrolysis intermediate, I-d5, are shown in Figure 2. Of

the differences between the mass spectra of I-h5 and I-ds, 
the ones significant to the above discussion are increases 
in m/e of the peak at m/e 120 to m/e 122 and m/e 128 
to m/e 132. This shows that the m/e 128 ion contains four 
hydrogens and that the m/e 120 ion contains two hy­
drogens. This observation is consistent with the proposed 
structure, I-h5, as the intermediate hydrolysis product from 
RDX-h6.

The RDX-hg hydrolysis intermediate, I-h5, rapidly reacts 
with hydroxide ion, Table IV, to give a number of products, 
Table VII, indicating ring opening. The hydrolyses of both 
RDX-h6 and I-h5 show first-order dependence on hy­
droxide ion, Tables II and IV, while a comparison of their
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Figure 2. Mass spectra of RDX-d6 and hydrolysis intermediate, I-d5.

second-order rate constants show that fe2(I-h5)/fe2(RDX-h6) 
=  1 X 105 at 25.0 °C, Tables III and IV.

It is somewhat surprising that the major hydrolysis path 
of I-h5 does not appear to involve a second proton ab­
straction followed by loss of nitrite as has been speculated 
by Jones.3 Only in 50% (19 M) aqueous sodium hydroxide 
under heterogeneous conditions were 2 mol of nitrite ion 
produced, Table V. It might also be mentioned here that 
under all our conditions no evidence for nitrate ion for­
mation was found as has been previously reported.13

The formation of both HCOO and CH20 indicates that 
ring opening of I-h5 most likely occurs by hydroxide ion 
attack on carbon followed by a series of complex bond

cleavages to form NH3, N2, and N20. The formation of 
small amounts of H2 undoubtedly occurs by OH“ attack 
on CH20 under Canizzaro conditions.14 Thus, the basic 
hydrolysis of methylenedinitramine, CH2(NHN0 2 )2, has 
been reported15 to give a mixture of N2, N20, and CH20, 
while the basic hydrolysis of nitramide, NH2N02, to yield 
N20 and H20 is classic.16

The formation of NH3 might arise from a small unstable 
molecule such as aminomethanol, [NH2CH2OH], which 
would be expected to decompose to CH20, NH3, and 
complex polymeric products.

It is of interest to compare the activation parameters 
for RDX-hg basic hydrolysis in several solvents, Table VTTT
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TABLE VIII: Activation Parameters for the Homogeneous 
Alkaline Hydrolysis of RDX-h6 as a Function of Solvent

Solvent AH * a i f  a A S 1 b

Waterc 22.6 20.7 +8
Methanof 27.6 20.7 +23
“Wet” acetonee 14.1 17.3 -11

a kcal mol” . b cal deg” . c This work. d Data of W.
H. Jones, J. Am . Chem . Soc., 76, 829 (1954). e Data of 
S. Epstein and C. A. Winkler, Can. J. Chem ., 29, 731 
(1951).

Although the rates of RDX hydrolysis are nearly the same 
for both water and methanol at 25.0 °C, hydrolysis pro­
ceeds over 200 times as fast in acetone. Also, the heats 
of activation for both water and methanol are nearly twice 
that with acetone as solvent. A H * varies linearly with A S*  
and gives a slope of 378 K as the isokinetic temperature. 
Since this temperature lies fairly near the experimental 
temperature (298-319 K), the formation of molecular 
complexes with solvent is implied.17 The large differences 
found in the entropies of activation for the three solvents 
could be rationalized in terms of differing degrees of 
solvation for both the OH ion as well as the RDX-hg. The 
hydroxide ion would be expected to be more highly hy­
drogen bonded in water and methanol solvents, and, thus, 
more structurally ordered in the ground state than in 
acetone solvent. On this basis, more solvent disorientation 
would be expected for water and methanol solvents in 
passing through the activated complex than with acetone.

"N 0 2

N
'¿ A
^  HO-H—  OH

activated complex

Considering the transition state as a negatively charged 
complex, one would expect that an increase in ionic 
strength should have little effect on the hydrolysis rate, 
as found, Table III.

Finally, it is not surprising that the transient hydrolysis 
intermediate, I-h5, has not previously been detected since 
I-h5 hydrolyzes 105 times as fast as RDX-h6 at 25.0 °C, 
Tables III and IV. Viewing the kinetics as a consecutive 
irreversible process of the type

RDX-h6 —* I-h5 -  products

where k 1 and k /  are the respective first-order hydrolysis 
constants in excess base, it is possible to derive an ex­
pression for the formation of a maximum concentration

of I-h5.18 Since k ,  = ft2(OH ) for both RDX-h6 and I-h5, 
Tables II, III, and IV, the following expression may be 
written, (I-hs)^ = (RDX-hglofe'/ )̂*2̂ 2'*2, where k 2 and 
k 2 are the hydrolysis second-order rate constants for I-h5 
and RDX-h6, respectively, and (RDX-h6) 0 is the initial 
concentration of RDX-hg. From this expression it is seen 
that (I-hsl ĵ = 10 5(RDX-h6)0. Only by rapid removal of 
I-h5 from OH ion is it possible to increase the concen­
tration of I-h5. This has been accomplished by allowing 
RDX-hg to react with OH in the p resen c e  of benzene, and, 
by rapidly flowing a solution of RDX-hfi in water through 
a strongly basic ion-exchange resin where the OH“ reactive 
groups are fixed. This latter technique might well be used 
to form other transient intermediates with a variety of 
reactive nucleophiles on the ion-exchange resin.
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The photoionization and the isothermal recombination luminescence (ITL) of 5,10-dimethylphenazine (DMP), 
5-methyl-10-phenylphenazine (MPP), and 5,10-diphenylphenazine (DPP) were investigated in a 3-methylpentane 
(3-MP) glass at 77 K using a nitrogen laser as the excitation source. The biphotonic nature of the ionization 
and the particular photophysical properties of these molecules enables one to control the amount of ionization 
products by simply varying the laser pulse repetition frequency. The slight deviation of the ITL spectra from 
those of the normal fluorescence and phosphorescence is attributed to differences in the molecular geometry. 
The ratio of the triplet to singlet molecules, generated following recombination of the electron with the cation, 
was found to be close to the statistical value of three (DMP: 2.8; MPP: 2.8; DPP: 2.3). From the decay of 
the ITL the spatial distribution of the trapped electrons around the cations was derived by numerically solving 
the Smoluchowski equation according to the method of Ichikawa, Yoshida, and Hayashi.

Introduction
Photoionization of organic molecules dissolved in a 

glassy matrix often leads to stationary cations and sta­
bilized electrons with lifetimes of several minutes or even 
hours depending on, e.g., the matrix properties, excitation 
conditions, and the temperature.1,2 The subsequent 
isothermal or photostimulated recombination of the 
separated charges can produce electronically excited states 
which may decay by radiative means manifested by 
fluorescence and/or phosphorescence of the initial mol­
ecule. The spectral properties, the kinetics and efficiency 
of this recombination luminescence contain important 
information not only on the photoionization process and 
the relaxation of the excited molecule formed upon charge 
recombination, but also on the spatial distribution and 
transport properties of trapped electrons in the matrix.1,3

In a comprehensive study Albrecht and co-workers1 
investigated the photoionization of IV.iV.lV'Af-tetra- 
methyl-p-phenylenediamine (TMPD) in a 3-methyl­
pentane (3-MP) matrix and, in turn, the recombination 
mechanism under isothermal conditions or by applying 
light and a high electric field as stimuli. As well as the 
elucidation of the photoionization mechanism these au­
thors established important features of the 3-MP matrix 
with respect to electron trapping and mobility. Their 
results together with the findings of 7 -radiolysis studies3 
make 3-MP at 77 K one of the most thoroughly investi­
gated matrices.

Photoionization and recombination luminescence ex­
periments in polar matrices for compounds other than 
TMPD have recently teen published for diphenylamine, 
carbazole, indole, and tryptophan.4-6 In the present 
communication we report on the photoionization and 
recombination luminescence of the -disubstituted 
dihydrophenazines 5,10-dimethylphenazine (DMP), 5- 
methyl- 10-phenylphenazine (MPP), and 5,10-diphenyl- 
phenazine (DPP) (formula cf. Figure 3) in a 3-MP matrix 
at 77 K. This system proved to be very suitable for 
studying these processes. In particular, the spectral 
properties and the decay characteristics of the isothermal 
recombination luminescence (ITL) were investigated and 
the ratio of the triplet to singlet states produced following 
charge recombination was established.

Experimental Section
The N , N -disubstituted dihydrophenazines were syn­

thesized according to a published procedure.7 After re­
crystallization and sublimation the melting points of these 
compounds were 152 °C (DMP), 117 °C (MPP), and 283 
°C (DPP). 3-Methylpentane was purified by three cycles 
of column chromatography (aluminum oxide 90, Merck). 
After this procedure the optical density was found to be 
0.1/cm at 237 nm. Excitation of the samples and recording 
of transient species were performed with a laser flash 
apparatus. This instrument consists of a nitrogen laser 
(Model 100 A, Lambda Physik, Gottingen) with a pulse 
energy of 2 mJ and a half-width of 3 ns, a monitoring lamp 
(Osram XBO 250W4) with a pulsing unit (Model 410, 
Applied Photophysics), a high intensity monochromator 
(Bausch & Lomb), and a RCA 1P28 photomultiplier tube. 
A pulse generator (Model 1901 A, Hewlett-Packard) drives 
the laser at a standard frequency of 7 Hz and an electronic 
shutter (Compur Electronic) extracts single laser pulses. 
Under these conditions the energy of the selected pulses, 
measured with a calibrated photodiode (ITT, F-4018 
UVG), was found to be very reproducible. Corrected 
emission spectra were recorded on a computerized lu­
minescence spectrometer system which is described in 
detail elsewhere.8 Fluorescence lifetimes were determined 
with the time correlated single photon counting technique9 
using an Ortec Model 9200 nanosecond fluorescence 
spectrometer with a Spex Minimate analyzing mono­
chromator. The samples were deoxygenated either by 
repeated freeze-pump-thaw cycles or by bubbling nitrogen 
gas through the solution. To avoid formation of aggregates 
and/or microcrystals all experiments were performed with 
highly diluted samples (5 x 10-6 to 7 X 10 5 M).
Results

A recently published spectroscopic study on the DMP, 
MPP, and DPP molecules10 was concerned with the ab­
sorption and emission spectra, the fluorescence and 
phosphorescence lifetimes, and the emission quantum 
yields. Some of these results pertinent to the present 
investigation are given in Table I. Using laser flash 
excitation (v = 29670 cm-1) the three amines exhibit a 
strong triplet-triplet (T-T) absorption around 22000 cm-1
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TABLE I: Fluorescence (0f ), Phosphorescence (0p ), and Intersystem Crossing (0isc) Quantum Yields, Lifetimes r, and 
Ratio of the Recombination Fluorescence to Phosphorescence Quantum Yields (AR P/AR f ) of DMP, MPP, and 
DPP in 3-MP at 77 K°

Molecule
IPg. eV

Tf, ns ^isc» S

Tp> s
<t>f 0isc 0p

Arp / 
Arf

a - 0r t / 
0RSVert Adiab 298 K 77 K

DMP 6.57 6.3 122 3.3 x 106 8 x I T 6 1.4 0.60 0.40 0.10 1.35 2.8
MPP 6.43 6.2 80 7.0 x 106 6 x 10'6 1.2 0.47 0.53 0.15 2.00 2.8DPP 5.9 80 8.9 x 106 1 x IQ’ 5 1.2 0.35 0.65 0.26 3.37 2.3

a The data of the normal fluorescence and phosphorescence are from ref 10. The gas phase ionization potentials IP„ of 
DMP and MPP are from ref 15.

Figure 1. Ground state absorption spectrum (— ) and triplet-triplet absorption spectrum (—) of DPP in 3-MP. The former was recorded at 77 
K, the latter at room temperature. The absorption spectrum of the cation radical DPP-+ in 3-MP at 77 K (strong solid line) contains some ground 
state absorption above 25 000 cm-1. The arrow marks the laser excitation wavelength.

which, extending into the UV region, strongly overlaps the 
ground state absorption spectrum. The behavior of DPP 
shown in Figure 1 is representative for all three com­
pounds. Comparison of the intensity of this T-T ab­
sorption with that of anthracene in cyclohexane11 («(23695)
6.1 X 104 M 1 cm'1) leads to the following extinction 
coefficients (M 1 cm4) for a 3-MP solution at room 
temperature: DMP «(22200) 6.2 ± 2 X 104; MPP «(22500)
9.4 ± 3 X 104, and DPP (22500) 9.8 ± 3 X 104.

At the excitation wavelength of the nitrogen laser, the 
T-T absorption is still considerable. Here the c values are 
estimated to be ~ 1 .6  X 104, 1.2 X 104, and 1 X 104 for 
DMP, MPP, and DPP, respectively. With the exception 
of a slight blue shift, the T-T absorption spectrum in the
3-MP matrix at 77 K is very similar to that at room 
temperature. The triplet lifetime rT, however, is strongly 
temperature dependent. Between 295 and 77 K, rT in­
creases from ~ 8  X 1CT6 to ~ 1 .2  s (cf. Table I). The latter 
value coincides with the phosphorescence lifetime.

Continuous irradiation with energy >3.5 eV or pulsed 
irradiation with the nitrogen laser (repetition frequency 
7 Hz) of an oxygen free sample of DPP in a 3-MP matrix 
at 77 K produces a new absorption which consists of a band 
with distinct vibrational structure centered at ~ 22 000 
cm 1 (cf. Figure 1) and a broad structureless band in the 
near-infrared region peaking around 1.5 (im. The former 
absorption is attributed to the cation radical DPP-+, the 
latter is the well-known absorption spectrum of the ma­
trix-trapped electron et . From the published extinction12 
of er («(6000) 3.0 X 104 M' 1 cm4) and «(21370) 1.2 X 104 
M_1 cm 1 is derived for the cation radical at its absorption 
maximum. To verify the assignment of the DPP-+ ab­
sorption, the radical was also generated by chemical means. 
Tetranitromethane in 3-MP at room temperature oxidizes 
DPP to DPP-+ and is itself reduced to the trinitromethane

radical anion with a 1:1 stoichiometry.13 The spectrum and 
its extinction of the DPP-+ produced in this manner 
proved to be identical with that of the species formed upon 
irradiation. The properties and the behavior of DMP and 
MPP are very similar to those described for DPP.

Given the fact that in the three dihydrophenazine 
molecules the T-T absorption and the ground state ab­
sorption strongly overlap at the laser wavelength and the 
intersystem crossing process is over 40 times slower than 
the laser pulse duration, a simple method allows proof of 
the biphotonic nature of the photoionization. At low 
repetition frequency of the laser (0.1-Hz single pulse 
extraction frequency) the generated triplet molecules have 
relaxed (tp ~ 1 s) prior to excitation by a consecutive 
pulse. At high repetition frequency (7 Hz), however, 
consecutive pulses hit a relatively high concentration of 
triplets. Consequently the generation of ionized products 
only at a high frequency demonstrates that the pho­
toionization is biphotonic involving the lowest triplet state 
Tj as an intermediate. The properties of these molecules 
thus enable one to control the amount of ionized products 
by simply varying the repetition frequency of the laser 
pulses. It should be mentioned that this mechanism is 
clearly observed only at low or moderate light intensity 
of the laser pulses (<1023 photons cm' 2 s'1). At high in­
tensity (1-2 X 1025 photons cm-2 s“1) the frequency de­
pendence is partly lost because already one single pulse 
induces ionization. In all these experiments the formation 
of cation radicals and et” was ascertained by the thermally 
stimulated recombination luminescence (TSL) described 
below.

If a previously irradiated sample is slowly warmed, a 
sudden strong luminescence is observed when a particular 
temperature is reached. To illustrate this behavior the 
emission intensity vs. temperature curve of DPP in 3-MP
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Figure 2. Intensity cf the thermally stimulated recombination lu­
minescence of DPP vs. temperature. The curve on the left (Tmax = 
79 ±  2 K) refers to 3-MP, the one on the right ( Tmax =  92 ±  2 K) to 
2-MTHF.

is presented in Figure 2. The corresponding curve for a
2-methyltetrahydrofuran (MTHF) glass shows the matrix 
dependence. The luminescence intensity reaches a 
maximum at 79 ± 2 K for 3-MP and at 92 ± 2 K for
2-MTHF. These results agree well with recently published 
differential thermal analysis data.14 They demonstrate 
that TSL is due to the recombination of thermally mo­
bilized electrons with radical cations.

On the other hand, when the temperature of an irra­
diated sample is kept constant at 77 K a weak emission 
can be detected which lingers for several hours. The 
spectral properties of this isothermal recombination lu­
minescence (ITL) are depicted in Figure 3, along with the 
natural luminescence. (Each ITL spectrum is a sum of at 
least five smoothed single spectra recorded at times after 
irradiation (> 2  h) where the intensity of the recombination 
luminescence changes less than 5% over one scan.) It is 
easily recognized that the ITL of DMP, MPP, and DPP 
consists of fluorescence and phosphorescence. The latter,

however, is greatly enhanced with respect to the former 
as compared with the natural luminescence. This ob­
servation, expressed in terms of the ratio of the phos­
phorescence to fluorescence quantum yields 4>p/4>f and 
4>rp/4>rf for ITL, is given in Table I. The ITL spectra and 
the 4>rp / 0 rf ratio were found to be independent of the time 
recorded after irradiation in the range 15 min to about 5
h. A closer look at the ITL spectra reveals that they are 
slightly red shifted with respect to the natural emission. 
The 0-0 hand of the fluorescence is shifted 200 (DMP), 
180 (MPP), and ~40 cm 1 (DPP), that of the phos­
phorescence 420 (DMP), 260 (MPP), and ~80 cm"1 (DPP). 
Moreover, the bandwidths of the vibrations of the ITL are 
generally smaller by ~30% and the intensity pattern of 
the vibrations is changed which is particularly pronounced 
in MPP.

The decay of the ITL intensity of DMP iipD-MP at 77 
K as shown in Figure 5 is similar to those of the DPP and 
MPP molecules. The kinetics of the decay appears to be 
complex but independent of the wavelength. Arbitrarily 
we have divided it into a fast and a slow component by 
extrapolating the slow deer y to zero time and substracting 
it from the total signal. Tne fast component fits first-order 
kinetics with r = 100 s, the rate of the slow component, 
expressed in terms of the half-life i i/2, is ~ 1 0 0  min for 
DMP, MPP, and DPP.

The gas phase ionization potentials IP of DMP and 
MPP were recently measured by photoelectron spec­
troscopy.15 The adiabatic IPg was found to be 6.2 eV for 
DMP and 6.1 eV for MPP. Owing to experimental dif­
ficulties the IPg of DPP could not be determined by this 
method. However, a correlation of the above IP’s with the 
known anodic half-peak potentials of the three amines16 
leads to IPg = 5.9 eV for DPP. As has been shown for a 
series of aromatic amines the IPg values are lowered by 0.9 
eV in a 3-MP matrix.17 Consequently, the threshold of 
photoionization for DMP, MPP, and DPP in a 3-MP glass 
is expected to be 5.3, 5.2, and 5.0 eV, respectively.
Discussion

The lowest triplet state Tx of the three amines10 lies 
about 2.4 eV (19300 cm"1) above S0. Using a N2 laser

Figure 3. Isothermal recombination luminescence spectra (upper curve) of DMP, MPP, and DPP in 3-MP at 77 K. The lower curves correspond 
to the normal fluorescence (F) and phosphorescence (P). The 0-0 band of the normal fluorescence Is arbitrarily normalized to that of the ITL. 
The ITL spectra, which were recorded > 2  h after irradiation, are each a sum of at least five smoothed single spectra. Al! emission spectra are 
corrected for the spectral response of the detection system.
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Figure 4. Molecular energy level diagram and hypothetical energy 
distribution function of the “ transition state X”  formed during re­
combination.

excitation source the biphotonic ionization mechanism with 
Tj as the intermediate thus leads to a state with an energy 
of 6.1 eV. This is well above (0.8-1.1 eV) the ionization 
threshold of the three molecules in a 3-MP glass. Under 
high laser light intensity an additional mechanism is 
operative. The intense S! -*■ S* (x > 1) absorption around 
33 000 and 15 000 cm 1 observed by laser flash technique 
and the fact that already one strong laser pulse produces 
ionization products suggest that this mechanism involves 
the steps

hv(laser) hv(laser)
S 0 ----------------* S , --------------- > s x

In addition, the strong overlap between the fluorescence 
and the T-T absorption spectrum (cf. Figure 1 and 3) 
favors reabsorption of Em emitted photon by another triplet 
molecule. The contribution to photoionization by such a 
process seems to be significant considering both the 
lifetime of Si and T: (cf. Table I) and the relatively high 
concentration of Si and Tx produced by intense laser 
pulses.

As has been shown earlier,18 the electronically excited 
singlet and triplet molecules formed upon recombination 
of the separated charges
M* + e- -  *’3(M)*

are produced by the same rate-determining step. Based 
on this mechanism the ratio a of singlet to triplet molecules 
generated ceui be expressed in a straightforward manner 
in terms of the normal emission and ISC quantum yields 
0  (<f> >  0) and the areas (photons cm-1) of the recombi­
nation fluorescence Arf and phosphorescence Arp (cf. 
Figure 4)

0 R T  - ^ R P & s c Î f
------ = ~ 1----- 7--------Vise
0 R S  ^ R F 0 p

( 1 )

Since the quantum yields pertinent to this equation have 
been determined for all three compounds (cf. Table I) the 
ratios are immediately accessible: a(DMP) = 2.8, a(MPP) 
= 2.8, and a(DPP) = 2.3. If the recombination process is 
energetic enough that no energy restrictions exist as to the 
generation of a molecule in an excited singlet or triplet 
state, it appears that a should be equal to three in view 
of the threefold spin degeneracy of the triplet state.19 
Taking into account the inherent experimental errors in

quantum yield determinations, particularly when 
fluorescence and phosphorescence overlap, the a  values 
of DPP and MPP are in excellent agreement with this 
statistical value. Although the observed a of DPP is 
smaller, in this case it still lies within the error limits of 
a = 3.

Assuming that all recombination events end with the 
formation of triplets 3M* and singlets ‘M* in the statistical 
ratio we shall consider the recombination process in some 
detail. Bullot and Albrecht20 have demonstrated that the 
photoejected electron remains correlated with its parent 
cation. Under the Coulomb field of the positive center the 
electron migrates from trap to trap approaching the cation 
until the reaction sphere is reached where a “transition 
state” (X) is formed whose products are 1,3(M)* molecules. 
During this recombination the dynamic system

interacts with its surroundings (solvent cage). For a given 
matrix the energy of the state X is therefore dependent 
on the initial separation distance r (t0) of the cation and 
its ejected electron. The narrower the initial distribution 
function with respect to r, the narrower the energy dis- % 
tribution of the X states (cf. Figure 4). As long as most % 
of the transition states have energies equal to or greater 
than Si, an a  value close to three is expected. If, however, 
the maximum of this energy distribution drops below the 
Sj state the ratio a  is shifted in favor of Tj (and also 
M(S0*)) and greatly exceeds the statistical value. This 
situation may be realized when a weakly interacting solvent 
such as a nonpolar hydrocarbon is replaced by a highly 
polar solvent. Including the energy requirement, a is 
always equal to or greater than three or expressed in terms 
of a measureable quantity, the enhancement factor 
(0rp/0rf) / (0p/0f) -  4. Evidently the latter relationship 
is only valid if all hot triplet molecules generated from X 
relax to the emitting level of Tb otherwise an apparent a  
< 3 is possible.

Comparing this result with experimental findings other 
than those presented here is difficult. The lack of reliable 
quantum yield data at low temperature leave most of the 
few a  values in the literature suspect to large errors. The 
photostimulated recombination luminescence of indole and 
tryptophan in an ether glass48 gives rise to a = 4.4. A 
change of the solvent to the highly polar solvent mixture 
ethylene glycol-water alters the a  of indole to 20. For 
diphenylamine and carbazole in an ether matrix one 
derives an a  value of 2.5 ± 0.5 and 4.9 ± 0.5, respectively, 
using the data of Muller et al.4b in conjunction with our 
own 0 isc(77) °f 0-89 for diphenylamine and 0.56 for car­
bazole.21 The consistency of the available data with the 
proposed mechanism is encouraging. It then seems 
worthwhile to establish some additional a values, pref­
erably derived from ITL experiments.

The small but clearly discernable differences between 
the ITL and the normal emission spectra indicate that the 
geometries of the Tt and molecules produced via X 
differs slightly from those they assume after having ab­
sorbed a photon. Generally for large and rigid molecules 
the change in nuclear configuration upon removal or 
addition of an electron is small. In the present amines, 
however, the heterocyclic ring is relatively flexible so that 
photoionization and charge recombination induces geo­
metrical changes which are not completely annulled during 
the relaxation T** —*■ T,.

Possible transport mechanism of et in matrices have 
recently been reviewed by Willard.3 Under our experi­
mental conditions diffusion, caused by local rearrangement
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of matrix molecules and quantum mechanical tunneling, 
appear to be the most likely processes. Since, however, 
in our experiments the scavenger (cation) concentration 
is only of the order of 10“7 to 1075 M, and thus a factor 103 
smaller than the estimated trap concentration in 3-MP,22 
tunneling is not considered to be the dominant process for 
cation-et“ distances > 1 0  A23 (vide infra).

The interaction between the dynamic system (M+—e ) 
and a given matrix is proposed to depend on the initial 
separation r (t0) of the correlated cation and electron. 
Information about r(t0) is comprised in the ITL decay 
characteristics. More specific, the time behavior of the 
recombination luminescence depends on the spatial dis­
tribution of the trapped electrons around the cationic 
centers following photoionization, and the “diffusion” of 
e in the matrix under a (spherical) Coulomb field. In 
order to analyze the intensity I (t ) of ITL at 77 K and 
correlate it with the distribution of r, the Smoluchowski 
equation is applied in the form recently proposed by 
Ichikawa et al.24 Following this method the Smoluchowski 
equation is written as
1 W (r , r) 92 VF(r, r) / 2 re \9W(r,r)
D0 d r  d r 2 \  r r2 ) d r  ( ]

where t = t/ii/2 is the corrected time (real time divided 
by half-life), D0 = Dt1/2 is the temperature independent 
diffusion coefficient, rc = e 2/e k T  is the Onsager length, and 
W (r , t) is the probability density of finding an electron at 
“time” r a distance r away from the cation. The observed 
time profile of /(£), directly proportional to the electron 
decay P {t ) , is then expanded into a series

WR2 W(R.O)

Figure 5. Distribution V\{r, t =  0) of the distance between the trapped 
electrons and the cations immediately following photoionization. The 
corrected diffusion coefficients D0 (A2) assumed for the calculations 
were 5(rV2 = 25 A); 10(r1/2 =  30 A), and 15i r  1/2 =  33 A) for curve 
1, 2, and 3, respectively. The insert shows the time profile of the ITL 
decay. The luminescence intensity is proportional to the decay of the 
electrons Pj).

I ( t ) = 2a,- exp(-fe,r) (3)
and the probability density is transformed as W (r , t )  =

Y .f i i  (f) exp(-&,r). With this procedure the Smoluchowski 
equation can be transformed into an ordinary differential 
equation
dlR,-(r) /  2 rc\ d R j(r )

dr2 \ r r2/ dr + t Rir) =0 (4)

with the boundary conditions [R,(r)]r=r(l = 0 and (dR,(r)/
dr)r=ro = fe1a1/(47rr02D0)-

When normalized (7(0) = 1), the measured ITL time 
profile 7(t) (cf. insert Figure 5) corresponds to the electron 
decay P(r). Within experimental error the decay curves 
for all three amines coincide showing i1/2 = 140 s. 
Moreover, the decay was found to be independent of the 
number of excitation pulses between ~ 102- 103 and the 
annealing time between 25 min and 4 h. With regard to 
our relatively large sample size (inner tube diameter 1 cm, 
length 6 cm) the latter finding, which indicates an an­
nealing time <25 min, is not unexpected in view of recent 
results.14

According to eq 3 the ITL decay is graphically analyzed 
as /(r) = P ( t ) = 0.55 exp(-1.45r) + 0.22 exp(-0.37r) + 
0.23 exp(-0.07r). With this expression the initial dis­
tribution W (r, 0) of the distance between et” and the cation 
is numerically evaluated applying the Runge-Kutta- 
Nystrom method. Estimating r0 = 10 A and rc(77 K) = 
1000 A (t ~ 2 ) and setting D 0 = 5, 10, 15 A2 the results 
presented in Figure 5 are obtained. Since neither an 
experimental value, nor a rough estimate of D(D0) is 
available, D 0 was chosen such that the median value of 
/“ 1/2(7 = 0 ) is about 25 A (D0 = 5 A2, ri/2 = 25 A; D 0 = 10 
A , r l/2 =  30 A; D0 = 15 A2, r1/2 = 33 A). This estimate 
is based on an electrophotoluminescence study of the 
TMPD-3-MP system where Bullot and Albrecht20 found

that the majority of electrons are initially separated be­
tween 15 and 40 A from the cations. Ignoring the un­
realistic oscillatory behavior of the distribution curve24 at 
large r, the shape of W {r , 0) is close to a Gaussian. 
Probably most important is the narrowness of the dis­
tribution. The half-width is only about 10-14 A and most 
of the electrons are separated by less than 50 A from the 
cations. These results parallel those of Bullot and 
Albrecht20 obtained with a similar system but with a 
different method. With caution the diffusion coefficient 
D  is thus derived from W(r, 0). With t u 2 =  140 s, the 
diffusion coefficient for electrons in a 3-MP matrix at 77 
K is found to be ~10 13 cm2 s 1.
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The species tetrapropylammonium bromide has been used to study the effect of large-sized cations on the 
quilibrium properties of aqueous electrolyte solutions. Activity coefficients of HBr, in HBr + (Pr)4NBr + H20 
at 25 °C, have been measured at total molality m  (where m = + m 2) ranging from 0.05 to 2.0 mol kg"1, using
cells containing hydrogen and silver-silver bromide electrodes. It was found that Harned’s rule is valid for 
m  =  0.05, 0.1, and 0.25 mol kg“1. The results were interpreted in terms of Pitzer’s equations for cation-cation 
doublet (0 m n )> cation-anion-cation triplet (4>m n x )> and other interaction parameters. At a dilute concentration 
(i.e., m  =  0.1), the results have been discussed in light of the specific interaction coefficient, d (P r),N +,Br> a  

Br0nsted- -Guggenhei m parameter. Also, the results are discussed in terms of the water structural changes caused 
by the presence of the large-sized hydrophobic cation.

Introduction
The importance of understanding the effects of cation 

size on the thermodynamic behavior of aqueous electro­
lytes, as well as the nature of cation-cation and cation- 
anion-cation interactions, and the behavior of tetra- 
alkylammonium salt-water mixtures, are well recogniz­
ed.1“5 In a continuation of several previous invesigations 
resulting in the final calculation of the binary cation-cation 
interactions, 0MN, lor the three systems HBr + NH4Br + 
H20 ,6 HC1 + NH4C1 + H20 ,7 and HBr + (Bu)4NBr + 
H20 ,8 we have undertaken a course of electromotive force 
studies on the HBr + (Pr)4NBr + H20 system at 25 °C. 
Osmotic and activity coefficient data for pure (Pr)4NBr 
solutions have been previously reported, from the results 
of gravimetric isopiestic vapor pressure techniques,9-10 but 
no thermodynamic data based on either isopiestic or emf 
techniques for aqueous mixtures of HBr + (Pr)4NBr are 
available in the literature.

Emf measurements were made at 25 °C using a cell of 
the type
Pt, H2(g,l atm) lHBr(m,), (Pr)4NBr(m2) AgBr, Ag (I)

over the range of total molality m  from 0.05 to 2.0 mol kg“1. 
Experimental Section

The tetrapropylammonium bromide was obtained from 
the Eastman Kodak Co., and was recrystallized twice from 
suitable solvents (such as benzene-ligroin mixtures) .11 The 
gravimetric analyses of the anion as the silver salt indicated 
that the molality of the solution was accurate to well within 
± 0 .0 2 % . Quadruplicate gravimetric determinations of the 
stock solution of aqueous HBr (about 4 M) agreed to 
within ± 0 .0 1 % . The doubly distilled and deionized water 
used in this study had a specific conductivity of less than 
1 X 10“6 mho cm“1.

Emf measurements were made with a Leeds and 
Northrup K-3 potentiometer in conjunction with a Leeds 
and Northrup d.c. null detector (Model 9829). The cells 
were thermostated at 25.00 ± 0.01 °C by means of a 
constant temperature bath. Preparation of the electrodes 
(the thermal electrolytic type) ,12 purification of the hy­
drogen gas, preparation of the solutions, and oxygen ex­
clusion from the cells by means of hydrogen input have 
all been previously described.6,7 Preliminary emf mea­
surements for 0.1 mol kg 1 showed that the standard emf 
E °  of the Ag|AgBr electrode was equal to 0.07106 V, in 
identical agreement with the literature value13 of 0.07106 
V, assuming that the activity coefficient of HBr was 0.80514 
at 0.1 mol kg“1. In order to help avoid the significant 
solubility of AgBr at the highest constant total molality 
tested (m  = 2.0 mol kg“1), the cell with the hydrogen 
electrode was allowed to equilibrate for about 1 h before 
the Ag|AgBr electrode (kept in a separate standard-joint 
test tube containing a solution of the same composition) 
was transferred to the electrode compartment, thus 
avoiding a drift in the emf values. The equilibrium emf 
value was noted and recorded every 5 min until no de­
viation was observed.
Results and Discussion

The results of our various emf measurements, corrected 
to a partial hydrogen pressure of 1 atm, are summarized 
in Table I (supplementary material, see paragraph at end 
of text) as a function of the molality fraction y 2 (which is 
equal to m 2/m ) .

According to Harned’s rule,14 the logarithm of the ac­
tivity coefficient of each electrolyte in a mixture of a 
constant total ionic strength can be expressed by means 
of two Harned expressions:
log THBr = log 7 HBr ““ Oin m 2 ~  £¡12Tn2 (1)
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and
l°o 7(Pr)4NBr = 7 (Pr)4NBr ~ 0i2\m \ ""021^1 (2 )

where •> HBr is the activity coefficient of HBr in the mixture, 
7 °HBr is the activity coefficient of pure HBr at the same 
ionic strength as the total ionic strength of the mixture, 
and a 12, /J12, etc., are the Harned interaction coefficients 
(which are independent of the composition but functions 
of the total ionic strength). From this, it is seen that the 
linear forms of eq 1 and 2 are known as Harned’s equa­
tions.

The values of the parameter a12, and the standard 
deviations (i(a12) and a (E ) are given in Table I and were 
obtained from a combination of the Nernst equation
E  = E °  -  k log m  (m, + m2)7 ,2 (3)
with the linear form of eq 1, which resulted in
E  + k log mi = E °  -  k log m  -  2 k  log 7 °

+ 2 k  a n m 2 (4)
One can then express eq 4, after proper rearrangement, 
in a linear and a nonlinear form:
E  + k log m { =  a +  b m 2 (5)
and
E  + k log mi = a +  b m 2 + c m 2 (6 )
where a l2 — b /2 k , /J12 =  c /2 k , and k = (R T  In 10)/F. The 
values of a12 presented in Tables I and II (supplementary 
material) are in excellent agreement among themselves, 
confirming thereby the constancy of E °  = 0.07106 V for 
the Ag|AgBr electrode. The values of a12 at 0.05, 0.1, and 
0.25 were taken from the linear form (since Harned’s rule 
is valid within this concentration range), while for those 
of the other four molalities (0.5,1.0,1.5, and 2.0 mol kg-1), 
the values of the nonlinear form (given in Table I) were 
used.

B r o n s te d -G u g g e n h e im  E q u a tio n . If the Bronsted- 
Guggenheim equation is assumed to be valid at total 
molality m  = 0.1 mol kg-1 for mixtures of HBr (MX) and 
(Pr)4NBr (NX), then we can write the expression for log 
7 HBr at 25 °C as15
log 7HBr = -0.51081 *  1(1 + J*) + V2B H P tm Bl

+ xABH3rm H + ViB(pr)4 N, Brm (Pr)4 N (7)

where I  =  m 1 +  m 2 = m , and B(Pr)4NBr = 2/1/2.3026, which 
represents the specific interaction coefficient stemming 
from the interaction between the cation (Pr)4N+ and the 
anion Br. Similar explanations may be applied to the 
concept of BHlBr- Comparison of eq 6 with the linear form 
of eq 1 leads to a description of the Harned coefficient, 
« 12, as
«12 = t4(BHiBr “  B (pr)4N>Br) (8 )

from which the value of B(Pr)4NBr at m  =  0.1 mol kg-1 can 
easily be determined. The value of BH,Br (equal to 0.287 
kg mol-1) was supplied by Guggenheim and Turgeon16 and 
that for a12 = 0.3570 is given in Table I. After compu­
tation, B(Pr)4N Br at m  =  0.1 mol kg 1 is found to be -0.427, 
as compared with Bn-h4>Bi. = +0.0122,6 or B(Bu)4N3r = -0.374,8 
and can be used to calculate the activity coefficient of 
(Pr)4NBr.

F orm a lism  A c c o rd in g  to  P itz e r . The most common 
method for the evaluation of the interaction parameters 
such as a21 and 0 2l of eq 2 for the activity and osmotic 
coefficients of mixtures of strong electrolytes are due to

molality
Figure 1. Harned interaction coefficient vs. total molality of B r  for the 
HBr +  (Pr)4NBr +  H20  system at 25 °C. A Ir y/rr^ vs. the parameter 
'/a(mH+ + mg,-).

Scatchard18 and McKay.19 In the present study, the more 
simplified expression of Pitzer1"4 for a2i and the activity 
coefficient of HBr in mixtures of MX (HBr) and NX 
[(Pr)4NBr] has been adopted, as has been previously done 
in prior work from this laboratory.68 This is due to the 
simplicity of the equations and the fact that each Pitzer 
parameter has some reasonable physical significance. The 
finalized version becomes
1° 7 i = V  4  m [ B \ x  +  y i ( B ^ x  ~  B^m x  +  ®m n )

4 y i/y2 mnI 4 4 y 2 ( C % x  -  c m̂x
+ 1/21//mnx) +  ‘ /2y ,y 2'//MNX (9)

where 0Mn indicates the interactions between H+ and 
(Pr)4N+, and 4'mnx is a measure of the degree of inter­
action between H+, (Pr)4N+, and Br-. Equation 9 reduces 
to the more simplified version (eq 10) after imposing the 
conditions that 0'MN = 0 , 'I'mnx = 0 , and y 2 (at the limit) 
= 0:

In (7i/7°i) = rn y 2 (B ^NX -  B*MX +  d )
+ m 2y 2 -  Cii>MX) (1 0 )

Combination of the linear form of eq 1 with eq 10 and 
subsequent reduction leads to
0 = -2 .3 0 2 6 a 12 + f(0 0) ( H )

where
fib ) ~ (P°MX"i°Nx) 4 (Pmx -  ^'Nx)[exP(-2mV2)]

+ m ( C % x  -  C % x ) (12)

and
B^MX = 0°MX + J3*mx e x p ( -2 m 1/2) (13 )

In eq 11, the Pitzer parameter 0 (which, in Scatchard’s 
notation is 5a.b(0,1), equal to 20; gMN according to Fried-
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TABLE III: Values of the Parameter 0, a12,a2n and
AGe for the HBr + (Pr)4NBr + H20  System at 25 °C

Application of Pitzer's Equations

m,moI a Ge , cal
kg- 7(0°) 2.3026a, 2 - 0° - 2,b kg-
0.05 0.7683 0.9775 0.2092 0.2598 -0.13
0.1 0.6791 0.8220 0.1429 0.2211 -0.50
0.25 0.5414 0.7090 0.1677 0.1613 -3.1
0.50 0.4310 0.6703 0.2393 0.1134 -13
1.0 0.3247 0.6473 0.3226 0.0672 -50
1.5 0.2658 0.6397 0.3739 0.0416 -113
2.0 0.2244 0.6392 0.4118 0.0236 -2 0 1

0 From eq 1 1 . b From eq 15.

man,20 512 from the theory of Guggenheim;21 or g*MN in the 
Reilly, Wood, and Robinson23 convention) is a constant 
that is characteristic of the mixtures but independent of 
the total molality (as opposed to a12, which is a function 
of the total molality).

The values of the parameters of eq 12 have been fur­
nished by Pitzer and Mayorga2 for (MX), and those of 
(NX) by Pitzer,23 who obtained a reasonable fit up to 1.8 
m  using the following constants:
0Omx = 0.1960 0Onx = -0.0580 C % x  =  0.00827 
/11MX = 0.3564 0'Nx = -0.4510 C % x  = 0.0469
After substitution, the resulting equation employing these 
values becomes
f(<fi°) = 0.2540 + 0.8074 exp(-2m*)

-  0.03863m (14)
The results of f{4>°), 0, a12 (from Table I, with the first three 
values from the linear plots and the remaining four from 
the nonlinear plots), at each molality, are listed in Table 
HI. It is known7 that the emf of cell I is a function of dm. 
Hence, the weighted average value of (̂apparent) = 
-0.3428 has more significance at higher molalities than the 
unweighted average. It is interesting to note from Table 
HI, that the values of 6 for the present study decrease with 
an increase in m , whereas those for the HBr-NH4Br-H20 
system show that this trend is reversed. This decrease in 
6 at higher concentrations implies the existence of less 
hard-core contact between the pairs of (Pr)4N+ and H+.

It is also of some significance to calculate a2X and 
compute the trace activity coefficients, 7 itr, from the 
following expressions (using the value of ̂ (actual) = -0.17 
obtained from eq 18), where T is taken in account:
-2.3026a21 = (E$mx _ E?0Nx) + m(C0MX

-  Ĉ nx) + 0 (15)
and
log (7 itr/7°i) = -ma12 (16)
Equation 16 is obtained with the condition that y2 = 1 and 
hence 7 4 = 7 itr as in the linear form of eq 1. The values 
of a2i and AGE (which are computed from eq 17) are also 
presented in Table III:
AGE = 2y,y 2R T m 26 (17)
where yi = y2 = 9-5 and 6 = -0.17.

As expected, the excess Gibbs free energy of mixing is 
significantly higher for the HBr-(Pr)4NBr-H20 system 
than that for the HBr-NH4Br-H20 system. This dif­
ference is due to cation-cation, cation-anion-cation, and 
hydrophobic interactions.

All of the calculations discussed thus far were based on 
the premise that ^H+,(Pr)4N+,Br = 0. It seems appropriate

393

Figure 2. A In y/m2 vs. the parameter 1/2(mH+ + m^ ).

to compute 0Mn and TMNx in the case where Tmnx (a 
measure of the ternary interactions) is n o t equal to zero. 
Pitzer24 has derived the following equations, which enable 
one to do this:

A In 7HBr/m (Pr)4N+ = ^I+,(Pr)4N+ +  ^(^Br"
+ m  H+) Vh+,(Pt)4 N+,Br (18)

in which A In 7 jjgr = In yexpt -  In 7 CIi]cd. The values for In 
7 expt were those obtained from eq 3, whereas those for In
Tcaicd were evaluated from
In ikBr = P  + m  [B7mx + -  B*.b ) ]

+ m2 [C 7Mx + y2(C0Nx -  C0m x )] (19 )

where
f y  = -A < t > [ m 'A /(  1 + 1.2mI/2) + (2/1.2) In (1

+ 1 .2 m*)] (2 0 )
and
A<t> = l / 3 A y = 0.392 (for H20 at 25 °C) (21)
B0mx and are the same as those previously shown in 
eq 13
C rMX =  3/2 C0MX (22)
and
B-ymx = 2(3°MX + (2/31MX/4m)[l -  exp(-2m*)(l 

+ 2m* -  2m)] (23)
Figure 2 represents the plot of the left side of eq 18 

against the T coefficient on the right. A straight line graph
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with the intercept 6 = -0.17 and slope 'F = -0.15 was 
obtained. This is a useful result and verifies Pitzer’s 
equations, in that there should be a single value of 6 and

which become nearly constants at higher molality. As 
evident from Figure 2, the values of A In 7 HBr/ m 2 are 
neglected in the molality range m  = 0.05 to 0.5, since A 
In 7 HBr is small due to very little ternary interactions in 
this dilute region. As expected, the effects of the ternary 
interactions are greater with an increase in m , whereas the 
trend for 6 is just the opposite (i.e., less prominent at higher 
molalities). The cosphere effects are considered by Ra- 
manathan, Krishnan, and Friedman25 to have a larger role 
for aqueous solutions of tetraalkylammonium halides. The 
relatively high values of 6 at low m  in the present study 
reflect the fact that interactions (which include inter­
penetration and entangling of the propyl chains) between 
H+ and (Pr)4N+ are of increasing intensity. The value of 
0H+,(Pr)4N+ decreases from a higher value at low molality to 
a relatively constant value at high molality, whereas that 
for 0h+,niv6 indicates that the trend is reversed.

The triple interactions Tmmm. Tnnn, and 'kxxx are 
believed to be exceedingly small, but 'Fmnx is of reasonable 
significance when (Pr)4N+, H+, and Br ions come together 
at higher concentrations, since the propyl chains may be 
pushed aside to permit the closer approach of the Br" and 
H+ ions to the center of the substituted N+. Interpre­
tations of this type of large-sized tetraalkyl hydrophobic 
cation-anion systems have been made by Rasaiah,26 Frank 
and Evans,27 and Wood and Anderson.28 The tetra­
alkylammonium salts tighten the structure of water around 
them in a way simlar to some aliphatic hydrocarbons. 
Thus, there will be a large structural effect of (Pr)4N+ (as 
compared with NH4+) in aqueous solution, which is de­
pendent upon the structure-making properties of the 
(Pr)4N+ ion.29'30 Similar studies for HBr + (Et)4NBr + 
H ,0 are currently in progress to gain more insight on the 
complex behavior of mixed aqueous electrolytic solutions.
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S u p p le m e n ta r y  M a ter ia l A v a ila b le : Tables I and II 
containing additional details concerning the evaluation of 
the emf data for individual total molalities of HBr + 
(Pr)4NBr + H20 (3 pages). Ordering information is 
available on any current masthead page.
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Monomer Concentrations in Binary Mixtures of Nonmicellar and Micellar Drugs

D. Attwood
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Aqueous mixtures of (a) two nonmicellar antiacetylcholine drugs (propantheline bromide and methantheline 
bromide) and (b) a micellar antiacetylcholine drug (adiphenine hydrochloride) in combination with a nonmicellar 
drug (propantheline bromide) have been examined by light scattering methods. Limiting monomer concentrations, 
m  men, were determined either from inflections in the light scattering plots or by integration of the light scattering 
data according to In x = S  oc\(M /  M app) - 1) d In c (where M and Mapp are the monomer and apparent aggregate 
weight, respectively, and x is the weight fraction of monomers). The variations of m 'mon with the composition 
of propantheline-methantheline mixtures could be predicted using equations derived for ideal mixing of micellar 
surfactants. Appreciable nonideality of mixing was indicated for the adiphenine-propantheline systems.

Studies of mixtures of ionic hydrocarbon chain sur­
factants in aqueous solution have led to the general 
conclusion that the mixed micelle may be regarded as an 
ideal solution of its components.1“3 Critical micelle

concentrations (emes) of the mixtures fall between values 
of the pure components and the variation of cmc with 
solution composition may generally be predicted on the 
assumption of ideality of mixing.
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Recent studies4 have shown that the self-association in 
aqueous solutions of the antiacetylcholine drugs, pro­
pantheline and methantheline bromide, was not consistent 
with the mass action model of micelle formation. The 
pattern of association could be adequately reproduced 
using a nonmicellar, stepwise association model in which 
the products of each stage of the association are present 
in solution in significant amounts, giving a highly poly- 
disperse system. Although such systems do not possess 
a critical concentration region at which aggregate formation 
commences, it may be shown from the light scattering data 
that the monomer concentration in equilibrium with the 
aggregates in the systems increases asymptotically toward 
a limiting concentration, m  'mon, as the solution concen­
tration increases. Furthermore, surface tension vs. log 
concentration plots5 for these compounds exhibit inflection 
points at apparent cmcs which are in reasonable agreement 
with m 'mon values from light scattering. In this investi­
gation the variation of the apparent cmc with solution 
composition in mixtures of the two nonmicellar drugs, 
propantheline and methantheline bromide, is reported. 
The applicability of equations derived for the variation of 
the cmc in mixtures of micellar surfactants is examined.

In contrast, antiacetylcholine drugs with hydrophobic 
groups based on diphenylmethane, for example, adi- 
phenine hydrochloride, exhibit typically micellar behavior.6 
Light scattering plots for such compounds show well- 
defined inflection points at cmc values similar to those 
indicated from other techniques. This paper reports on 
the degree of interaction between components in mixed 
micellar-nonmicellar systems of propantheline bromide 
and adiphenine hydrochloride, as determined from the 
variation of apparent cmc with solution composition. 
Adiphenine was chosen because of its high cmc compared 
with propantheline, thereby giving a wide range of cmc 
values for the mixed systems.
Experimental Section

M a ter ia ls . Propantheline bromide ((2-hydroxyethyl) 
diisopropyl méthylammonium bromide xanthene-9- 
carboxylatej and methantheline bromide ¡diethyl (2- 
hydroxyethyl) méthylammonium bromide xanthene-9- 
carboxylatej were gifts from G. D. Searle and Co. Ltd. 
Adiphenine hydrochloride (2 -diethylaminoethyl di- 
phenylacetate hydrochloride) was obtained from Ciba 
Laboratories. Propantheline and methantheline bromide 
are subject to the purity requirements of the British 
Pharmacopoeia and the United States National Formulary, 
respectively, and, as such, contain not less than 98.0% of 
the specified compound. Adiphenine hydrochloride is of 
equivalent purity according to information from the 
suppliers.

L ig h t  sca tterin g  m e a su r e m e n ts were made at 303 K 
with a Fica 42000 photogonio diffusometer (A.R.L. Ltd.) 
using a wavelength of 546 nm. Aqueous solutions were 
clarified by ultrafiltration through 0.1 fim Millipore filters 
until the ratio of the light scattering at angles of 30 and 
150° did not exceed 1.10. Refractive index increments were 
measured at 546 nm using a differential refractometer.
Results and Discussion

P r o p a n th e lin e -M e th a n th e lin e  M ix tu r e s . Light scat­
tering plots for varying molar ratios of these two non­
micellar compounds are presented in Figure 1. The curves 
all showed a continuous increase in the scattering at 90°, 
with increase in overall solution concentration, m  (mol 
kg-1). No discontinuités in the concentration dependence 
of S90, attributable to a cmc, were observed. Monomer 
concentrations were calculated as a function of the total

Figure 1. Concentration dependence of the scattering ratio, S90, for 
aqueous mixtures of propantheline bromide and methantheline bromide. 
Mol fractions of propantheline: (O) 0.10, ( • )  0.25, (□) 0.50, (A) 0.75. 
Data for propantheline (curve 1) and methantheline (curve 2) alone from 
ref 4.

Figure 2. Variation of monomer concentration with total solution 
concentration as calculated from eq 1 for aqueous mixtures of pro­
pantheline and methantheline bromide. Mol fractions of propantheline: 
(1) 0.0, (2) 0.10. (3) 0.25, (4) 0.50, (5) 0.75, (6) 1.00. Data for pro­
pantheline and methantheline alone from ref 5.

solution concentration, c, (g dm-3) from7

In x = f 0c { (M/Mapp) -  1} d In c ( 1 )
where M and Mapp are the monomer and apparent ag­
gregate weights, respectively, and x is the weight fraction 
of monomers. This treatment does not take into account 
nonideality effects arising from interactions between the 
charged aggregates. For each system, the monomer 
concentration asymptotically approached a limiting value, 
m 'mon, as the concentration increased (Figure 2). Values 
of m 'mon for propantheline and methantheline alone are 
in agreement with apparent cmc values derived from 
surface tension data3 Figure 3 shows the variation of m 'mon 
with the composition of the mixed systems.

The cmc, Cm, of ideal mixed systems of ionic micellar 
components 1 and 2 is related to the cmc, C,a, of each 
surfactant and the mole fraction, x„ of each component 
in the system by3

c me = (C2ac la)°/(x,c2a0 + x2Cla0) (2 )
The constant, 0, is defined by
log C ig = log A j -  (0,— 1) log g (3)
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Figure 3. Limiting monomer concentration, m as a function of mol 
fraction of propantheline in aqueous mixtures of propantheline and 
methantheline bromide. Continuous line represents expected variation 
for ideal mixing of ionic micellar components from eq 2.

Figure 4. Concentration dependence of the scattering ratio, S90, for 
aqueous mixtures of adlphenine hydrochloride and propantheline bromide. 
Mol fraction of propantheline: (O) 0.05, (A) 0.14, (•)'0 .20, (□) 0.25, 
(■) 0.50, (A) 0.75. Data for propantheline (curve 1) and adiphenine 
(curve 2) from ref 2 and 6, respectively.

TABLE I: Stepwise Equilibrium Constants for 
Propantheline-Methantheline Mixtures 
Calculated from Eq 4

Equilibrium constants,
Mol fraction 
propantheline

dm3 mol"1

k 2 k 3 K,
0.0“ 2.8 33 4
0.10 4.3 19 3
0.25 5.0 25 12
0.50 8.5 35 14
0.75 11.5 60 15
1 .00“ 12.5 76 25

“ Values from ref 4.

where CL is the cmc of a single surfactant in the presence 
of a total counterion concentration, g . The constant A; is 
the cmc in the absence of added electrolyte. Surface 
tension measurements5 on propantheline bromide solutions 
containing added electrolyte have established a linear 
relationship between log apparent cmc and log counterion 
concentration from which a value of 6 =  1.3 may be cal­
culated. Assuming a similar 9 value for methantheline 
bromide and applying eq 2 gives a predicted m 'mon vari­
ation as shown by the continuous line in Figure 3. Al­
though there is no theoretical justification for the use of 
eq 2 for mixed nonmicellar systems, it is of interest to note 
that this equation gives an excellant correlation with the 
experimental data. Ideal mixing of the two components 
is not unexpected in view of the similarity of structure of 
the two components.

Stepwise equilibrium constants K N for the mixed sys­
tems were evaluated as described previously4’8,9 using an 
analytical treatment proposed by Steiner.7

{(Mw/xM) -  l} /(xc /M  = |4 A 2 + 9 K 2K 3(xc /M). . .

+ N  (  n K ^ {x clM )N~2 (4)
'N=2 /

Table I shows the expected general increase in the 
magnitude of the K N values for low aggregation numbers 
N , as the mole fraction of the more hydrophobic com­
ponent, propantheline, is increased. Equilibrium constants 
for higher N  values were not calculated because of the 
cumulative nature of errors in the determination of K N. 
Errors in K N arising from a neglect of interactions between 
the charged aggregates is also least significant for these 
lower values.

Figure 5. Limiting monomer concentration, m Lx» as a function of mol 
fraction of propantheline in aqueous mixtures of propantheline bromide 
and adiphenine hydrochloride. Curves 1 and 2 show expected values 
for ideal mixing (eq 2) with 6 values of 1.8 and 1.3, respectively. Curve 
3 shows expected values for complete demixing of components (eq 
5).

P r o p a n th e lin e -A d ip h e n in e  M ix tu r e s . The cmcs of 
mixtures with adiphenine/propantheline molar ratios >0.8 
were determined directly from the light scattering plots 
(Figure 4). The curves representing the scattering at high 
solution concentration were extrapolated to intersect lines 
representing monomeric scattering; the point of inter­
section was equated with the cmc in the usual way. The 
inflections in the light scattering plots became progres­
sively less distinct as the propantheline content of the 
mixture increased and the limiting monomer concentra­
tions for such systems were estimated using eq 1. Figure 
5 shows the variation of m 'mon with the composition of the 
mixed system.

Equation 2, derived for the ideal mixing of micellar 
components, was applied to this system. Previous in­
vestigations of the effect of electrolyte on other di- 
phenylmethane derivatives10 have established the appli­
cability of eq 3 and have indicated a mean value of 9 of 
approximately 1.8. Assuming this 6 value for adiphenine 
hydrochloride and applying eq 2 gave a cmc variation 
significantly different from that determined experimentally 
(Figure 5). For the extreme case of mixtures of ionic 
surfactants in which the aggregates exist independently 
of each other, the counterion of one component depresses
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the cmc of the other. An indication of the variation of cmc 
with total concentration in such systems is given by the 
approximate relationship11

Cm = Cia antilog {(log x r 1)/^} (5)
Applying eq 5 to each component separately gives the 
demixing curve represented by the dashed line of Figure
5. The experimental m 'mon values lie between the theo­
retical curves for ideal mixing and complete demixing of 
components, suggesting a significant degree of nonideality 
of the mixing process. The apparent lack of interaction 
between the two components is a consequence of the 
differences in their structure and mode of association. 
Propantheline has a large, almost planar hydrophobic 
moiety and is thought to associate by face-to-face stacking. 
In contrast, the hydrophobic group on the adiphenine

Identification and Localization of Cluster and 
Oxide in Y Zeolite

molecule has sufficient flexibility to promote micellization 
of this compound. Clearly the incorporation of such a 
molecule into the propantheline aggregate would have a 
considerable disruptive influence on the stacking process.
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y  irradiation of Mg and Ca exchanged Y zeolites has been performed to characterize these materials, the 
paramagnetic species created being studied by means of ESR spectroscopy. It was observed in particular that 
F-type centers were formed with gav = 2.0008 and AH m = 3.5 Oe for MgY samples and gav = 2.0004, AH pp =
3.5 Oe and gav = 1.9967, A/ipp = 5.0 Oe for CaY samples. These centers, in small concentration at least below 
600 °C, are characteristic of pure metal oxide, MO. Detailed ESR experiments as a function of heat treatment 
conditions and exchange level and complementary experiments using IR spectroscopy and x-ray diffraction 
strongly suggested that small clusters of MO were formed in large cavities, excluding hexagonal prisms and 
sodalite cages, by dehydration of M(OH)+ ions, mainly at high temperatures (>600 °C). The number of MO 
entities in the clusters could not be determined precisely but was tentatively estimated to be within a range 
from 2 to 10. A M(H20)+ species was identified and localized in sodalite cages. Its formation is discussed in 
terms of reaction between M(OH)+ species localized inside the sodalite cages and H atoms from OH groups 
giving rise to the 3550-cm-1 IR band and the 1.4-Oe wide ESR signal of trapped H atoms rather than in terms 
of ionization of occluded water molecules.

Introduction
7  irradiation has been shown to be a fruitful method 

giving rise to paramagnetic species which stem from en­
tities characteristic of a lattice itself,1-4 often active as 
adsorption sites5,6 and which could be studied using ESR 
spectroscopy.

Type Y zeolites, with Na+ ions being more or less ex­
tensively exchanged with divalent cations such as Mg2+ or 
Ca2+, have been shown to present a strong Bronsted acidity 
and subsequently a high catalytic activity for isomerization 
and cracking reactions.7 It had been postulated that OH 
groups giving rise to a new IR band at 3685 cm 1 corre­
sponded to Mg(OH)+ or at 3675 cm 1 to Ca(OH) +7 ac-

 ̂Permanent address: Faculté des Sciences, Université Libanaise 
Hadath, (Liban) et C.N.R.S. libanais.

î Present address; Laboratoire de Catalyse organique, L.A. C.N.R.S. 
231, ESCIL, 43, boulevard du 11 novembre 1918,69621 Villeurbanne, 
France.

cording to the following equilibrium due to the polarizing 
effect of the divalent cations on water molecules:8

M2*(H20 ) it M(OH)+ + H+ (1)

The created H+ are acidic and contribute to the 3640- or 
3550-cm 1 IR bands as structural OH groups in HY 
zeolites.9

If such samples are heated at 400 °C under a C02 at­
mosphere, formation of magnesium or calcium unidentate 
carbonates and structural acidic OH groups has been 
shown to occur while catalytic activity was subsequently 
observed to increase.7,10

Exchanged cations have been shown to occupy cationic 
sites in the zeolite framework and to move toward inner 
sites by dehydration.11,12

The purpose of the present work was to study divalent 
cation exchanged zeolites by means of ESR spectroscopy 
after y  irradiation, to characterize paramagnetic species 
arising from structural entities of the material itself and
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TABLE I: Chemical Composition o f the Zeolite Samples“
Catalysts NaHY Magnesium series Calcium series

Na+ ions
per unit cell 
M2+ ions

7.5 7.1 8.2 8.0 7.1 8.1 7.5 3.5 3.5 3.5 3.5 3.5

per unit cell 
M = Mg or Ca

0 5.3 7.6 9.1 12.5 14.7 19.3 9.9 16.0 18.6 23.8 26.2

a The theoretical number o f protons per unit cell after NH„+ decomposition can be obtained by the difference between 
56 and the total cation equivalent amount.

thus afford a further insight into the nature of the action 
of divalent cations and their localization.
Experimental Section

M a ter ia ls . The starting material was a Linde NaY 
zeolite. CaY samples were prepared by direct exchange 
of Na+ ions with Ca2+ from chloride solutions while MgY 
samples were obtained by first exchanging Na+ ions with 
NH4+ to an 85% level and then NH4+ with Mg2+ ions from 
magnesium chloride solutions. The zeolites were heated 
at 380 °C in a dry air flow for 15 h in order to evolve NH3 
and then at 550 °C for the same duration. Chemical 
compositions of the catalysts are given in Table I.

S p e c tr o sc o p ic  M e a s u r e m e n ts . ESR spectra were re­
corded on a Varian E 9 spectrometer equipped with a dual 
cavity and refered to a standard sample (DPPH or strong 
pitch). IR spectra were scanned on a Perkin-Elmer Model 
125 grating spectrophotometer. The powder was placed 
in standard 5-mm o.d. silica tubes for ESR experiments 
or pressed into 18-mm diameter wafers inserted in a quartz 
sample holder for IR study.

The samples were treated in oxygen at the desired 
temperature for 15 h and then outgassed at the same 
temperature for 10 h under about 10-5 Torr vacuum.

Irradiation was performed in a ^Co y  cell at liquid 
nitrogen temperature (LNT) for doses of about 2 Mrads. 
90% 13C enriched C02 was supplied by the French Atomic 
Commission (CEA) and used without further purification.
Results and Discussion

7  irradiation at LNT of dehydrated NaY and HY 
zeolites has been shown previously to give rise to trapped 
H atoms13 and V-type centers.1 The latter centers cor­
responded to an ESR spectrum composed of a broad line, 
about 40 Oe wide, with gav = 2.017 and a more or less 
well-resolved hyperfine structure assigned to the inter­
action with A1 nuclei.1 They were postulated to correspond 
to the following V-type center (hole of electron in a pz 
oxygen orbital) arising from structural entities where T 
is an A1 or Si nucleus

o '
Si

A

0 0  0

In the case of CaY zeolite, F-type centers with g  = 1.999 
and V-type centers with g ±  = 2.046 and g|| = 2.0011 have 
been reported and related to the presence of Ca2+ ions.14

Typical ESR spectra we have obtained for Mg- and CaY 
zeolites heated at 400 °C are composed of a doublet with 
an about 500-Oe splitting assigned to trapped H atoms13 
and overlapping signals around g  = 2. This central part 
of the spectrum is shown in Figures 1 and 2 for different 
microwave powers. It can be obviously decomposed, into 
the classical broad signal of V-type center (Si-O-T) 
mentioned above which will not be considered further and 
three other signals (I, II, T) of which ESR parameters are 
reported in Table II. In the following the properties of

Figure 1. Central part of the ESR spectra of CaY sample (16 Ca2+ 
per unit cell) evacuated at 400 °C, irradiated and receded at LNT. I, 
II, T, and S i-6 -T  refer to the signals described in the text and the 
microwave power is indicated on each spectrum. X Dand (a) and Q 
band (b).

D.P.PH.

'1

T  2

3

2.0065 
_1___

Figure 2. Central part of the ESR spectra of MgY samole (12.5 Mg2+ 
per unit cell) evacuated at 400 °C, irradiated and recorded at LNT. I, 
II, T, and Si-O-T refer to the signals described in the text and 1, 2, 
3 to the three components of the triplet T. The microwave power in 
X band is 0.075 mW.

signals I and II will be considered first and secondly those 
of the triplet T.

1. C lu ster  S p ec ie s . First of all it is important to note 
that V-type centers as detected previously for pure metal
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TABLE II: ESR Parameters of Paramagnetic Species Related to Ca or Mg Ions in Different Matrices

Ca2+

Material Centers

Mg2+

g
values

A//pp, Oe, 
or hyperfine 

splittings 
(X band) Ref

g
values

hyperfine
splittings,

Oe Oe
Y zeolite I 2.0017 3.5 This work

I 2.0003
1 1.9992

Y zeolite II l 2.0008 3.5 1.9976 5.0 This work
( 1.9970
] 1.9952

(H1) (H‘ )
Y zeolite Triplet 2.0065 41.0 ± 0.5 2.0063 40 ± 0.5 15

2.0060 42.5 ± 0.5 2.0060 42 ± 0.5
2.0021 ± 73.0 ± 0.5 2.0021 ± 74 ± 0.5

0.0002 0.0002

Pure V (1)2.0385 (1)2.0710 16 (for MgO)
oxide (11)2.0023 (11)2.0015 17 (for CaO)

2 5 Mg ‘H
2.0007 -25.5 3.5 2.000 3

F K 1.9998 - 10.2 2.0 1.997 3
Ne MgOH- (1)2.0007 -111.7 5.3 18

(11)2.0017 -107.4  3.6
Ar MgOH- (1)2.0013 -114.8 4.9 18

( 11)2.0020 -110.1 3.0
Ar MgH- or (1 )2.0020 -75.5  105.4 1.9966 19

CaH- ( 11)2.0002 -80.7  106.4 2.0013
Ar Mg+ 2.0006 -212.5 18

oxide4 and CaY zeolite14 were not obtained in CaY and 
MgY samples of this experiment. The two signals I and 
II are quite similar but of weak intensity with respect to 
those recorded for pure metal oxides and which were 
assigned to surface F-type centers,3 namely, to electrons 
trapped in lattice oxygen vacancies. Their g  values are less 
than g e and they are very readily saturated by increasing 
microwave power (Figure 1). They can therefore be as­
signed also to F-type centers. It is worth noting that only 
one F-type center was reported on CaY zeolite (g = 
1.999) .14 We are of the opinion that in fact there were two 
overlapping signals, i.e., that the same types of F-centers 
were obtained.

Cautious study of steady saturation at temperatures 
ranging from LNT to room temperature was performed 
for types I and II centers as a function of microwave power. 
It turned out that their spin-lattice relaxation time Tle 
followed a T 2 law. The saturation was of homogeneous 
type for CaY samples, while mainly of heterogeneous type 
for MgY ones. The latter saturation type presumably 
arises from underlying and unresolved hyperfme structure 
due to 25Mg isotope (7 = 5/2) of 10% natural abundance. 
In the case of CaY samples the 43Ca isotope (7 = 7/2) was 
of negligible influence since the natural abundance is too 
low (0.13%). It follows that a small interaction between 
the unpaired electron and divalent cations does exist This 
strongly supports our postulation that F-type centers are 
closely related to M2+ cations and not to lattice vacancies 
of zeolite which would behave quite differently21 mainly 
concerning microwave saturation, hyperfme structure, and 
g  factor values.

It was observed that oxygen immediately reacted with 
the above two F-type centers on zeolite samples at LNT 
giving rise to new ESR spectra with the following pa­
rameters: g z = 2.067, gy = 2.009, and g z =  2.002 for MgY 
zeolite; g z =  2.059 and 2.047, gy =  2.0095, and g x = 2.003 
for CaY zeolite. Such signals can be obviously attributed 
to 0 2' species, the gz values for such 0 2 species being quite 
in accord with species adsorbed on divalent cations.22 
These results also clearly show that F-type centers are

readily accessible to molecular oxygen and are very reactive 
toward oxygen. Therefore it turns out that they are located 
not in small cages such as hexagonal prisms or sodalite 
cages but rather in large cavities such as supercages or 
framework holes.

By comparison experiments on pure magnesium oxide 
were performed by activating magnesium hydroxide at 
temperatures ranging from 400 to 700 °C and then y  ir­
radiating it at LNT. Usual F- and V-type centers in such 
oxides were obtained, F-type center intensity increasing 
with dehydration temperature. Molecular oxygen im­
mediately reacted at LNT with F-type centers giving rise 
to the well-known 02“ ions23 (gz = 2.077, g y = 2.0073, and 
g x = 2.0011) but did not react with V-type centers. These 
results clearly show that F-type centers are located at the 
surface of the oxide (they have been designated S or SH3) 
while V-type centers are located within the bulk in 
agreement with other findings.4 Excess of molecular 
oxygen did not broaden the V-type center signals, i.e., these 
centers might be located at a distance larger than 10 A 
from the surface.24 Since superficial F-type centers 
characteristic of MO were obtained in the case of heated 
Mg- and CaY zeolite samples, while bulk V-type centers 
were not, it follows that in these materials MO crystallites 
are formed whose size is small (<t> < 20 A). One can then 
reasonably suggest that these crystallites are of the cluster 
type and are located in relatively small cavities such as 
supercages rather than at the surface of the zeolite grains. 
Steric hindrance should limit the cluster size to about 10 
MO entities while formation of F-type centers charac­
teristic of the oxide necessitates at least two MO entities.

The number of F-type centers in Mg- and CaY zeolites 
was found to increase as a function of dehydration tem­
perature and divalent cation content as shown in Figures 
3 and 4. Therefore one can conclude that such MO 
clusters are formed by dehydration and that their number 
is directly depending on the divalent cation content.

The intensity of the IR band at 3685 cm' 1 attributed to 
Mg(OH)+ ions parallels that of F-type center signal as a 
function of Mg2+ content (Figure 4). Moreover the F-type
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Figure 3. Variations of ESR intensity for signals I and II as a function 
of dehydration temperature: (a) CaY (16 Ca2+ per unit cell) and (b) 
MgY (12.5 Mg2+ per unit cell).

Figure 4. Variations of ESR intensity for signals I and II as a function 
of divalent cation exchange level for CaY (a) and MgY (b) zeolites. The 
variations of 3685-crrr1 IR band intensity (from ref 10) are given for 
comparison. Dehydration was performed at 400 °C.

center intensity increases with dehydration mainly when 
heating the sample above 600 °C, i.e., when the 3685-cm 1 
IR band intensity decreased (Figure 5). Therefore it can 
be postulated that the MgO clusters arise from Mg(OH)+ 
by dehydration. It is worthwhile to note that the 3640- 
and 3550-cm 1 IR bands due to structural OH groups 
(Figure 5) decrease in intensity for lower dehydration 
temperature than for the 3685-cm'1 IR band. It follows 
that dehydration of Mg(OH)+ ions presumably occurred 
between themselves rather than between such an ion and 
lattice structural OH groups.25 This gives rise to Mg O 
Mg □ entities with oxygen vacancies which are ionized in 
F-type centers. One could also expect that Mg2+ ions

Figure 5. Variation of the intensity of OH group IR bands for MgY sample 
(12.5 Mg2+ per unit cell) as a function of dehydration temperature: (1) 
3640 cm '1; (2) 3550 cm '1; and (3) 3685 cm-1.

formed by dehydration were ionized by y  irradiation into 
Mg+ ions. However careful analysis of the ESR spectrum 
showed that the expected hyperfine splitting (212.5 Oe) 18 
was not observed, which ruled out the possibility of 
confusing F-type center with such an ion in S state. X ray 
experiments were performed and showed that large 
crystallites of MO were not produced providing additional 
support to the above postulation that small clusters were 
formed, although X ray diffraction is not sensitive enough 
to be really unambiguous mainly for MgO.

It was previously shown7 that if divalent cation ex­
changed zeolites were heated at 400 °C under vacuum and 
then under a C02 atmosphere at the same temperature, 
two unidentate carbonate species were formed. One was 
stable at 500 °C under vacuum (IR bands at 1580, 1410 
cm 1 for MgY and 1485,1425 cm 1 for CaY) whereas the 
other disappeared when heating at this temperature (1520, 
1490 cm' 1 IR bands for MgY and unresolved bands around 
1450 cm' 1 for CaY). It was postulated7 that the stable type 
involved certain lattice oxygen atoms whose reactivity was 
due to the presence of divalent cations, while the unstable 
form incorporated oxygen atoms from the M(0H)+ ions 
giving rise to new acidic and structural hydroxyl groups.

Highly dehydrated zeolite samples ( T  ~ 700 °C), 
corresponding to high F-type center concentration, were 
treated at 400 °C under a C02 atmosphere. Compared to 
previous work on the same sample dehydrated and treated 
with C02 at 400 °C,7 one observed by IR that the stable 
unidentate carbonate species were of much smaller in­
tensity. This indicates that much less lattice oxygen atoms 
are activated by divalent cations when the samples are 
dehydrated at higher temperatures. This conclusion is also 
quite in agreement with our above postulation that small 
clusters of MO are formed by dehydration, since divalent 
cations in such clusters lose their own individuality and 
then no longer induce the reactivity of certain framework 
oxygen atoms with C02.

Carbonate ions are known to give under irradiation at 
LNT C02 radicals26 which can be studied by ESR. Using 
13C enriched C02 to improve the resolution of the spectrum 
two types of C02” radicals were obtained as shown in 
Figure 6 with ESR parameters reported in Table III. 
These two C02' species are not related to the two uni­
dentate carbonate identified by IR since ESR intensities 
decreased similarly when 400 °C carbonated samples are 
evacuated at 500 °C before irradiation, i.e., when unstable 
carbonate species are evolved. Consequently, it turns out 
that C02" radicals characteristics are depending on the
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TABLE III: ESR Parameters of Stable CO, "s and Unstable CO, r (Rotating) Radicals Stabilized on Different
Samples y or UV Irradiated“

NaY
zeolite6 MgX zeolite“

CaY
zeolite MgY zeolite MgO 450 °C

g
tensor
values

g
tensor
values

hyperfine
splittings,

Oe

g
tensor
values

g
tensor
values

Hyperfine
splittings,

Oe

g
tensor
values

Hyperfine
splittings,

Oe
COj's 1.9974

2.0016
2.0030
Giso ~

155 Oe

1.9989
2.0033
2.0033

200
154
154
aiso —

169

1.9967
2.0015
2.0024

1.997
2.0012
2.0030

163
212
166
aiso =

178 Oe

1.997
2.0015
2.0030

181d
225
183
aiso =

196 Oe

O O -t 2.0018 
Affpp = 

2.5 Oe

2.0008
2.0012
2.0028
t>av

2.0016

146
208
146
aiso

167 Oe

2.0015 
AHpp = 

2.5

132e
171
132
aiso 

145 Oe
° Note that the g values are identical for a given divalent cation. The hyperfir.e splittings only slightly differ which 

presumably arise from a matrix effect which changes the ¿.OCO angle and therefore the sp hybridization and unpaired 
electron spin density on the carbon atom. b Reference 27. c Reference 28. d Reference 29. e Reference 30.

1

2

3

208 oe

, .---------146 oe

------  146 oe

Figure 6. ESR spectra at LNT of MgY samples irradiated after treatment 
at 400 °C under 13C enriched C02: (a) recording directly after irradiation 
(C02"r). (b) recording after warming to room temperature (C02 s).

nature of their trapping site rather than on the carbonate 
species. Moreover it is important to note that the ESR 
parameters of C02~ radicals in carbonated Mg and Ca 
zeolites are quite similar to those observed for pure MO29 30 
where trapping sites are known to be F-type centers of the 
oxide. These findings confirm that MO clusters are 
formed.

These results concerning the introduction of alkaline 
earth cations are difficult to compare with those obtained 
by Schoonheydt et al.31 which deal with transition metal 
ions (Ni, Cu), introduced in larger amount than the cat­
ionic exchange capacity (CEC) of the zeolite. Our results 
(namely, (i) limitation of the exchange to 75 and 100% of

the CEC for Mg and Ca, respectively, (ii) the increase of 
the 3640-cm1 IR band intensity toward the cation ex­
change level and not its decrease,31 and, lastly (iii) the 
dehydration temperature different from that of pure 
hydroxides) 7 seem to rule out the possibility of the for­
mation of metal hydroxide or polynuclear complexes 
during preparation. In our case the metal oxide clusters 
are formed during dehydration of M(OH)+ species.

The dehydration mechanism had already and widely 
been discussed, the formation of M(OH)+ species being 
often postulated.25 Uytterhoeven et al.32 suggested that 
M(OH)+ reacts with M2+ to give M+0 M+ species located 
in the sodalite cages (M+ in site I') and protons which react 
with the lattice creating structural OH groups. Dehy­
dration could occur between M(OH)+ and structural OH 
groups giving rise to MO and lattice oxygen vacancies as 
suggested by Ward.25 Another possibility is dehy- 
droxylation of the M(OH)+ entities between themselves 
giving (MOM □)„ clusters, with oxygen vacancies, in the 
supercage as proposed in this paper on the basis of ESR 
and IR experiments.

2 . H y d r o x y la te d  S p e c ie s . Another interesting defect 
in divalent cation exchanged zeolite after y  irradiation 
corresponds to the triplet T of which ESR parameters are 
given in Table II. It was recently assigned to a M(H20)+ 
ion. 15 The variations of the ESR triplet intensity as a 
function of dehydration temperature and magnesium 
cation exchange level are given in Figure 7 and can be 
compared with the variations of intensity of 1.4-Oe wide 
ESR lines due to trapped H atoms and of 3550-cm“1 IR 
band due to structural OH groups (Figures 5 and 7). Some 
data for CaY zeolite indicate a similar behavior for both 
divalent cations. It is important to notice that molecular 
oxygen does not react with the defect nor broaden the ESR 
signal. It follows that the M(H20)+ ions are located in the 
sodalite cage and that they might be formed by the re­
action of H atoms with hydroxylated species. Since triplet 
signals were not observed for zeolites not exchanged with 
divalent cations where as H atoms were detected, one can 
reasonably suggest that these hydroxylated species are 
M(OH)+ ions, involved in the formation of M(H20)+ ions 
according to

LNT
M(OH)+ + H- = i M ( H 2O r (2)

The rather small intensity of the triplet (a tenth of 
F-type center one) indicates that only a small part of 
M(OH)+ ions located inside sodalite cages are involved in
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Figure 7. Variations of H atom yield and triplet intensity for MgY samples 
as a function of (a) cation exchange level (dehydration at 400 °C), (b) 
dehydration temperature (12.5 Mg2+ per unit cell). The variations of 
the 3550-cn-r11R band intensity (from ref 10) are given for comparison.

reaction 2. Previous correlation between trapped H atom 
yield corresponding to the 1.4-Oe wide ESR line and OH 
groups giving rise to the 3550-cm 1IR band10,33 allows the 
conclusion that H atoms involved in reaction 2 arise from 
3550-cm“1 IR band OH groups which are known to be 
pointing inside the sodalite cages (O3H) .34 This result 
supports the conclusion that M(H20)+ ions and therefore 
some of M(OH)+ ions are located inside the sodalite cages. 
These results are also in agreement with those of Olson35 
who has observed nonframework oxygen atoms located in 
site IT of the sodalite cage after heating CaY samples at 
400 °C.

It may be noted that M(H20)+ ions were not stabilized 
in the supercage, since the ESR signal is not broadened 
by oxygen filling the cage, although most of the M(OH)+ 
ions are present. This presumably arises from the peculiar 
stabilizing matrix effect of the sodalite cage. It also shows 
that trapping cavity size is very critical which may explain 
why such species were not identified before.
Conclusion

This study led us to show that, beside M2+ cations which 
occupy cationic sites in the zeolite framework, M(OH)+ 
entities in Ca and MgY zeolites may (i) give rise by 
dehydration mainly at temperatures larger than 500 or 600 
°C to small (MO)„ clusters located inside the supercages,

and (ii) be transformed by 7 -rays into M(H20)+ ions 
stabilized inside the sodalite cages for a small amount of 
them.

The presence of small amounts of M(OH)+ inside the 
sodalite cages up to temperatures of at least 600 °C and 
presumably 800 °C seems to be demonstrated by the 
formation of M(H20)+ ions in such cages upon 7  irradi­
ation, which is consistent with the occurrence of non­
framework oxygen atoms in sites IT at high temperatures.35
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4T2 State Lifetimes and Intersystem Crossing Efficiencies in Chromium(lll) Complexes

Francesco Castelli and Leslie S. Forster*

Department o f Chemistry, University o f Arizona, Tucson, Arizona 85721 (Received April 1, 1976)

The risetime of^ — 4A2 emission following pulsed excitation into *F2 has been recorded for several Cr3+ complexes 
with varying 4T2-2E separations in fluid and rigid glass solutions and in crystals. Only a lower limit (—109 
s'1) for the 4T2 —*■ 2E rate could be established. The products of the intersystem crossing efficiency (4>2E) and 
the 2E —>• 4A2 radiative rate have also been measured as a function of temperature, by pulsed techniques, for 
Cr(CN)63, Cr(en)33+, and Cr(acac)3 in noncrystalline and crystalline media and the effect of temperature on 
<I>2e inferred.

Introduction
Cr(III) complexes have been the subject of extensive 

photochemical and photophysical investigation.1 Both 
fluorescence ( ^ 2  ” * 4A2) and phosphorescence —*• 4A2)
emissions have been observed, but phosphorescence is by 
far the more common. The identity of the photoreactive 
state, ^ 2  or 2E; has been a question of great interest. In 
at least four cases, Cr(CN)63, Cr(en)33+, Cr(phen)33+, and 
Cr(NH3)63+, much if not all of the photochemistry origi­
nates in 4T2.2 5 Consequently, quantitative data on the 
photophysical properties of 4T2, studied under photo- 
chemically relevant conditions, will be of value in the 
elucidation of the photochemical primary process mech­
anism. Two photophysical parameters of interest are the 
^ 2  lifetime and the intersystem crossing efficiency (i^). 
The *T 2 lifetime in ruby, as determined from the risetime 
of ^  4A2 emission, is less than 0.5 X 10 9 s.6,7 The
possibility that this quantity might be dependent upon the 
relative ^ 2  and 2E energies prompted us to examine 
Cr(III) complexes with varying 4T2-2E separations. We 
now report on measurements of the 4T2 lifetimes of Cr- 
(CN)63\ Cr(en)33+, Cr(acac)3, Cr(C204)33“, and Cr(urea)63+. 
In addition, the effect of temperature on <i>2E has been 
studied.
Experimental Section

Pulsed excitation was obtained with an Avco C-950 N2 
laser either alone (X 337 nm, pulse width ~10 ns) or as a 
pump for the following dye lasers: PBD (X 366 nm); 
a-NPO (X 398 nm); 7-diethylamine-4-methylcoumarin (X 
454 nm); and rhodamine 6G (X 580 nm). Except in the case 
of rhodamine 6G where the lasing cavity was tuned with 
an echelle grating, the laser radiation was simply filtered 
through a CuS04 solution.

The detection system differed somewhat in the two 
different types of measurements:

(a) R ise tim es . The 2E —*■ 4A2 emission profile was 
monitored with an RCA C-31034 photomultiplier operating 
at 1700 V. The output across 50 Q was fed into a Tektronix 
7904 oscilloscope with a 7A19 amplifier and the resultant 
display photographed. The oscilloscope was externally 
triggered by a signal from scattered laser light striking a 
fast photodiode. The emission was first passed through 
a solution filter (K2Cr207 or Cr(acac)3) and then through 
a 0.25-m Jarrell-Ash monochromator. Particular care was 
exercised to avoid scattered light and impurity lumines­
cence. For Cr(CN)63“, the monochromator was replaced 
by a high-pass interference filter because the emission 
spectrum was broad. A 90° excitation-emission geometry 
was used. At room temperature, interference from 
scattered light was negligible, but at low temperatures in

glassy solutions of Cr(CN)6v where the emission intensity 
is very low, scattering from the dewar could not be 
completely eliminated.

(b) 1(0 ). In the determination of the total emission 
intensity at t =  0 , (1(0)) the excitation was the same as that 
used for the risetime measurements. The monochromator 
was removed from the detection train and the photo­
multiplier load varied from 50 to 10 000 fl as dictated by 
the sample lifetime. To keep the average anode current 
within prescribed limits, when long-lived emission was 
involved a neutral density filter was inserted in front of 
the photomultiplier tube. The sample was placed in a 
dewar and the temperature adjusted with a stream of cold 
N2 gas. The excitation wavelength was close to the ab­
sorption maximum and for noncrystalline samples, the 
Cr3+ concentration was high enough to limit, the light 
penetration depth to a small value. This eliminated any 
effect of temperature on the sample absorbance. No 
crystallite formation occurred when rigid glasses were 
produced.

The absolute luminescence quantum yields of [Cr- 
(en)3](C104) 3 and [(n-C4H9)4N]3[Cr(CN)6] powders were 
measured as previously described.8 In the comparison of 
7(0) for different powders, e.g., K3(Co,Cr)(CN) 6 and [(n- 
C4H9)4N]3[Cr(CN)6], the samples were mounted repro- 
ducibly, using the same geometry as in the steady state 
absolute quantum yield determinations.
Results and Discussion

R ise tim e  M e a s u r e m e n ts . 4T2 L ife t im e s . When ^ 2  is 
above 2E, the time evolution of the ̂  and ̂ E populations, 
following 5 function excitation of * T 2, is described by the 
equations

[4T 2] = [ ^  [(x 2 - k T ) e - V
A2 A 1

+  ( “ X t  +  k T )e  X j i ]  ( 1 )

[ 2E ] = i ! l l M i [ e - M - e- M ]  (2 )
X 2 Xi

where the first-order rate constants are defined in Figure 
1. [4T2]o is the population of ̂ 2  at the instant of exci­
tation, feT = k2 +  k3 +  fe4 + kRT, feE = fe5 + k6 + +  kRE,
and X] 2 = ' / 2[(̂ e + &t) ± ((kj - kE)2 + 4A4A_4)1/2]. These 
equations assume thermally equilibrated populations 
within 4T2 and 2E but not between the two states. 
Fluorescence can be categorized as prompt or delayed. The 
“lifetime” of G f-1 =  k2 + k3 +  fe4 +  feRT) can, in 
principle, be determined by measuring the decay of prompt 
fluorescence. However, when ^  is above 2E, the prompt
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Figure 1. Radiative (—1►) and nonradiative (m «-) transitions in Cr3+ 
complexes.

fluorescence is so weak that none has been detected from 
any Cr3+ complex.7,9-11 An alternative procedure for 
measuring 4T2 relaxation rates involves monitoring the 
time dependence of phosphorescence as described in eq 
2 .

It should be noted that, in general, the prompt 
fluorescence decay constant, X2, contains a contribution 
from fe_4 and is not identical with kT. Under the conditions 
encountered here, viz., the 4T2- 2E energy difference is 
much larger than k T , fe_4 << k4, and X2 k y. Equations 
1 and 2 apply to 5 function excitation and, when 1 / Ai 
and/or 1/X2 are not large compared to the excitation pulse 
width and detection system response time, allowance must 
be made for the resultant distortion of the intensity-time 
profile.12 The measured time evolution (F(t)) is given by 
the convolution integral
F(f) = /otG (t-i ')I (i')d i ' (3)
where I(t) is the true emission response function and G(f) 
describes the time dependence of the excitation source, 
measured under the same conditions as F(t). External 
triggering must be used to establish a common time base 
for F(f) and G(t). In the risetime measurements I(£) = 
constant(eXli -  e  x?t); X4 and X2 are adjusted to give the best 
fit between the experimental and calculated F(t) curves.

The measured risetime profile of Ru(bipy)32+ in deox- 
ygenated EPA at 77 K is compared to synthetic curves in 
Figure 2. Since X4 =* 0.2 X 106 s-1, on the time scale used 
here, I(£) = constants -  e X2i). The experimental risetime 
corresponds closely to the synthetic curve calculated from 
eq 3 with X2 = 109 s-1. The slopes for X2 = 109 and 1010 
s-1 are barely distinguishable but the X2 = 0.5 X 109 s-1 
slope is distinctly smaller. Although the experimental 
curve fits the X2 = 109 s-1 curve best, in view of triggering 
uncertainties and the very small differences in slope for 
X2 > 109 s-1, we can only assert that X2 is not smaller than 
109 s-1.

The phosphorescence risetime data for the other 
complexes were estimated by two different methods:

(1) Direct comparison of oscilloscope traces made under 
identical excitation and detection conditions. Within each 
of the following groups, identical risetime curves were 
recorded: Ru(bipy)32+ in EPA (77 K) and Cr(en)33+ in H20 
(298 K); Cr(urea)6(C104)3, Cr(urea)6I3, NaMg(Al,Cr)(C2-
04)3-9H20 (all at 77 K), and ruby at 298 K.

(ii) Fitting the risetime curves by Pollack’s procedure.6 
If 1/X2 is much shorter than the duration of the excitation 
pulse, I(t) = / o P (t) d£, where P(£) describes the excitation 
pulse profile. The risetime curves for Cr(CN) 63 in a 
methanokethylene glycol:water (2:1:1 v/v) solution at 298 
K and Cr(acac) 3 in ethanol at 77 K were indistinguishable 
from I(t) computed in this manner.

Figure 2. Convoluted synthetic risetime profiles (X, =  0) for various 
X2: ( • )  experimental Ru(bipy)32+ and Cr(en)33+ risetimes.

Pollack6 used an apparatus with slightly better response 
time and was able to establish X2 > 2 X 109 s"1 for ruby. 
The inclusion of ruby in the above lists strongly supports 
the assigned lower limit for X2. We conclude that, in all 
reported examples, no measurable delay between 4T2 
excitation and 2E population has been observed, i.e., X2 > 
109 s ’. Indeed, theoretical estimates of fe413 for ruby 
suggest a very fast 4T2 w *  2E process (1013 s-1) and in a 
recent report 2E of Cr(acac)3, [Cr(NCS)6]3-, and tr a n s -  
[Cr(NH3)2(NCS)4] was populated within 10 ps.14 Al­
though X2 depends upon k3 as well as k4, in general, k 4 »  
k3.15 Our data do not permit a determination of the effect 
of 4T2-2E separation on k4, but even in complexes with a 
small energy gap, e.g., Cr(urea)63+, X2 > 109 s-1. This 
indicates that k4 > 109 s ' , irrespective of 4T2~2E separation. 
Scattered light interfered in the risetime measurement of 
Cr(CN)63- in alcohol-water glass at 77 K and the lower 
limit of X2 is 5 X 107 s 1 in this instance. In view of the 
picosecond results,14 the intersystem crossing rates 
probably exceed 1011 s 1 in all cases.

1(0) In te n s it ie s , <UE. In general, both the phos­
phorescence yield and lifetime decrease with temperature. 
The relationship of 4>p/rp to the intersystem crossing 
efficiency, «&E, can depend upon the 4T2-2E energy gap (A) 
if k„4 is appreciable.16

In the steady state limit
$ p / t p =  0 , E fes (4 )
whereas in the equilibrium limit

rp 1 + 3e'A/fcT (5)

If A exceeds 1000 cm'1, eq 4 and 5 are essentially indis­
tinguishable below 300 K, but for a small A, there is an 
appreciable difference between the two expressions. 
Whenever the decrease in rp is large and primarily due to 
4T2 back-transfer, and delayed fluorescence is observed (k3 
=* k 2), then the equilibrium limit applies, k 4»  k 5 +  k 6
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TABLE I
aP rp, ms ip /rp  - ks,s '1

7 (0 )„.//(0 )LTLT* 298 K LT 298 K LT 298 K
Cr(CN)63~

Alcohol-water 0.042e 3.33c 12.6 (15.2)d 1.20
K3Co(CN)6 0.99 0.99 120 61 8.3 16.2 1.94
[ (C4 H, )4 N]3[ CrCN)6 ] 0 .111 0.0042 8.7 0.28 12.8 15.0 1.32

(16.9^
Cr(en)33*

Alcohol-water 0.009c 0.100c 90 (90 ̂ 1.0
[Cr(en)3](C104)3 0.0038 0.0019 0.055 0.017 69 112 1.7

° Steady state measurement. b Low temperature limit. c Reference 23. d Calculated from (&5)l t  and /(0 )2, g//(0 )LT. 
(See text.)

a) 223°K : 20/is/div
b) 205°K: 50yus/div
c) I45°K: 500/¿s/d¡v

Figure 3. Phosphorescence decays of Cr(CN)e3'  in alcohol-water 
solution.
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and fe4»  k2 + k3. The latter condition prevails because 
the 4T2 lifetime is much smaller than l / k 2. For the 
complexes studied here, eq 4 is sufficiently accurate.

In eq 4 and 5, the absolute phosphorescence quantum 
yield is required. This quantity is notoriously difficult to 
obtain accurately,17 although several 4>p determinations in 
Cr3+ complexes have been reported.8,18 However, variations 
in 4>p/rp can be monitored by measuring rp and the relative 
$p, separately. Alternatively, changes in 4>p/ tp can be 
directly evaluated by pulsed techniques. This is accom­
plished by extrapolating the phosphorescence decay curve 
to t = 0 (Figure 3). On the time scale of these mea­
surements, the risetimes are negligible. If only T) -*• 4A2 
emission is monitored
A0 )/4 bs = constant <f>2Eks (6 )
The advantage of determining 4>p/ tp in a single mea­
surement is most evident in a temperature range where 
both 4>p and tp are changing rapidly. In this case the ratio 
will be more reliable when obtained by an 7(0) mea­
surement. Furthermore, the increased sensitivity permits 
extension to higher temperatures, where the steady state 
emission intensity is low. If the 7(0) temperature de­
pendence is used as a measure of changes, care must 
be taken to minimize any variation in 7aba with temper­
ature. Since the excitation pulse intensity was quite 
constant and the concentrations were sufficiently high to 
produce nearly complete absorption, 7abs was very constant. 
One artifact that cannot be easily eliminated is the effect 
of refractive index variation in solutions.17 Depending 
upon the experimental geometry, the measured intensity 
should vary as 1/n -  1/n2. For alcoholic glasses at 77 K 
n  ~ 1.43, whereas at room temperature n ^ 1.35. An 1 1%

7.01_______ I______________ I______________I______________1
120 150 200 250 300

(°K)
Figure 4. Change In Cr(CN)63 J(0) with temperature. The values are 
normalized with k5 (298 K) in Table I: (□) alcohol-water; (O) K3Co(CN)6; 
(A) [(C4H9)4N]3[Cr(CN)6] .

increase in apparent intensity would be expected between 
77 and 300 K if the 1/n2 dependence prevails. Actually, 
the results described below indicate that no correction need 
be applied.

Any delayed fluorescence due to back transfer should 
be minimal in the systems under study here. Since both 
fluorescence and phosphorescence are monitored, delayed 
fluorescence would lead to an apparent increase in 
as the temperature is raised.

Cr(CW)63“. The decay curves of Cr(CN)63~ in alcohol- 
water solution are shown at several temperatures in Figure 
3 and the variation in 7(0) with temperature is indicated 
in Figure 4 for this complex in three environments: (a) 
methanol, water, and ethylene glycol (2:1:1 v/v); (b) 
K3Co(CN) 6 (5 and 10% Cr3+); and (c) [(C4H9)4- 
N]3[Cr(CN)6], In Table I the variations in the values of 
4>p/rp, obtained from separate tp and steady state <t>p 
measurements, are compared to the changes in 7(0) for 
room temperature and the low temperature limits (LT). 
The following points are noteworthy:

(i) In alcohol-water solution, 7(0) does not change as the 
glass melts (~170 K) even though the refractive index 
should decrease abruptly in this region.

(ii) The ratio [7(0)]298/[7(0)]LT increases in the sequence: 
Cr(CN)63 in alcohol-water < [(C4H9)4N]3[Cr(CN)6] < 
K3(Co,Cr)(CN)6.
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(iii) The absolute 7(0) values at constant 7abs are the same 
at room temperature for 5% K3(Co,Cr)(CN) 6 and [(C4- 
Hg)4N]3[Cr(CN)6]. Appropriate corrections for the ab­
sorption by Co3+ at 366 nm and Co3+ w *  Cr3+ energy 
transfer were made.18

(iv) As expected the ratios of 1(0) at room and low 
temperature are essentially the same as the corresponding 
<t>p/rp ratios. This agreement confirms the reliability of 
the steady state 4>p values.

The absolute phosphorescence yield of Cr(CN)63'  in 
K3Co(CN) 6 is nearly unity at room temperature.18 Con­
sequently $2e = 1 for this system, i.e., k4 »  k 2 + k 3. The 
temperature dependence of 1(0) can be ascribed to the 
thermal enhancement of k-y  In K3Co(CN)6, Cr3+ ions are 
in centrosymmetric sites19 and most of the 2E — 4A2 
transition probability is vibronically induced, a circum­
stance which leads to a marked temperature dependence 
for ft6.20 This is evidenced by the twofold decrease in tp 
in the interval 77 to 300 K while <i>p is unchanged.21 The 

4A2 absorption also increases two-threefold from 77 
to 300 K. It appears that k 5 ^ l/rp (k e =* 0) and i>2E = 
1 at all temperatures in K3(Co,Cr)(CN) 6 mixed crystals.

Since the room temperature absolute values of 1(0) are 
the same for [(C4H9)4N]3[Cr(CN)6] and K3(Co,Cr)(CN)6, 
it is reasonable to infer that the (fe5) 298 values are equal 
in the two environments and that 4>2E = 1 for [(C4H9)4- 
N]3[Cr(CN)6] as well. However, as the temperature is 
reduced, the decrease in <I>p/ tp is not as marked in the 
latter case. This result means that the thermal en­
hancement of k b in [(C4H9)4N]3[Cr(CN)6] is not as large 
as that in the K3Co(CN)6 host, a conclusion that is rea­
sonable if the Cr3+ sites are not centrosymmetric in the 
former environment. The emission spectra support this 
interpretation.19,22 The 0-0 band is much more intense 
relative to the vibronic structure in [(C4H9)4N]3[Cr(CN)6] 
than in K3(Co,Cr)(CN)6.

The temperature dependence of 7(0) appears to be 
qualitatively similar for Cr(CN) fi3 in alcohol-water solution 
and in [(C4H9)4N]3[Cr(CN)6] (Figure 4). Of particular 
interest is the near constancy between 145 and 225 K. 
Above 225 K, the curves are nearly the same in all three 
environments. The plateau corresponds to (k b)hT, the 
allowed contribution to the 2E -»■ 4A2 radiative rate. 
Apparently, solvent induced distortions of Cr(CN)63“ in 
alcohol-water solution destroy the center of symmetry for 
each individual ion, thus increasing the allowed component 
of the transition probability. This is true even though a 
given excited ion samples a wide range of environments 
during its lifetime in fluid media.9 The room temperature 
k 5 listed in Table I for Cr(CN) fi3 in alcohol-water solution 
was calculated from eq 4 by assuming 4>2E = 1. Conse­
quently, it is a lower limit. It is clear that (fe5)LT ¡s larger 
in the alcohol-water and [(C4H9)4N]3[Cr(CN)6] environ­
ments than in the centrosymmetric K3Co(CN)6 crystal. It 
should be noted that a transcription error was made in 
reporting the low temperature 4>p for Cr(CN)63“ in alco­
hol-water glass;23 the correct value is 0.042.

In the foregoing discussion of the k 5 variation with 
temperature, the temperature invariance of 4>2e has been 
assumed. This assumption is plausible for the crystalline 
systems where = 1 at room temperature. The situation 
in the alcohol-water host is less certain. In the first place, 
photosolvation of Cr(CN)63" occurs in fluid media. It has 
been shown that this reaction occurs in the 4T2 state.2,24 
Since back transfer is inefficient in Cr(CN)63'  the reaction 
must compete with intersystem crossing. The photolysis 
yield in DMF varies from 0.01 at -50 °C to 0.08 at 25 °C. 
In H20, the quantum yield is 0.10 at 25 °C, but in 50%

406

ethanol-water mixture is only 0.04.24 Consequently, any 
change in 7(0) due to photolysis in alcohol-water solutions 
would be within experimental error.

A more serious question concerning the magnitude of 
4>2b is raised by a study of direct and sensitized Cr(CN)g3' 
phosphorescence in DMF, where it was shown that <i>2E < 
O.5.25 Since approximately 10% of the molecules react with 
DMF and at most 50% cross over to 2E, 40% of the excited 
molecules return to the ground state nonradiatively by ‘‘Tg 
2W->- 4A2. This radiationless process might be a reversible 
photodissociation and would then be included in k 3. It is 
possible in alcohol-water solution that is in fact unity 
at low temperatures and that a thermally induced decrease 
in €>2E is masked by a concomitant increase in k b to ~30 
s'1. This interpretation requires an unreasonably large 
thermal enhancement in k 5 between 225 and 298 K. 
Alternatively, $2E might be ~0.5 at all temperatures due 
to a large but temperature invariant k 3, either intramo­
lecular or due to photodissociation followed by viscosity 
dependent geminate recombination, but then fe3 would 
have to be larger in noncrystalline media. The difference 
in solvent systems, DMF vs. alcohol-water, should also be 
noted.

C r(e n )33+. For Cr(en)33+ dissolved in diethylene glycol 
monoethyl ether-water solution, 4>p and r„ did not change 
with temperature in a parallel manner,2̂  an observation 
that prompted us to reexamine this problem with the more 
reliable pulse method. Within experimental error (~5%), 
7(0) is constant for Cr(en)33+ in alcohol-water solution from 
150 to 293 K. Again, no change occurs in the melting 
region of the glassy solution. Since 7(0) was monitored at 
many intermediate temperatures, and it is unlikely that 
both 4>2E and k 5 would both change in such a manner as 
to maintain a constant 4>2E/er> product, the temperature 
invariance of both k r> and <i>2E is presumed.

The marked trigonal distortion in Cr(en)33+ leads to 
dominant 0-0 bands in the 2E -*■ 4A2 emission spectra and 
(k 3)hj  is larger than in Cr(CN)63~ (Table I). The vi­
bronically induced contribution to k5 is small as indicated 
by the negligible thermal enhancement of k b.

In [Cr(en)3][Cr(CN)6], 4>2E = 1 for both Cr(en)33+ and 
Cr(CN) 63' . 27 However, when [Cr(en)3J(C104) 3 is warmed 
from 140 to 300 K, 7(0) increases nearly twofold. We do 
not believe that this change reflects an increase in either 
4>2E or k 5, but rather is an artifact due to emission reab­
sorption. The bulk of the emission is concentrated in the 
0 -0  Ti *• 4A2 lines. As the temperature is decreased, these 
lines narrow and the reabsorption increases. No reab­
sorption correction8 has been used in computing the 
[Cr(en)3](C104) 3 4>p since the 0-0 line width was smaller 
than the monochromator bandwidth. Analogous radiation 
trapping is encountered in ruby at low temperatures.28

Measurements of photolysis quenching by metal ions 
and sensitized phosphorescence has led to <i>2E ~ 0 .6-0 .7  
for Cr(en)33+ in H20 .5,29 The total photolysis yield is 0.40, 
but the yield in 4T2 prior to intersystem crossing is only 
0.15. In this scheme ~20% of the molecules return to the 
ground state directly via 4T2 4A2.

We conclude that the Cr(en)33+ 4>2E is not temperature 
dependent in any environment and suggest that only 
photolysis and/or dissociation followed by geminate re­
combination compete with intersystem crossing in this 
complex.

Cr(acac)3. This complex was chosen for study because 
evidence has been obtained for a large thermal en­
hancement of fe3 in some environments. 15 For example, 
in a plastic host, k 3 competes effectively with k 4 above 
~115 K as evidenced by a decrease in 4>p/rp. Yet in mixed
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Figure 5. Potential energy curves: (a) no solvent relaxation; (b) solvent 
relaxation included.

crystals of 10% Cr3+: Al(acac)3, no corresponding change 
in $p/rp was observed.30 In accord with this latter ob­
servation, 7(0) is unaffected by temperature in 1 0% 
Cr3+: Al(acac)3. The higher sensitivity of the pulsed 
measurements made it possible to extend the temperature 
range to 277 K. In contrast, when Cr(acac) 3 is dissolved 
in absolute ethanol, 7(0) decreases with temperature above 
150 K, but more slowly than in the plastic. Apparently, 
in a noncrystalline host, k3 increases so rapidly with 
temperature that *T 2 4A2 becomes an important
process at higher temperatures, but the k3 variation is 
different in the plastic and alcohol environments. Ma­
croscopic viscosity is not the controlling factor. It must 
be emphasized that the 7(0) change is not due to any 
refractive index artifact.

P h o to p h y sic s  vs. P h o to c h em istr y . “T h e x i” S ta te s . In
Figure 1 it is assumed that the photophysical {k2. . k6) and
photochemical (kR) rate constants are associated with 
processes arising in thermally equilibrated, i.e., Boltzmann, 
distributions. However, it is quite possible that some 
processes precede thermalization. For example, if in­
tersystem crossing to 2E were faster than vibrational re­
laxation in 4T2, k A and would represent a before-re­
laxation process and the 2E ->- 4A2 risetime would not 
correspond to the lifetime of the photochemically active, 
equilibrated %  thexi state.1 In crystalline or rigid

noncrystalline systems, the Figure 5a potential curves are 
adequate. In this case the vibrational relaxation involves 
modes of both the complex and its environment and the 
dissipation rates are ~1013 s l. If the complex and/or 
solvent molecules are mobile, additional, possibly slower, 
relaxation processes are possible, and Figure 5b is the more 
appropriate. If solvent orientation is the slowest process, 
the difference between the solid and broken curves in 
Figure 5b is most marked when a polar molecule is excited 
in a polar medium and the dipole moment direction differs 
in the ground and excited states. Most solvent molecules 
must then rotate to maximize the solute-solvent inter­
action energy. We are dealing here with nonpolar com­
plexes, and though localized bond dipoles may interact 
with the solvent, no solvent reorientation is likely in the 
excited state. 4A2 and 2E are both derived from the t23 
configuration and should have similar equilibrium ge­
ometries, but 4T2 arises from t22e. An expansion of some 
0.1 A would accompany the —*• e orbital jump,31 and the
translational diffusion time of the solvent will dictate 
whether Figure 5a can still be used.

The 7(0) constancy in Cr(en)33+, although the solvent 
changes from a rigid glass to a fluid, is clear evidence that 
solvent relaxation does not affect the 4T2 photophysical 
processes in this species. Kane-Maguire et al.32 have found 
an excitation wavelength dependence for both and the 
quenchable part of the photoracemization yield. These 
results were interpreted as indicating before relaxation 
intersystem crossing, a conclusion consistent with the 7(0) 
constancy.

For Cr(CN)63, the solvent melting point, as monitored 
by the relaxation of 2E, is 170 K.9 However, the 4T2 
lifetime is much shorter than the 2E lifetime and it is 
possible that the abrupt 7(0) change of Cr(CN)63“ in al­
cohol-water at 230 K is due to solvent relaxation, but the 
thermal enhancement of k5 makes it difficult to be certain 
in this respect. If solvent relaxation is the origin of the 
7(0) change, it is noteworthy that intersystem crossing 
would then be larger in the thexi state.

In the absence of fluorescence direct photophysical 
monitoring of thexi states will continue to pose a problem.
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The Contribution of Higher Order Cluster Terms to the Activity Coefficients of the Small 
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The contribution of higher order terms appearing in the cluster expansion theory for polyelectrolyte solutions 
to the free energy and to the activity coefficients of the small ions is evaluated by examining two types of 
approximations. It is shown that the contributions of these higher terms to the nonideality of the ionic activities 
is quite appreciable even for polyions with charge densities lower than the so-called critical values, and result 
in an appreciable difference between the predicted activity coefficients of counterions and coions, in agreement 
with experimental results for polyelectrolytes with low charge densities. The comparison with experimental 
data also shows that the first term approximation suggested by Manning and Zimm is in fact better than 
Manning’s later summed up version. Our calculations show a reasonable agreement of the first term ap­
proximation with experimental data for polyion charge densities £ not exceeding 1.5 for the case of monovalent 
counter- and coions. For higher £ values we are unable to get such an agreement, because the calculated coion 
activity coefficients are too high. The valence dependence of the activity coefficients of counterions and coions 
is also discussed.

I. Introduction
For about 25 years a number of theoretical evaluations 

of the thermodynamic properties of polyelectrolyte so­
lutions have been reported.2-4 Among these theories, the 
limiting law set forth by Manning5,6 has a special im­
portance because of its simplicity and statistical me­
chanical basis as well the reported agreement with ex­
periments especially for polymers with high charge den­
sities.5,7-9 Although the rigid rod model for the polymer 
used in the limiting law and many other treatments seems 
rather crude considering the actual molecular configu­
ration, this model does give the best agreement with the 
results of activity measurements when compared to other 
models examined so far.2-4,10,11 This would suggest that 
the local polymer structure is very important in the 
evaluation of activity coefficients.

Such treatments have however tended to emphasize 
analytical solutions based on first-order approximations, 
and more complete numerical evaluations especially of the 
higher order terms which appear in the cluster theory have 
been relatively ignored. In this paper we will try a sys­
tematic examination of the contribution of these higher 
order terms formulated by statistical mechanical me­
thods.6,11' 13 Although an attempt to verify the limiting law 
based on the Poisson-Bolzmann equation has been re­
ported,14 the use of the nonlinearized PB equation in 
polyelectrolyte solutions as well as in all electrolyte so­
lutions is not well justified. Only the linearized ap­
proximation, i.e., the Debye-Huckel term, gives consistent 
results with other formalisms.

The calculations based on statistical mechanical me­
thods which we are going to examine in this paper can be

classified into two types. The first type is based on the 
assumption of a uniform but discrete distribution of 
charged groups along the polymer and also evaluates the 
first higher cluster term.10,13 The second type assumes a 
continuous distribution of the polymer charge along the 
backbone and gives a summed up expression of higher 
terms with a similar character.6 This combination of 
charge distribution models and higher terms approxi­
mations is accidental, since there is no implied correlation 
between model employed and principle of evaluation of 
higher terms. We will show that at least for the systems 
studied in this paper no significant difference between the 
discrete and continuous charge models exists, and therefore 
our comparisons will be between the results for the first 
higher term and the summed higher terms calculations 
only, even though the model used in these two evaluations 
is different. For convenience, we will introduce the fol­
lowing terminology: d iscre te  m o d e l, co n tin u ou s m o d el, 
first term  approxim ation , and su m m ed  u p  approxim ation .

Finally, we should remember here that polymer-polymer 
interactions are neglected compared with other interactions 
in the present as well as in all other treatments reported 
so far. Neglecting these interactions may be justified at 
low polymer concentrations and in solutions with ap­
preciable added salt content.11 In order for our calculations 
to be valid we will therefore limit ourselves to such systems.
II. The Debye-Huckel Term

In this section we will briefly summarize the Debye- 
Huckel (DH) contribution (equivalent to the ring term 
contribution6,13 or to the random phase approximation10,11) 
to the free energy and the activity coefficients as given by
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two different models, i.e., the discrete and continuous 
models.

We will consider a system of volume V , which consists 
of v mobile ion species and polyions. We denote the 
concentration of the ith mobile ion species with valence 
z, by n„ and the equivalent concentration of polymers by 
ne. Thus we have a relation
12 n tZi\ = n e (1 )

For the sake of simplicity we will confine ourselves here­
after to polymers with monovalent negative charged 
groups. Extension to polymer systems with the opposite 
charge or different valence is straightforward.

We will call the radius of the polymer rod a, and the 
average spacing of the charged groups b. The reduced 
polymer charge density £, which is one of the characteristic 
quantities of our system, is defined as
£ = e 2/ ( e b k T )  (2)
where e is the elementary charge, e the dielectric constant 
of the solvent, k  Boltzmann’s constant, and T  the tem­
perature.

The discrete model gives the DH term contribution to 
the excess free energy, FDH, of the system as
F DU/ ( V k T )  = - k3/12tt -  £ne[In (1 - e ' Kb)

- K b ]  (3a)
The first term arises from the mobile ion-mobile ion
interaction and the second from the polyion-small ion 
interaction. For the continuous model the second term 
on the right-hand side of (3a) is replaced by

?rce[^o(Ka) + log al (3b)

where we denote by k the Debye-Huckel parameter of the 
system
k 2 -  Ap2 (4)

with X = 4ire2/ ( tk T )  and
Pm = ? n iz i m  (5)

l

where the summation is over all mobile (small) ions.
The quantity tim is the mth moment of the charge 

concentration.
The activity coefficient 7 ; of the ith mobile ion species 

is given by

In y i = - £ - ( F * * I V k T )  (6 )

where we denote P* the total excess free energy of our 
system. Since we are expanding the excess free energy P x, 
the logarithm of the activity coefficient is additive cor­
responding to each expansion term. If we can assume that 
our system is dilute so that the Debye-Huckel parameter 
k is small enough to satisfy both /to «  1  and * 6  << 1 , we 
find for both models:
In 7 ,dh =- ( 87t)'1kXz; 2 -  ' t e z f n t u * ' 1 (7)
where 7 ,DH is the Debye-Huckel contribution to the ac­
tivity coefficient. We should notice here that the first term 
on the right-hand side of eq 7 is important when comparing 
theory with experiment.16 When xa and xi> are not small, 
eq 3a for the discrete model gives
In 7 ,dh =- ( 87rr ’icXz(-2 -  1/2|zi2 neiu2 ' 1/'d(« b ) (8 a)
where

f d ( x )  = x  [e“* / (l-e -* )- 1 ] (8 b)

In the continuous model /d(xb) in eq 8a is replaced by /c(xa), 
with
f c ( x )  = x K i ( x )  (8 c)

If the activity coefficient is measured at constant 
polymer concentration, a difference between the two 
models is expected only in solutions with excess salt (large 
k) but compared to experimental uncertainties this dif­
ference is unimportant even in this region. A difference 
may also be expected at lower charge densities, but again 
the absolute value of the difference is not big enough to 
exceed the experimental uncertainties, and moreover any 
nonuniformity in the polymer charge distribution would 
be expected to have a comparable importance.

For the case when £ = 1  at 25 °C, we have b = 7.1 Â. In 
this region, b is comparable to the radius a, as given by 
the geometry of the polymer. We conclude that, at the 
relatively low experimental polymer concentrations em­
ployed, there is no significant difference between the two 
charge distribution models considered.
III . H igher O rder T erm s

In this section we will examine the contribution to the 
free energy of higher order terms arising in the cluster 
expansion theory for polyelectrolyte solutions. We will 
examine two approximations to evaluate these terms. In 
the following we will mention only those higher order terms 
which arise from polyion-mobile ion interactions. Higher 
terms expressing mobile ion-mobile ion interactions are 
not considered here and consequently we will compare our 
calculations with experimental data which have been 
corrected for such interactions in the absence of poly­
mer. 1016 One approximation is to just pick up the first 
higher order term; we will call this the first term ap­
proximation. The other approximation is to sum up all 
similar terms in the expansion, which we call the summed 
up approximation. At the moment, the convergence of the 
expansion is not clear.

In the first term approximation, the contribution F ( of 
the higher terms to the excess free energy is10,13

F t/ V k T  = l h n e (^{i2 y '  '^nJ(2 ^ zj ) 3Y 3(K a)/3\ (9)

where we define
Y m ( x )  = - J x ° ° y K o m ( y ) d y  (10)
In the summed up approximation the contribution F s is 
expressed as6

F J ( V k T )  = ' h n e ( u i ^ r l (H  + I + J )  (11)
where
H = l h ( K a ) 2n  o (Ha)
/= 2 £q, + £p2 (Hb)
J = (2£Zj)m Y m(Ka)/tn\ (He)

i m  = l

where we have used equalities of modified Bessel functions 
in (lib) . 15 The quantity nm is already defined by (5). The 
term given by the right-hand side of (9) is included in J .  
The essential difference between these two approaches 
centers on the question of whether or not this kind of 
contribution should indeed be summed up.

Next, we will examine the contribution of these higher 
terms to activity coefficients. The first term approxi­
mation gives, from eq 5 and 9
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ln 7 ,f = 2 ^ n e z ¡ 2{ 3 n 2y l { z ¡ Y 3{Ka)

+  I/2M3M2 ' 1 [(ka)2Z 0 3(Ka)- 2 F3(«a)]} (1 2 )

If we assume that the condition na «  1 is satisfied, we 
have
ln y /  - 2 k 2n e z i 2{3 ti2 y 1{zi -  n 3n 2~1 ) Y 3(0 ) (13)

where Y3(0) = -0.5859. We should notice here that the 
contribution expressed by (13) is of comparable magnitude 
as the DH contribution given by eq 7 even if £ is equal to 
unity. This means that the higher terms’ contribution is 
important even in the range of £ < 1. If we consider a 
mono-monovalent added salt, we have ju3 = n e, and when 
salt is in excess we find from (13)
ln y (f -  2 n e { 3 ^ 2 y 1 Y 3( n a ) z i (14)

This means that there is no contribution of the first higher 
term to ln y±, because ln 7 +f and y J  will cancel each other 
out in the calculation of ln y ±. This corresponds to 
Manning and Zimm’s numerical calculation,13 although 
these authors overestimated Y3(ko) by using an asymptotic 
form of K 0(z).

We are able to evaluate the next higher terms which 
correspond to the terms with m  =  4, 5 ,... in (11c). In 
evaluating these terms, we are essentially approaching the 
summed up approximation. A similar treatment as given 
above shows that the term with m = 4 does not give an 
important contribution if xa «  1  while the next term with 
m  =  5 is similar to the first higher term discussed above, 
including its sign. It is only multiplied by a smaller factor. 
This difference between terms with m  even or odd is 
generalized. Therefore we can expect the summed up 
approximation to give higher values for the activity 
coefficients. Since the importance of the first higher term 
is clear at £ = 1 , the summed up approximation gives an 
appreciable contribution of the higher order terms. Al­
though such a numerical calculation has been mentioned 
earlier, 17 the reported result is inconsistent with our 
present calculation in this respect.

Equations 5 and 11 give the contribution of the summed 
up approximation to the logarithm coefficients
ln 7 ,s = ne(2 £ju2 )_1 { l h (K a )2 +  2 £(z¡ - z.-VíMz"1)

+ z i 2n 2 ' 1X nj F ] -  F ¡

+  I/2(«a)22 i2^ 12 n;(exp[2 ?z;if0 (/«*)]
- 1)} J (15)

where we have defined a function
Fi  =  F(«a, Zj'i) = JKa°° y ( e x p [ 2 £ Z jK 0(y )]

- 1) dy (15a)
Considering practical values of ko smaller than unity, and 
high £ values, an important contribution arises from the 
last three terms on the right-hand side of (15), which 
correspond to J  in (11). If y  «  1 , we can replace K0(y) 
by ln y , and we have
exp[2̂ Zyfio(y)] — (15b)

This function for counterions is sharply dependent on £. 
For £ »  1  and z¡ >  0, the integrand of (15a) can be re­
placed by 7 12|z' and F; shows a kcl dependence as (/ca)2*1-̂ . 
This implies that F/s of the counterion species are im­
portant under this condition. On the other hand if £ < 1 , 
the evaluation of (15a) is not so simple, because such a 
singular behavior is not expected. In Figure 1, the de-

Figure 1. Function F(ka, £) defined by eq 15a vs. charge density £.

pendence of the function F(xa, £) on ka and £ is shown. 
The value of the function F(«z,£) increases sharply with 
decreasing *a, especially when £ is greater than unity.

In conclusion, according to eq 6 , the first term ap­
proximation yields the activity coefficient of the ith mobile 
ion species as
ln y t = ln 7 , DH + ln 7  4 + C  (16)

where we denote the contribution of the higher terms 
arising from the mobile ion-mobile ion interactions, not 
considered in this paper, by C . ln 7 / is given by eq 12-14 
depending on the simplifications used. In the case of the 
summed up approximation for the higher terms, ln 7 / is 
replaced by ln 7 ,s given by eq 15. Complete neglect of the 
higher terms leads to ln y t = ln 7 ,DH, the Debye-Huckel 
approximation with ln 7 ,DH given by eq 7-8.
IV . N um erical Exam inations

In this section we discuss the numerical comparison of 
the two approximations for the higher order cluster terms 
as well as comparisons with experimental data.

To begin our calculation, we will assume the polymer 
concentration n e to be constant. The polymer concen­
tration enters our expressions through Koa where k0 is the 
Debye-Huckel parameter under salt free conditions, given 
by k02 = \ n e. It should be mentioned that the polymer 
radius a (or, to be exact, the minimal approach distance 
between mobile ions and the axis of the polyion) is not a 
well-defined quantity. It has been noticed that differences 
in the activity coefficients of similar counterion species 
appear when the polymer concentration increases.18 This 
may indeed indicate that the difference between ionic 
species can be described in terms of ionic radii, with or 
without the hydration shell, which difference in radius 
would in turn modify the approach distance a, since a 
change in a is expressed via a term m containing the 
polymer concentration n e.

If we omit the contributions of mobile ion-mobile ion 
interactions, i.e., the first term on the right-hand side of 
eq 7 and higher order terms not mentioned in this paper, 
we can conveniently describe our results as a function of 
the ratio X  = n e/ n s. Therefore, as we discussed before, 
we will compare experimental data for our calculations 
after we have corrected the data for these mobile ion- 
mobile ion interactions.16 Although experiments are not 
always carried out at constant polymer concentration, we 
can compare our calculations to those experiments by 
varying x0a over a reasonable range.

IV-1 . M o n o v a len t C o u n terio n s a n d  C oion s. In Figure 
2 , we plot the logarithm of the activity coefficient 7 ; at £ 
= 1 against the ratio X . There is an appreciable difference 
between the first term approximation (curve f) and the 
summed up approximation (curve s), both in y+ and 7  , 
and of course also in 7 ±. The most important result is 
however that both of these approximations yield an ap-
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Figure 2. Activity coefficients at £ = 1 as a function of X =  n jn s: 
DH, Debye-Huckel approximation; C, DH approximation plus con­
densation;5 f, first term approximation; s, summed up approximation; 
+, counterion, coion. Numbers in brackets are «0a values. Ex­
perimental points for «-carrageenan (£ = 1.05);19 ( • )  Na+, (□) K+, 
(O) Cl“.

Figure 3. Calculated activity coefficients at £ = 0.5. Notations are 
the same as in Figure 2.

preciable difference between the activity coefficients of the 
counterion and of the coion e v e n  a t £ = 1. This difference 
is not seen in the Debye-Huckel term and indicates the 
importance of the higher order terms. Formalisms based 
on counterion condensation at £ = 1  of course give the same 
result as the DH approximation, i.e., they do not predict 
a difference between y+ and y  . At higher £ values, 
counterion condensation theory assumes the difference 
between 7 + and y .  to be caused by the counterion con­
densation term only, the DH term being symmetrical for 
7 + and y_ with £net = 1. Our calculation shows that the 
higher terms cause a considerable asymmetry between y + 
and y_ at £ = 1 .

A series of experimental data on «-carrageenan, 19 a 
polysaccharide with a £ value stated to be 1.05, are also 
shown in Figure 2. The first-order approximation shows 
a reasonable agreement with these data for both counter- 
and coions. The value of £ for «-carrageenan may not be 
so precise considering the nature of this polymer, but we 
can still regard our calculations to be at least in qualitative 
agreement with the experiments. At £ = 0.5 we find little 
difference between the two approximations as shown in 
Figure 3. However even at this low £ value y+ and y  are 
different, although the difference is smaller than at £ = 
1 . So far as the first term approximation is concerned, 
we are able to get rather reasonable agreement with ex­
periments on polymers with £ values a little higher than 
unity, i.e., at £ = 1.3820 and 1.5. 19 These are shown in 
Figures 4 and 5; the theoretical curves are calculated using 
eq 13. As is seen, eq 13 predicts that the coion activity

Figure 4. Activity coefficients at £ = 1.38. Notations for the theoretical 
curves are the same as in Figure 2. Experimental points for sodium 
carboxymethylcellulose:20 (©) Na+, (O) Cl', ( • )  7 ±(NaCI).

Figure 5. Activity coefficients at £ = 1.5. Notations for the theoretical 
curves are the same as in Figure 2. Experimental data for A-car- 
rageenan:19 ( • )  Na+, (□) K+, (O) Cl'.

coefficient y  increases with increasing X  at larger X  
values, while there is no such tendency in the experimental 
data. Because of this situation we also get higher y ± values, 
even though there is good agreement for y +.

The first term approximation also gives higher values 
than the limiting law based on counterion condensation, 
especially for coions. The summed up approximation gives 
far larger values under these conditions and is not shown 
in the figures.

For polymers with higher charge densities, e.g., £ = 2 or 
higher, we cannot get agreement by either of the ap­
proximations, mainly because the difficulty in 7 . becomes 
serious compared with the case £ ^  1. For these high £ 
values the condensation formalism gives reasonable 
agreement with experiment, although its values for y ±  are 
often somewhat lower than the experimental data in the 
region where X  >  l .9 We notice that evaluation of the 
higher terms reverses this trend, resulting in values for 7 +  

higher than experimental data.
Our inability to get agreement with experiment in 

systems with large £ and large X  can be attributed to a 
number of reasons even if we do not consider the possible 
importance of polyion-polyion interactions. One reason 
could be that the increasing inhomogeneity of the system 
with increasing charge density introduces other terms not 
evaluated by us. Another reason is that the radii of the 
ions should be introduced explicitly.
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Figure 6. Calculated activity coefficients of coions of different charge 
at £ = 1.0. Notations are the same as in Figure 2. Index denotes 
charge of coion, i.e., f_3(0.1) is first term approximation for coion of 
charge -3 with xa = 0.1.

Our calculations have shown that the change in the 
counterion activity coefficients in the £ = 1  region pre­
dicted by the higher terms as approximated in this work 
is not as sharp as predicted by condensation theory. If we 
do assume that counterion condensation does indeed take 
place when £ exceeds unity, we could modify condensation 
theory to include a first higher term contribution at £net 
= 1 , obtaining a better agreement with experiment at high 
X  values. However it is not clear whether such a treatment 
is justified.

IV-2. D iv a len t C o u n ter io n s . The behavior observed in 
the divalent counterion system is quite similar to the 
mono-monovalent added salt system, so far as the com­
parison between the different approximations is concerned. 
Although activity measurements carried out on this system 
with large £ values, e.g., £ = 2 .8 , show better agreement with 
the limiting law values based on condensation theory than 
in the mono-monovalent salt case,9 20 our calculation of the 
higher terms does not suggest such a behavior.

IV-3. C o io n s  w ith  H ig h e r  V a len c ie s . The Debye- 
Huckel term is symmetric with respect to the valencies of 
coions and counterions. On the other hand, the higher 
terms are asymmetric and make the valence dependence 
of the coion activity coefficient less sharp than that of the 
counterion. In Figure 6  the dependence of the coion 
activity coefficient on X  is shown for coion valencies of -1, 
-2, and -3, for polymers with £ = 1. Although the valence 
dependence of 7 . is clear, it is not by far as strong as just 
the Debye-Huckel approximation predicts. No experi­
mental data for the valence of the coion activity coefficient

are available, but there are experimental data for the coion 
tracer diffusion coefficients which essentially indicate that 
the lowering of the coion diffusion coefficient as X in­
creases is virtually independent of the coion valency.21 

Considering the close parallel between activity coefficients 
and tracer diffusion coefficients,22 our results for the 
activity coefficients suggest that the higher order terms 
also play an important role in the diffusion coefficient.

Finally, we should emphasize that the higher terms 
contribution to the activity coefficients is important even 
if the charge density £ of the polymer is equal to or smaller 
than the so called critical values. Therefore an appreciable 
difference in the activity coefficients of counterions and 
of coions for polyions with £ about equal to or lower than 
the critical value is inevitable. Since other theories are 
essentially based on the Debye-Huckel approximation at 
this £ further experimental studies of polyelectrolytes with 
near critical charge densities should prove valuable. 
Agreement in this range of £ values is necessary in order 
to proceed to systems with higher charge densities, which 
are of greater practical interest.
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Quenching of the direct photochemical trans —► cis isomerization of thioindigo dyes by oxygen is attributable 
to the intermediacy of.the triplet state. From a study of the dependence of the quantum yields and pho- 
tostationary state concentrations on the oxygen concentration for nine such dyes the approximate triplet lifetimes 
could be estimated. The quantum yields for the cis * trans isomerization were found to be unaffected by oxygen, 
unless the compounds contained chlorine substituents; this indicates the quenching of a common triplet 
intermediate in the isomerization of the latter. All of the compounds studied also undergo photosensitized 
isomerization to a common photostationary state the position of which is a function of the oxygen concentration. 
In addition, the fluorescence quantum yields were determined for the trans isomers. The mechanism of the 
photpisomerization process and the effect of substituents on the quantum yields and rates of the various excited 
state processes are discussed. The similarities found between these results and the data from recent reports 
on the effect of substituents on the photoisomerization of some thionaphthioindigos and on the photoisomerization 
and fluorescence of stilbenes suggest that the resonance stabilization of the trans Si state plays an important 
part in determining the excited state behavior of molecules of this type.

Introduction
Although the photochemical cis-trans isomerization of 

olefins is a well-known phenomenon, the mechanism of 
such reactions has not been fully elucidated to date. Thus 
the controversy between proponents of the singlet route 
vs. the triplet mechanism for the direct photoisomerization 
of stilbene has not been resolved as yet. 2 Interestingly 
enough, evidence has been presented recently to the effect 
that the photoisomerization of several 4-nitrostilbenes 
takes place via the triplet state in the trans cis direction, 
but by way of a singlet mechanism in the opposite di­
rection, 3 attesting to the importance of substituent effects 
in such reactions.

In a recent communication4 we reported preliminary 
evidence for the intermediacy of the triplet state in the 
direct photoisomerization of two thioindigo dyes by an 
oxygen-quenching technique. We now wish to report the 
results of our investigation of the direct and sensitized 
photoisomerization of thioindigo and eight of its ring- 
substituted derivatives and our conclusions regarding the 
mechanism of the isomerization of such compounds. In 
addition, the effect of substituents on the rates and/or 
quantum yields of the various excited state processes will 
be discussed and compared to what has been reported in 
the literature for some related molecules.

Experim ental Section
M a ter ia ls . Dyes I, II, and IV-VIII were provided 

through the generosity of Professor W. Luettke, Organic 
Chemistry Institute, University of Goettingen. Their 
purification was accomplished by recrystallization and/or 
vacuum sublimation, as required. Dyes 0 and HI have been 
described previously. 5 Merck Uvasol and Fischer ACS 
Grade benzene was used as the solvent. The tin(IV) 
tetraphenyltetrahydroporphyrin used as sensitizer was 
prepared according to the method of Whitten, Yau, and 
Carroll. 6 1 ,2 ;5 ,6 -Dibenzanthracene was purchased from

* Address correspondence to the author at the Chemical and 
Biological Science Division, Department of the Army, U.S. Army 
Research Office, Research Triangle Park, N.C. 27709.

the Eastman Kodak Co. and recrystallized from benzene 
before use.

S p ectro sco p ic  M easu rem en ts. Absorption spectra were 
determined on a Cary Model 17 spectrophotometer, using 
fused quartz absorption cells. Fluorescence emission was 
measured using a Hitachi-Perkin-Elmer MPF-3 spec- 
trofluorimeter. The fluorescence spectra were corrected 
as described in ref 5.

P h o to sta tio n a r y  S ta te s . The photostationary states 
induced by monochromatic radiation that are required for 
the calculation of the absorption spectra of the pure 
isomers7 were obtained by irradiation of the solutions with 
light from a tunable Spectra-Physics argon-ion laser 
(458.0-514.5-nm region) or a mercury arc equipped with 
an interference filter to isolate the 546-nm line. Pho­
tostationary states not requiring monochromatic irradi­
ation were obtained using the light source described in an 
earlier paper. 8

Q u a n tu m  Y ie ld  M e a su r e m e n ts . The quantum yields 
for the trans —*■ cis isomerization ($t̂ c) were determined 
on solutions contained in rectangular 1 -cm absorption cells 
mounted along with a mercury-lamp light source in an 
optical bench. Interference filters were used to isolate the 
546 or 577-579-nm lines, as required. An air-saturated 
benzene solution of dye 0  was used as the secondary 
reference5 and the concentrations of the sample and 
reference solutions were adjusted to result in equal optical 
densities at the wavelength used for irradiation. Irradi­
ation was carried out to 6 - 1 0 % conversion and the result 
corrected for the reverse reaction according to the method 
of Lamola and Hammond.9 With one exception, quantum 
yields for the cis -*■ trans isomerization ($^t) were cal­
culated by multiplying the measured 4>t^ c values with the 
quantum yield ratios (<A~t/0 t̂ c) obtained from photo­
stationary state measurements according to eq 2 in ref 5. 
Only for dye III was 4>c-.l determined directly against the 
secondary reference (dye 0).

Determination of the fluorescence quantum efficiencies 
(4>f) was carried out as described previously5 except that 
the value of <p{ = 0.70 was used for rhodamine B in ethanol 
which was used as the reference in this work. 10 The greater
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TABLE I: Absorption and Fluorescence Spectra of Thioindigo Dyes in Benzene
Dye Substituents A ̂A max Et ec XeA max H îso 6 iso AfA max
0 None 543 16 700 1000 484 3915 13 400 502 8190 593
I 4,4', 7,7 ' -Tetramethyl- 553 17 560 900 493 5120 14 850 511 9790 599
II 5,5’-ieri-Butyl- 554 15 940 910 492 4420 13 410 512 8830 601
III 6,6'-Diethoxy- 516 14 800 795 458 5005 12 000 476 8535 553
IV 6,6’-Dichloro-4,4'-dimethyl- 537 20 630 1150 481 5095 16 140 497 9925 584
V 6,6'-Dichloro-7,7-dimethyl- 543 17 535 945 484 4690 14 300 502 8950 593
VI 4,4'-Dichloro- 548 14 560 740 486 3075 12 040 505 6565 591
VII 5,5'-Dichloro-7,7'-dimethyl- 563 14 285 680 499 3980 11 695 518 7805 604
VIII 7,7'-Dichloro- 544 17 365 960 488 5085 14 265 504 9105 594

sensitivity of the MPF-3 instrument resulted in higher 
values for dyes 0 and III than reported earlier.5

E x cite d  S ta te  L ife tim es. Excited state lifetimes for dyes 
I, II, and IV-VIII in benzene solution were determined by 
the single-photon counting technique through the courtesy 
of Drs. H. Staerk and M. Schulz.

O x y g e n -Q u e n ch in g  E x p e r im e n ts . Degassing of the 
solutions was accomplished by repeated freeze-thaw cycles 
at liquid N2 temperatures, using a vacuum-line equipped 
with a mercury diffusion pump. Degassing was continued 
until the pressure (at 77 K) was stabilized at 4-8 X 1CT6 

Torr. The desired concentrations of oxygen were intro­
duced into the solutions by allowing them to reach thermal 
equilibrium at room temperature on a vacuum line to 
which controlled amounts of oxygen or air had been ad­
mitted. The resulting oxygen concentrations were cal­
culated according to Henry’s law. (An air-saturated 
benzene solution at 25 °C was assumed to be 0.0016 M in 
0 2.3)

S e n s it iz e d  Iso m eriza tio n s. Whenever possible, tin(IV) 
tetraphenyltetrahydroporphyrin (E T =  36.5 kcal) was used 
as the sensitizer (under conditions similar to those de­
scribed previously11), since its strong absorption at 611 nm 
permitted the selective excitation of the sensitizer. 
1,2;5,6 -Dibenzanthracene (E T = 52.2 kcal) was used as the 
sensitizer for dyes III, IV, and VIII. For III and IV this 
was to ensure that the energy difference between sensitizer 
and dye would be sufficient to allow energy transfer at or 
near the diffusion-controlled rate, while for VIII this was 
necessary, because that dye was found to undergo a 
photochemical reaction with the porphyrin. Excitation of 
these solutions was carried out in the 365-400-nm region 
using a mercury arc equipped with a Bausch & Lomb 
monochromator and a Corning filter that cut off all light 
of X >400 nm. The concentrations of sensitizer and 
substrate were so adjusted that >95% of the exciting light 
was absorbed by the sensitizer.

While the photostationary states reached by the air- 
saturated solutions of these dyes are sufficiently stable for 
spectroscopic measurements, it was found that prolonged 
irradiation of the degassed solutions generated a catalyst 
(presumably free radicals) that produced thermal cis-trans 
isomerization. In order to minimize this undesirable side 
reaction, the photostationary states were first approached 
by producing (by direct irradiation) mixtures of isomers 
similar in composition to the expected photostationary 
state, followed by addition of the sensitizer and degassing. 
Thus it was possible to reduce the length of the irradiation 
required for reaching the photostationary state and 
minimize catalyst formation.

R esults

(a) A b s o r p tio n  a n d  F lu o r e sce n c e  S p e ctr a . In general, 
the visible absorption spectra calculated for the pure cis 
and trans isomers of these dyes by the method described 
in ref 7 are very similar to those reported previously for 
thioindigo5 using another method of computation based

on a combination of fluorescence and absorption mea­
surements;12 moreover, the curve of each cis isomer shows 
the characteristic “tail” at long wavelengths. Since ab­
sorption curves for cis- and frans-6,6'-dichloro-4,4,-di- 
methylthioindigo have also been published recently,7 the 
appropriate absorption spectra data for all of the dyes 
studied in this work are only tabulated in Table I. (The 
data for thioindigo and its 6 ,6 '-diethoxy derivative have 
been recalculated resulting in minor changes from those 
reported in ref 5.) The corrected fluorescence spectra show 
the expected mirror-image relationship to the absorption 
spectra of the trans isomers with clearly distinguishable 
shoulders on the long-wavelength side of the emission 
maxima, but they fail to exhibit the sharp spike at ~620 
nm that had been reported previously for trans thio­
indigo. 12 The wavelengths for the corrected emission 
maxima are also listed in Table I.

It is important to note that the fluorescence and ab­
sorption spectra are independent of the concentration of 
dissolved oxygen with respect to both curve shape and 
intensity.

(b) C is-T ra n s Isom erization. Every one of the nine dyes 
exhibited both direct and sensitized photoisomerization 
similar to that shown by thioindigo.5,11

(c) Q u a n tu m  Y ie ld s . The fluorescence quantum yields 
(0 f), the initial trans-cis isomerization quantum yields 
(0 °t .c), and the derived quantum yields for the reverse 
reaction (<f>V»t) and intersystem crossing (4>\sc) for degassed 
solutions are summarized in Table II. The quantum yields 
for intersystem crossing (<Aisc) were not determined di­
rectly, but were estimated by combining the appropriate 
quantum yields with the decay ratios observed in the 
sensitized isomerizations according to the equations

(These equations are based on the assumption that all of 
the S0 —» Tj decay occurs from the “phantom” triplet.) 
The quantum yields for nonradiative decay of the excited 
singlet states (0 ‘d and <f>cd) were calculated by difference.

Since the effect of dissolved oxygen on <pv .c was 
amenable to Stern-Volmer treatment,13 “Stem-Volmer 
constants” (K sv) were determined graphically (cf. ref 4) 
and included in Table III. For dyes 0-V these SV plots 
were based on a minimum of four oxygen concentrations; 
for dyes VI-VIII, due to solubility difficulties, K sv was 
determined from two measurements: air-saturated and 
degassed.

(d) P h o to sta tio n a r y  S ta te  C o n ce n tra tio n s . The pho- 
tostationary state (PSS) concentrations (under comparable 
conditions) were determined spectroscopically and the 
ratio of isomer concentrations was plotted as a function 
of the oxygen concentration for both the direct and the
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Figure 1. Plots of the ratio of isomer concentrations ([trans]/[cis]) 
at the photostationary state vs. oxygen concentration for thioindigo (•) 
and 6,6'-diethoxy1hioindigo (X). Direct irradiation of benzene solutions 
at room temperature. Data normalized to correspond to irradiation at 
the isosbestic point (ec = e,; hence [t]/[c] = <j>^/4>^c) for each dye.

sensitized isomerizations. For the direct isomerization the 
same number of data points were obtained as for the 
quantum yield measurements described above; such plots 
for dyes 0 and III are shown in Figure 1. The PSS con­
centrations obtained during the sensitized isomerization 
of all dyes were determined only on the degassed and 
air-saturated solutions. The slope/intercept ratios (S/I) 
derived from these measurements and the isomer con­
centrations observed at the PSS in the sensitized reactions 
have been tabulated in Table III.

(e) L ife tim e s  a n d  R a te  C o n sta n ts. The experimentally 
obtained (oxygen-independent) singlet lifetimes (rg) and 
the triplet lifetimes (xT) calculated from the K sv values, 
using = 3,1 X 10914 have also been included in Table 
II. The specific rate constants for several of the excited 
state processes of the trans isomers could also be calculated 
from their quantum yields and rs and are shown in Table 
II.

(f) T r ip le t  E n erg ies. The triplet energy for dye III (JBT 
= 32.1 kcal) was determined from its Tx •*- S0 absorption 
at 890 nm in a saturated benzene-ethylene bromide so­
lution. It is believed that, based on their behavior toward 
the sensitizers and quenchers used in this work, the re­
maining compounds have E T values in the 27-32-kcal 
range.

D iscussion

The observation that dissolved oxygen quenches the 
direct photoisomerization of trans-0  without in any way 
diminishing the intensity of its fluorescence immediately 
suggests that trans —* cis isomerization has to involve the 
triplet state as the intermediate. (This is in sharp contrast 
with the previously reported quenching of the isomeri­
zation of such compounds by phenols which is accom­
panied by a corresponding quenching of the fluorescence 
and must therefore involve the singlet state.15) Triplet 
state intermediates of several thioindigo derivatives have 
recently been observed by conventional flash photolysis 
at 77 K16 and by laser-flash techniques at room temper­
ature. 14,16
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TABLE III: Stern-Volmer Treatment of Quantum Yields and Photostationary State Data“
Direct Sensitized

Kinetic Kinetic
Dye K SV S/I a scheme a w e  r ( t r / ( Cr S/I ÛC scheme
0 950 1020 0.93 A or B’ 53/47 75/25 1038 0.92 B'
I 930 910 1.02 A 50/50 78/22 1590 0.57 B
II 930 1000 0.93 A or B’ 59/41 79/21 1010 0.92 B’
III 420 440 0.95 A or B' 56/44b 68/32b 419 1.0 B'
IV 620 1010 0.61 B 69/31b 86/14b 1100 0.56 B
V 620 975 0.64 B 67/33 84/16 991 0.63 B
VI 1810 2545 0.71 B 68/32 91/9 2425 0.74 B
VII 1195 1630 0.73 B 70/30 90/10 1785 0.67 B
VIII 440 875 0.51 B 70/30b 85/15b 893 0.50 B

° The sensitizer was tin(IV) tetraphenyltetrahydroporphyrin, except where indicated. b 1,2;5,6-Dibenzanthracene 
sensitizer.

It was not without trepidation that we settled on the use 
of oxygen as the quencher for our Stern-Volmer studies, 
since (1 ) its concentration cannot be varied as conveniently 
as that of a liquid or a solid quencher, and (2 ) it is a 
versatile reagent that has recently been observed to en­
hance the rates of the trans -*■ cis photoisomerization of 
some diaryethylenes, 17 while for stilbene18 and some 
nitrostilbenes3 it has been reported to quench the pho­
toisomerization without affecting the isomer concentra­
tions. However, the low (—30 kcal) triplet energies of our 
substrates11 severely restricted our choice of usable 
quenchers and we are pleased to report that, with respect 
to the thioindigos, oxygen behaves solely as a quencher that 
functions by energy transfer from the appropriate triplet 
state of the substrate; this mode of quenching was also 
confirmed by the evidence that singlet oxygen was pro­
duced under these conditions.4

M e c h a n is m  o f  t h e  D i r e c t  P h o to i s o m e r iz a t io n . It is clear 
from these results that the first step in the trans —► cis 
isomerization process involves intersystem crossing (ISC) 
from the S! state to the triplet manifold followed by rapid 
relaxation to the T1! state, presumably with retention of 
the trans geometry. However, from the standpoint of the 
entire photoisomerization process (both directions), there 
are several alternative pathways involving the subsequent 
(or complementary) steps that need to be considered.

In their recent paper on the nitrostilbenes,3 Bent and 
Schulte-Frohlinde outlined two of these mechanisms: In 
their Scheme A the trans triplet is rapidly converted to 
the twisted (“phantom”) triplet which can relax to either 
cis or trans ground states and which can be quenched 
exclusively to the trans isomer (by azulene or ferrocene). 
The cis — trans reaction in this “scheme” does not involve 
the triplet at all; twisting occurs in the Si state with 
subsequent relaxation of the twisted Si state to cis and 
trans ground state molecules. Their Scheme B is identical 
with Scheme A in the trans —► cis direction, but they 
propose that here the cis — trans isomerization proceeds 
via ISC to the common “phantom” triplet state whose 
behavior has already been described. The two mechanisms 
are readily distinguishable: Since Scheme A involves two 
separate and distinct (Ti and Si) twisted intermediates, 

is independent of the quenchers that affect </>t, c. In 
contrast, if Scheme B is followed and the “phantom” 
triplet is the common intermediate in both directions, the 
reduction of </>t.»c at a given quencher concentration is 
accompanied by a corresponding increase in 4 > ^ t. These 
differences are easily seen when the ratio of isomer con­
centrations ([trans]/[cis]) at the PSS is plotted vs. [Q]; 
when quenching involves the common intermediate 
(Scheme B), S /I = K sw/ a  =  k qr / a , where a  represents the 
fraction of “phantom” triplets that decay to trans in the 
absence of quencher.

Scheme B'

tr° + hv -*■ tr1

b qtr3 + Q — ► tr° + Q* 
c° + hv -* c ‘

b pp3 — * a tr °  + (1 -  a)c'’

We find that in order to arrive at a satisfactory inter­
pretation of our results we need to modify their Scheme 
B by further distinguishing between the quenching of the 
transoid triplet before it has had a change to relax to the 
phantom “triplet” (this is similar to Fischer’s mechanism 
for the photoisomerization of the stilbenes19), and their 
Scheme B that involves the quenching of a triplet state 
intermediate (perhaps a transoid triplet that is in equi­
librium with the “phantom” triplet) which can readily be 
reached from both cis and trans configurations and which 
is quenched solely to the trans isomer. 18 Since in their 
paper they described their two schemes, we only need to 
add Scheme B' using the same symbols that were used in 
ref 3.

The need for a third alternative pathway became ap­
parent when we found that for dyes 0, II, and III the S /I  
values for both the direct and sensitized reactions cor­
responded closely to the respective K Sv  values (i.e., a  =
1.0 ± 0.1; cf. Table III). This indicates that the inter­
mediate that is quenched by oxygen is not a common 
intermediate, but accessible only from the trans side. In 
the direct reaction this could be explained on the basis of 
Scheme A, but since the sensitized reaction proceeds via 
the triplet manifold, it was necessary to develop a triplet 
state mechanism (e.g., scheme B') that is consistent with 
these observations. Unfortunately, our results are unable 
to distinguish between Schemes A and B' for the direct 
isomerization of these compounds, since neither involves 
a common intermediate.

Perusal of the ffSv and S /I columns (direct and sen­
sitized) in Table III discloses that the five chlorine-sub­
stituted dyes follow Scheme B. In each instance both S/I 
values are considerably larger than K sw and the two sets 
of S /I ratios are in good agreement with each other, 
confirming that for these compounds both the direct and 
the sensitized isomerizations take place by the same triplet 
state mechanism. With one exception (VIII) the values 
calculated for a  (by dividing K sv by S/I) are in reasonable 
agreement with the values obtained from sensitized PSS 
measurements in the absence of air.
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Compound I presents a special case. In the direct re­
action S/I ~ Ksv, but for the sensitized reaction S/I = 
ifsv/0.57. Thus it seems that only in the sensitized 
isomerization of this dye is the “phantom” triplet the 
common intermediate; in contrast, the direct reaction 
appears to follow Scheme A, viz. cis to trans isomerization 
takes place by a singlet mechanism. The mechanism that 
is applicable to the photoisomerization of each dye is also 
indicated in Table III.20

E ffe c t  o f  S u b s titu e n ts . In an earlier paper in this series 
the effects of variations in chemical structure on the 
excited processes of some thioindigo dyes were discussed.5 

Since at that time the involvement of the triplet state in 
the photoisomerization had not been discovered as yet and 
the interpretation of the results was consequently based 
on the assumption of a singlet state mechanism in both 
directions, an in depth reexamination of the excited state 
behavior of molecules of this type is in order.

Both spectroscopic and quantum-mechanical evidence 
indicates that the first excited singlet (SJ state of thio­
indigo dyes is the charge transfer (CT) state resulting from 
the partial transfer of electrons from the heteroatom to 
the carbonyl oxygen, as shown in A.21 (For convenience,

-o
CT S, state

(2 equivalent structures)

A

the numbering system used for molecules of this type is 
also indicated.) The remarkably low potential energy of 
the first excited states of the trans isomers not only of the 
thioindigos, but also of indigo and selenoindigo and their 
derivatives (these compounds are among the smallest 
conjugated organic compounds that absorb in the orange 
to red regions of the visible spectrum!) has prompted a 
number of theoretical and experimental spectroscopic 
investigations in recent years.21b,23‘ 25 One may conclude 
from their results that there is extensive resonance sta­
bilization of the Sj state in the thioindigos which is further 
enhanced by strong S—0 no-bond interaction for the trans 
isomers,25 similar to that first proposed by Rogers, 
Margerum, and Wyman.22 Since in the cis isomers this 
S-0 interaction is destroyed and probably even replaced 
by 0-0 and S-S repulsions, Xmax for the cis isomers is 
always at shorter wavelengths than for the corresponding 
trans forms (cf. Table I). While, in general, the cis isomers 
of other conjugated olefins absorb more intensely at shorter 
wavelengths than do their counterparts (cf. stilbenes26 or 
azobenzenes27), the wide separation in absorption peaks 
shown in Table I appears to be unique for the indigoid dyes 
and is most probably attributable to dipolar attraction/ 
repulsion between heteroatom and carbonyl oxygen.25

E x c ite d  S ta te  P ro cesse s  o f  th e  T ra n s Iso m ers. It is 
known from both experimental and theoretical studies that 
the S, state of trans-stilbene lies in a shallow energy well 
and that rotation and/or intersystem crossing require a 
slight activation energy (~2 kcal/mol) .2 Since we find 
that, for thioindigo, fluorescence and ISC are the only 
pathways for deactivating the Ŝ  state, we conclude that 
it follows the same mechanism, except that due to the 
enhanced dipolar S—0 attraction the energy well in the 
S/ state is deeper than it is for stilbene, and that all the 
molecules that surmount this energy barrier intersystem 
cross to an appropriate triplet state Tnl. At the present

time, we have only preliminary evidence to the effect that 
the trans — cis isomerization of dye II in MCH involves 
an activated process with an energy of activation of ca. 3 

kcal/mol.28 On the other hand, it is known that for 
frans-stilbene <£f ~ 0.052 and k { ~ 4 X 10829 at room 
temperature, hence the rates of the competing nonradiative 
processes (twisting and/or ISC) for deactivating the S/ 
state must be of the order of 8  X 1 0 9, i.e., greater by more 
than two orders of magnitude than the fe]SC = 1.7 X 107 

that we find for thioindigo (cf. Table II). This provides 
strong indirect evidence for the existence of a relatively 
high energy barrier in the S/ state of the latter. Since the 
direct isomerization of the trans thioindigo dyes takes place 
exclusively via ISC, we conclude that the S/ energy surface 
must exhibit an uphill slope as the molecule is twisted.

From this perspective it is then possible to interpret the 
observed effect of substituents on the excited state pro­
cesses of the trans isomers. It is immediately apparent 
from Table II that, as expected (since their absorption 
curves are quite similar), substituents have little effect on 
kf, the observed k ( values are also in good agreement with 
the values calculated from the absorption spectra.5 In 
sharp contrast, substituents in the 6 ,6 ' positions enhance 
ftisc by factors of 2 (for Cl) and ~50 (for C2H50), while 
substituents in the other positions have virtually no effect. 
It is interesting to note that these same substituents also 
uniquely affect the absorption spectra: 6 ,6 '-dichloro- 
thioindigos exhibit a weak absorption band and the 
6 ,6 '-diethoxy compounds have a very intense band in the 
near-uv region.30 Such bands are completely absent in the 
spectra of all the other simple thioindigo dyes studied in 
this work or described in the literature and are most 
probably attributable to increasing contributions from the 
p-chloro- and p-ethoxyphenylketo- conjugation that is in

competition with the indigo chromophore, as shown in 
structure B. The resulting destabilization of the Si1 state 
can also be seen in the hypsochromic shifts of Amax in Table 
I (although for dye V the expected hypsochromic shift is 
apparently compensated for by the effect of methyl 
groups31). Thus the spectroscopic evidence supports the 
view that the enhancement in the ISC rates result from 
a reduction in the depth of the energy well and a con­
comitant lowering of the energy barrier due to resonance 
destabilization of the S/ state. The effect of the strongly 
electron-donating ethoxy group is so marked that with 
respect to rs and 0 f dye III resembles trans-stilbene far 
more than it does the other thioindigos (cf. Table IV.)! (An 
alternative and reasonable, though in view of the above 
reasoning less likely explanation for the enhancement of 
k isc  in the two chlorine-containing dyes would involve a 
position-dependent internal heavy atom effect, similar to 
what has recently been observed in the photoisomerization 
of some bromostilbenes32 and the behavior of chloro- 
phenylnaphthalenes33 and some norbomene derivatives.34)

The S0 Sj nonradiative decay processes (“internal 
conversion”) of molecules of this complexity are not well 
understood at the present time, although it has been 
possible to arrive at a number of useful correlations from 
the wealth of accumulated experimental data.35 In general, 
only for two of the nine dyes studied in this work (II and 
VII) is there an indication of appreciable {4>d > 0.13) ra­
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diationless decay from the Sj1 state (cf. Table II). A 
comparison of dyes I and II is particularly instructive in 
this respect, since their absorption and fluorescence spectra 
are very similar (cf. Table I) and the values for <t>t^ c are 
also identical (Table II). The stronger fluorescence of I 
is noticeable even to the naked eye and the differences in 
(¡¡¿f and fed1 are no doubt attributable to the additional 
degrees of freedom for dissipating electronic energy by 
vibrational relaxation through the ieri-butyl groups. The 
reasons for the relatively high values for <f>Al and fedl for dye 
VII are less clear; perhaps there is a reason for more ef­
ficient radiationless decay for 5-methyl substituted 
thioindigos than for those substituted in the 4 and 7 
positions (dye I); or alternatively, the abnormally high 
value for 0 dl may have resulted from a combination of 
experimental artifacts in this instance (low <f>t poor 
solubility, low accuracy of the fluorescence spectrum at A 
>640 nm).

E x c ite d  S ta te  P rocesses o f  th e  C is Isom ers. In contrast 
with the trans isomers, the cis isomers do not fluoresce, 
hence a study of their behavior in the excited state must, 
of necessity, be qualitative. It is, of course, possible to 
calculate approximate values for fefc from their absorption 
spectra (cf. Table II) that turn out to be quite similar to 
those obtained for k f;  thus the absence of measurable 
luminescence must be attributable to competition from 
very fast (fexc > 1 0 10) radiationless decay processes: e.g., 
twisting, ISC, and/or internal conversion to the ground 
state.

It has been shown above that for dye I the direct cis — 
trans isomerization takes place by a singlet mechanism and 
we are inclined to believe that dyes 0, II, and III follow the 
same pathway.20 This suggests that the twisting of the 
state occurs at a rate that is so fast at room temperature 
as to preclude any appreciable fluorescence or ISC. In 
contrast, we find that the cis -*• trans isomerization of dyes 
IV-VIII proceeds via the triplet manifold, suggesting that 
the “internal heavy atom effect” of the chlorine atoms 
results in sufficient enhancement of fecisc to make it 
predominate over the twisting of the singlet.

Although an enhancement of feISC by ca. 2 orders of 
magnitude due to a  chlorination of naphthalene has been 
reported,36 in the thioindigos the effect due to the in­
troduction of two chlorine is either considerably larger or 
it must be accompanied by a change in the shape of the 
potential energy curve of the S,c state that results in a 
reduction of the rate constant for twisting coupled with 
an enhancement of the rate of internal conversion to S0C.

T h e  N a tu r e  o f  th e  T r ip le t  S ta te s . In contrast with 
stilbene18 and some of the nitrostilbenes,3 quenching of the 
triplet state of each of the thioindigos studied in this work 
results in every instance in its deactivation to the trans 
isomer. This strongly suggests that, unlike the mechanism 
most recently invoked for the stilbenes, 18 the trans (tr3) 
and twisted (p3) triplet states postulated in the mechanism 
above are two distinct species. In compounds 0, II, and 
III there appears to be no access from p3 to tr3 at room 
temperature, presumably due to the existence of an ap­
preciable energy barrier. On the other hand, for dye I and 
for all the chlorine-substituted thioindigos (IV-VIII) the 
p3 and tr3 states appear to be quasi-isoenergetic and in 
rapid equilibrium with each other. The reasons underlying 
this perturbation of the triplet state energy levels by the 
methyl groups or the chlorine substituents are not at all 
clear at the present time.

C om parison w ith O th er System s. T hionaphthioindigos. 
Mostoslavskii et al. have recently published a study of the 
effect of substituents on the quantum yields of the cis-

trans isomerization of a series of thionaphthioindigos (C) .37

In general, they have found that <fic ~ 10 (with the
exception of the 4,5-benzo-substituted compound), 4>^t ~ 
0.3, and that the substitution of electron-donating groups 
in the 6  positions increases 0t—c- They also report 
fluorescence for the trans isomers in each instance, but 
they have not measured its quantum yield nor the excited 
state lifetimes. They found a surprising wavelength de­
pendence of the isomerization quantum yields, with dif­
ferent values for wavelengths on either side of the isos- 
bestic point (with <f> at the isosbestic wavelength in some 
instances coinciding with <j> in the trans band, at others 
in the cis region). It appears that this last finding was 
probably due to the error introduced by the graphical 
method they used for calculating the absorption curves of 
the two isomers38 which erroneously assumes that at the 
wavelength of the absorption maximum of each isomer 
there is only negligible absorption due to the other. Al­
though it is unclear from their paper whether oxygen was 
excluded from their solutions and the quantitative aspects 
of their results are in doubt, their data are in qualitative 
agreement with our results on the effect of substituents 
on the thioindigos.

C o m p a riso n  w ith  O th e r  S y stem s. S t i lb e n e s . The ex­
cited state processes of the stilbenes and a variety of their 
derivatives have been extensively studied, but the exact 
mechanism of their photoisomerization is still the subject 
of controversy.2’39 The stilbenes undergo all of the same 
photochemical processes (direct and sensitized isomeri­
zation, fluorescence from the trans isomer, and radia­
tionless decay) as have been reported for the thioindigos; 
their photochemistry is complicated by a photocyclization 
reaction of the cis isomer to 9,10-dihydrophenanthrene.

Since the S, state of stilbene is a ir,ir* state,26,29 the effect 
of substituents is not as pronounced on the excited state 
processes, as it is with the thioindigos. Although the 
agreement in the quantum yield data reported for the 
various excited state processes of the stilbenes and their 
derivatives by different investigators leaves something to 
be desired,40,41 it is evident from Table IV that there is 
sufficient qualitative agreement to permit a comparison 
with the thioindigos. In the first place, just as with the 
thioindigos and the thionaphthioindigos, the quantum 
yield of the cis -*• trans isomerization is relatively little 
affected by substituents. On the other hand, with respect 
to the excited state processes of the trans isomers, even 
cursory inspection of the quantum yield data in Tables II 
and IV discloses sharp contrasts: For the stilbenes in 
nonpolar solvents (with one exception) >  4>t r and 4>{ 
is much smaller than either, while for the thioindigos (with 
one exception) <pc ,t >  </>, ,c and <p{ is comparable to 4>c  .t, 
hence greater than 0 t_c. The exception among the stil­
benes is the 4-dimethylamino-4'-nitro derivative where, due 
to the interaction of the conjugated donor and acceptor 
substituents (as shown by the bathochromic shift of Am„ 
to ca. 425 nm), the Sj state probably has a great deal of 
CT character,42 hence would be expected to resemble the 
thioindigos.43 Conversely, among the thioindigos only the 
6 ,6 '-diethoxy derivative, in which the chromophore res­
onance is weakened (cf. hypsochromic shift to 516 nm) due 
to the effect of the substituents (see above), shows 
quantum yields comparable to stilbene: For this com-

The Journal of Physical Chemistry, Vol. 81, No. 5. 1977



Excited State Chemistry of Indigoid Dyes 419

TABLE IV: Quantum Yields for the Excited State Processes of Some Stilbenes (25 °C)
Substituents Solvent \exc, nm 0 t_»c 0 c_ t 0 { Ref

None Alkane
Alkane
Alkane

4-Methoxy- Alkane
Alkane

4-Chloro- Alkane
Alkane

4-Methoxy-4 ' -nitro- Alkane
Alkane
MeOH/EtOH
MeOH
EtOH

4-Dimethylamino-4'-nitro- Alkane
Alkane
Toluene
Benzene

“ Not reported.

pound </>V*t = <£°t- c and </>f is much smaller than either.
Gegiou, Muszkat, and Fischer attributed the anomalous 

behavior, of 4-dimethylamino-4,-nitrostilbene to prefer­
ential stabilization.«! the dipolar T\ state by solvation with 
polar and/or polarizable solvents. In their opinion, due 
to its planarity and since the separation of charges is 
greatest in the trans form, this configuration would be 
expected to gain most in stability by solvation, sufficient 
in this instance to lower its energy below that of the twisted 
intermediate.40 Regrettably this explanation fails to ac­
count for the concomitant considerable increase of the 
fluorescence quantum yield (cf. Table IV), nor is it ap­
plicable to the indigoid dyes, since in these the greatest 
distance that separates opposite charges, hence the largest 
dipole moment can be found in the cis isomers.

On the other hand, the same considerations of resonance 
stabilization of the trans S! state that have been advanced 
to explain the effect of substituents for the thioindigos 
appear to provide a satisfactory explanation for the be­
havior of the stilbenes. Thus it appears that in most 
stilbenes the energy well in the trans Si state is so shallow 
at room temperature as to allow most molecules to ov­
ercome the energy barrier to twisting or ISC (<f> ~  0.79, 
based on the quantum yield data for stilbene in ref 40). 
Appreciable resonance stabilization and a concomitant 
deepening of the energy well in the trans Si state does not 
occur in the stilbenes until a para donor substituent is 
introduced in conjugation with a para' acceptor, as shown 
by the reduced value of 4>t^ c for the 4-dimethylamino- 
4/-nitro derivative (cf. Table IV). The observed en­
hancement of the fluorescence quantum yield, of course, 
results from the slower rate of the competing twisting or 
ISC processes in the Sx state. It is interesting that, in 
contrast with the former, the 4-methoxy-4/-nitro compound 
requires further stabilization by solvation with polar 
(hydroxylic) solvents before any such reduction of 4>t-̂ c (cf. 
Table IV), presumably due to a greater depth of the 
potential well in the Si state, becomes noticeable.45 

(Unfortunately the value for <p( for the p-methoxy-p-nitro 
compound in alcohol at room temperature has not been 
reported.)

In summary there appears to be a close analogy between 
the excited state behavior of the trans isomers of the 
stilbenes and the thioindigos, based on considerations of 
resonance stabilization of the Si state. Compounds of both 
series with relatively large Si •*- S0 splittings (ordinary 
stilbenes and thioindigos involving relatively destabilized 
chromophores, e.g., compound III) show relatively high 
rates for twisting and/or ISC and low fluorescence 
quantum yields. The trans isomers of ordinary thioindigos

313 0.50 0.35 0.06 40
313 0.40 0 . 2 2 nr° 41b
313 0.59 0.32 nr 41c
313 0.46 0.25 0.03 40
313 0.40 0.29 nr 41b
313 0.60 0.42 0.08 40
313 0.41 0 . 2 1 nr 41b
313 0.60 0.38 ~ 0 40
366 0.67 0.24 nr 41a
405 0 . 1 0 0.39 nr 40
366 0.07 0.48 nr 41a
366 0.13 0.40 nr 41a
436 0 . 2 2 0.45 0 . 2 0 40
436 0.16 0.37 nr 41a
436 0.04 0.55 nr 40
436 0.013 0.40 nr 41a

(Ama!! >530 nm) and of stilbenes containing conjugated 
electron donor and electron acceptor substituents in the 
para,para' positions (Amax >350 nm) show relatively high 
fluorescence quantum yields and appear to have to ov­
ercome a considerable energy barrier in the excited state 
en route to isomerization, hence they exhibit relatively low 
trans -*■  cis quantum yields. The relatively high activation 
energy of isomerization observed for 4-dimethylamino- 
4'-nitrostilbene (5.5 kcal/mol in aliphatic hydrocarbons, 
1 1  kcal/mol in toluene) is consistent with these gener­
alizations, while the low value ( 1  kcal/mol in MeOH/ 
EtOH) reported for this barrier for the corresponding
4-methoxy compound40 appears to contradict them. In the 
only temperature-dependent study reported for a thio- 
indigo to date, Ross found no activation energy in the 
photoisomerization of a compound similar to HI in toluene 
solution between 25 and 90 °C,46 where a small (1 - 2  

kcal/mol) activation energy might have been expected. 
Our preliminary data indicate a fourfold increase in the 
4>c-t/4>t-c ratio for dye II in lowering the temperature from 
room temperature to -42 °C.28 Although this confirms the 
existence of an appreciable barrier to twisting for the trans 
isomer (roughly estimated to be ca. 3 kcal/mol), as ex­
pected on the basis of these considerations, the individual 
quantum yields and the excited state lifetime will first have 
to be determined at -42 °C before the exact value of this 
activation energy can be calculated. It is hoped that 
further temperature-dependence studies will result in a 
complete elucidation of these questions.
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Solvent-Induced Polarization Phenomena in the Excited State of Composite Systems 
with Identical Halves. 1. Effects of Solvent Medium on the Fluorescence Spectra of 
1,2-Dianthrylethanes
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Both l,2-di(l-anthryl)ethane (I) and l,2-di(9-anthryl)ethane (II) show intramolecular excimer fluorescence spectra 
with a peak at 460 nm, in addition to the fluorescence from the locally excited (LE) state of anthracene. The 
ratio 4>d (excimer fluorescence yield)/$M (LE fluorescence yield) increases with increasing solvent polarity. 
In addition, intramolecular photodimerization was also found to depend upon the solvent polarity. Experimental 
results were analyzed assuming an intramolecular CT (charge transfer) transient state in polar solvents, and 
compared with 9,9'-bianthryl, about which it has been clarified that “solvent-induced polarization” occurs.

Introduction
It has been demonstrated that the electronic structure 

of some molecular composite systems of the type, A- 
(CH2)„-D, are liable to change remarkably by the inter­
action with polar solvent molecules in the excited electronic 
state, where A is an electron acceptor group such as pyrenyl 
or anthryl, and D is the iV̂ V-dimethylanilino group.1' 5 The 
CT state (A“-(CH2)„-D+)* is stabilized by the interaction 
with polar solvent molecules and these systems show a 
quite large red shift of the exciplex fluorescence in strongly 
polar solvents. However when A and D are identical 
aromatic molecules, such phenomenon has not been found 
until now except for the special case of 9,9/-bianthryl found

by Schneider and Lippert.6 9,9/-Bianthryl shows exciplex 
fluorescence whose maximum wavelength depends upon 
solvent polarity, along with LE fluorescence. In relation 
to this phenomenon, it has recently been proven, by means 
of Sn •«- Sj spectral measurements with a ps laser pho­
tolysis method,7 that the excited state of 9,9'-bianthryl in 
a polar solvent such as acetone has an ion pair structure 
composed of the anthracene anion and cation. No other 
example of a solvent-induced polarization in the excited 
state has been found for a molecule or molecular complex 
containing two identical aromatic groups.

In view of this, it may be interesting to examine other 
composite systems with identical halves in regard to the
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Figure 1. Fluorescence spectra of I in cyclohexane (1), acetone (2), 
and acetonitrile (3).

solvent-induced polarization phenomena. We have found 
that the fluorescence of 1 ,2 -dianthrylethanes and [2 .2 ]- 
(l,3)pyrenophane show some dependence upon the solvent 
polarity, which indicates the occurrence of the solvent- 
induced intramolecular charge transfer in the excited state. 
In this report, the results for 1,2-dianthrylethanes will be 
given.
Experim ental Section

Details of the synthesis of dianthrylethanes are described 
elsewhere.8 Spectrograde solvents were used without 
further purification. Fluorescence spectra were measured 
on an Aminco-Bowman spectrophotofluorometer calib­
rated to give correct quantum spectra using a standard 
tungsten lamp. Fluorescence lifetimes were determined 
by using a pulsed nitrogen gas laser of about 1  kW peak 
power as the exciting light source combined with a 
monochromator, 1P28 photomultiplier, a sampling os­
cilloscope, and an X-Y recorder. The time resolution of 
this system was about 2.5 ns. Absorption spectra were 
measured with a Cary 15 spectrometer. All sample so­
lutions were deaerated by means of freeze-pump-thaw 
cycles. Fluorescence quantum yields were determined 
using 9,10-diphenylanthracene as a standard. The pho­
tochemical reaction yields, i.e., the intramolecular pho­
todimerization reactions, were determined by means of 
potassium ferrioxalate actinometry.
R esults

Fluorescence spectra of I in some solvents of different 
polarity are shown in Figure 1. Excitation spectra 
monitored at 400 and 500 nm were not different in various 
solvents, and agree with the absorption spectra. The 
absorption spectra are also similar to that of 1,4-di- 
methylanthracene, which suggests that there is no ap­
preciable interaction between two anthracene moieties in 
the ground state of I. Simiar results were also obtained 
for II, except that the intensity ratio (4>D/<i>M) of II is 
considerably smaller than that of I, as indicated in Figure 
2 .

Although the broad structureless emission band with 
peak at 460 nm becomes quite remarkable in strongly polar 
solvent, it does not show a red shift depending upon the 
solvent polarity. Moreover, the broad emission cannot be 
observed in a highly viscous solution at low temperature.

Figure 2. Fluorescence spectra of II in cyclohexane (1), acetone (2),
and acetonitrile (3).

type 1 < p >  c
<Q > i
< o > —

ty p e  2 /cp>
^ o > I g b

Figure 3. Conformation of type 1 and type 2 excimers of I and II.

Therefore, the broad structureless emission may be as­
cribed to the excimer state formed through intramolecular 
rearrangement in the excited state. The lifetime of the 
excimer fluorescence was ca. 60 ns at about 25 °C. This 
excimer state seems to have a type 1  conformation as 
indicated in Figure 3 in view of the following results, (a) 
The steric hindrance of methyl groups substituted at 4,4' 
positions of I is indifferent to excimer formation, (b) 
Excitation of the photocleavage product of the intramo­
lecular dimer of I and/or II in rigid matrices at 77 K gave 
another type of excimer which fluoresces with a peak at 
530 nm. The lifetimes of those excimers of I and II were 
respectively 70 and 90 ns, in comparison with 60 ns for the 
excimer fluorescence observed at room temperature. The 
excimer observed at 77 K may have a type 2 conformation 
and may be the precursor of the intramolecular photo­
dimer, which seems consistent with the fact that the 
observed lifetimes are rather short even at 77 K. Thus, 
the excimer observed at room temperature may have type 
1  conformation which is disadvantageous for dimerization, 
(c) The rather small Stokes shift of the excimer fluores­
cence at room temperature compared with that at 77 K 
indicates that the interaction energy between the two 
moieties is not large because of the deviation from the 
complete overlap of the two moieties.

Measurements on the temperature dependence of 
(4>d/4,m) of I were performed in acetonitrile, ethanol, and 
methylcyclohexane solutions. ($d/^m) decreases as the 
temperature is lowered, and only the monomer fluores­
cence can be observed in rigid solvents at 77 K. The values 
of activation energy for the formation of type 1  excimer 
were obtained from an Arrhenius plot of ($D/4>M) v s . 1/T. 
The value of 1.8 kcal/mol was obtained for acetonitrile 
solution in the vicinity of room temperature. The values
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Figure 6. Effect of solvent polarity upon the photodimerization yield, 
<I>d, of I. The numbering of the solvents is the same as in Figure 4.

Figure 4. Effect of solvent polarity upon the fluorescence yield of I 
in: (1) cyclohexane, (2) hexane, (3) ethyl acetate, (4) methyl acetate, 
(5) methyl isobutyl ketone, (6) 2-propanol, (7) acetone, (8) ethanol, (9) 
acetonitrile, (10) methanol.

Figure 5. Effect of solvent polarity upon the fluorescence yields of II 
and 9,9'-bianthryl. The numbering of the solvents is the same as in 
Figure 4.

for ethanol as well as methylcyclohexane solutions were 
about 4 kcal/mol, though it was not possible to obtain 
accurate data.

The dependence of 4>M, $D, (4>D/$M)> and 4>t = 4>n + 4>m 
upon the solvent polarity parameter,

f(e) =
e -  1  

2 e + 1

where e is the dielectric constant of the solvent, is indicated 
in Figures 4 and 5. In the case of II, $M decreases to some 
extent and 4>D increases a little with increase of f(t) in the 
region f(e) < 0.46~0.47. In the region f(e) > 0.46~0.47, 
however, <ft decreases considerably with increase of f(e), 
indicating the presence of some quenching process induced 
by the interaction with polar solvent molecules. Contrary 
to the case of II, 4>, does not decrease even in the high 
polarity region, in the case of I. In solvents of medium 
polarity, 4>t as well as <f>D decreases with increase of solvent 
polarity. Thus, the behavior of I is rather complicated.

In order to examine the possibility of involvement of the 
solvent dependent photodimerization we have measured 
the photodimerization yields of I in various solvents. It 
was confirmed that the quantum yield of photodimeri­
zation of I is independent of its concentration. Therefore, 
the dimerization is considered an intramolecular process.

A somewhat distinct relation was found between the 
dimerization yield and solvent polarity as indicated in 
Figure 6 . When the photodimerization yields are added 
to 4>t, the corrected values (<£/) become almost independent 
of the solvent polarity. Nevertheless, there is still a slight

depression in the region of f(c) ~ 0.4 ~ 0.45. The behavior 
of the corrected values 4>D' in this polarity region is 
analogous to that of $/, but the extent of its increase in 
the region of f(t) > 0.45 is larger than in the case of 
That is, there seems to be a net increase of 4>D' in strongly 
polar solvent.
D iscussion

1 . E ffe c t  o f  T em p era tu re upon In tram olecular E x cim er  
F orm ation. Both the dielectric constant t and the viscosity 
7/ of a solvent increase with decreasing temperature. The 
increase of e  would bring out the increase of (4 > u / <I >m ) ,  

whereas the increase of 77 would lead to a decrease of 
( * d / * m ) .  Experimental results suggest that the tem­
perature dependence of (4>d/$m) is not governed by the 
variation of r, but by that of 77. However, the excimer 
formation process necessarily involves hindered rotations 
about the methylene chain. It is possible that both the 
hindered rotation itself and the solvent viscosity are af­
fected by the temperature change. Therefore, the acti­
vation energies for the excimer formation may be due to 
the activation required to overcome the rotational barriers 
of the methylene chain and the activation energy con­
nected with the solvent viscosity. It is difficult to estimate 
the contributions from these two effects separately.

2. E ffe c ts  o f  S o lv e n t  P o la r ity  u p o n  th e  F lu o r e s c e n c e  
Y ie ld s . When a dipole moment p is located in a medium 
with dielectric constant «, a reaction field F  which acts 
upon the dipole moment is produced,10 so that the sta­
bilization energy of the dipole is given by

E  s
p 2 e - 1  

Ô7  2 e + 1
(1 )

where a is the radius of a spherical cavity in which the 
dipole moment p is situated. The results of the mea­
surements of various quantum yields can be correlated 
with this f(i) as shown in Figures 4-6.

In the case of II, in the region of f(t) < 0.46~0.47, the 
increase of 4>r) with increase of f(c) seems to be correlated 
with the decrease of 4>M. The remarkable decrease of 4>t 
in the region of f(e) > 0.46~0.47 is quite similar to the 
behavior of î T-bianthryl7 as indicated in Figure 5 . In the 
case of 9,9'-bianthryl, the ion pair structure is realized in 
the excited state in strongly polar solvents. In the case 
of an exciplex, the increase of fluorescence quenching with 
increase of the solvent polarity is a rather familiar phe­
nomenon. 1'2-45 Although the fluorescent state of the 
present system is not a polar state but an excimer state, 
the quenching analogous to the case of ĝ -bianthryl seems 
to arise in the CT intermediate state in strongly polar 
solvents.
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The behavior of I can be understood by taking into 
account the photodimerization which depends upon the 
solvent polarity, as described already. The peculiar de­
pendence of the intramolecular photodimerization upon 
the solvent polarity as indicated in Figure 5 seems to 
suggest that two inactivation processes are competing with 
each other. One process is photodimerization and the 
other excimer formation. The photodimerization seems 
to overcome the excimer formation in solvents of medium 
polarity, but in more polar solvents the latter overcomes 
the former.

Since the precursor of the photodimerization is con­
sidered to be the type 2  excimer,8,9 the above results means 
that there is a competition between type 1  and type 2 

excimer formation depending upon the solvent polarity, 
although the microscopic mechanism of the competition 
of this solvent dependence is not very clear at the present 
stage of the investigation. Furthermore, the small de­
pression of $>/ as well as $0' in the region of f(«) ~ 4.5 
suggests that the photodimerization process is accom­
panied with a quenching leading to the ground state or the 
triplet state.

It is known that II undergoes intramolecular photo­
dimerization with a yield óf 0.19.11 However, contrary to 
the case of I, the photodimerization of II does not seem 
to show such a peculiar dependence upon the solvent 
polarity, since 4>t as well as $D do not show the depression 
in the medium polarity region.

It should be noted here that the remarkable increase of 
(4>d/Ím) of I in strongly polar solvents seems to correspond 
to the remarkable decrease of <i>t of II as well as 9,9'-bi- 
anthryl in strongly polar solvents and also to the increase 
of Av of 9,9'-bianthryl in these solvents, where Av is the 
difference between the wavenumber of absorption 0 - 0  

transition and that of the fluorescence maximum. This 
result suggests that these behaviors of I, II, and 9,9'-bi- 
anthryl all originate from a state of common nature, i.e., 
the CT state.

Summarizing the above discussions, the behaviors of I 
with regard to type 1  excimer formation may be explained 
as follows.

Excimer could be formed through two paths: (1) in­
tramolecular association of the excited and ground state 
counterpart and (2) creation of solvent induced CT state 
which undergoes excimer formation before the quenching 
common to the fluorescence of 9,9'-bianthryl and II in 
strongly polar solvents.

Just as in the case of 9,9'-bianthryl, the postulated CT 
state for the present system, stabilized owing to the in­
teraction with polar solvents, is not improbable on the basis

of energy level consideration. The energy of the CT state 
above the ground state in acetonitrile can be estimated 
according to the following expression for the free energy 
change:

A G  = E l/2 (AIA+) -  E i n  (A'LA)
ea

(2 )

where E1/2(A|A+) and £1/2(A |A) are the oxidation and 
reduction potentials of anthracene, respectively, and a is 
the separation between the two anthracene rings.

We use the value of 0.96 V vs. SCE for E l/2(A|A+) and 
-1.99 V vs. SCE for £1/2(AJA). Thus, |£1/2(A|A+) - 
^i/2(A |A)} = 2.95 eV, which is lower than the excitation 
energy to the lowest excited singlet state of anthracene 
(3.18 eV). The energy of the CT state should be lower than 
this owing to the Coulombic interaction between the cation 
and anion. For example, A G  can be estimated to be 2.85 
eV taking e = 37 and a = 4 A. Actually, t should be less 
than 37 in the region between ions at a separation of 4 A, 
resulting in a smaller value of AG than 2.85 eV. Thus, in 
strongly polar solvent, the CT state is actually situated 
below the lowest LE singlet state.

We also investigated whether solvent-induced polari­
zation occurs or not in such cases as 1,3-biscarbazolyl- 
propane, 1 ,2-diphenylethane, and 1 ,2-dinaphthylethane in 
polar solvents. However, solvent-induced polarization was 
not observed in those cases. In the case of 1,3-bis- 
carbazolylpropane, direct excimer formation might be more 
easy than CT state formation, while the intramolecular CT 
state might not be stabilized sufficiently even in strongly 
polar solvents in the case of 1 ,2-diphenylethane as well as
1 ,2 -dinaphthylethane.
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The fluorescence spectrum as well as the absorption spectrum of [2.2](l,3)pyrenophane (metapyrenophane) 
in nonpolar solvents such as methylcyclohexane are rather similar to those of pyrene. In polar solvents, 
metapyrenophane showed a broad structureless fluorescence band with maximum at 475 nm along with pyrene 
monomer-like emission at shorter wavelengths. The experimental results reported here suggest that the shorter 
wavelength fluorescence is from the locally excited (LE) state of metapyrenophane and the longer wavelength 
fluorescence is from the intramolecular excimer state. Furthermore, it was found that this excimer state may 
be formed through the intramolecular charge transfer intermediate state, namely, the “solvent-induced 
polarization” state.

Introduction

Investigations on the solvent effects upon the fluores­
cence and S„ St absorption spectra of 9,9'-bianthryl have 
revealed that a CT (charge transfer) state is produced in 
polar solvents between separated intramolecular aromatic 
rings.1,2 In case of 9,9/-bianthryl, the CT state is a 
fluorescent state, and its fluorescence band is red shifted 
with increasing solvent polarity. 1,2-Dianthrylethanes, as 
described in the preceding papers,3-5 show intramolecular 
excimer fluorescence along with the fluorescence from the 
LE state. The study of the solvent dependence of the 
fluorescence yields of 1 ,2-dianthrylethanes suggested the 
existence of an intermediate CT state in the excimer 
formation process.3,5 In view of its molecular structure,
1 ,2 -dianthrylethanes can pass into a partially overlapped 
sandwich structure which emits excimer fluorescence, 
whereas 9,9'-bianthryl cannot form such a structure. No 
other example of such a solvent-induced polarization in 
the excited state has been found for a molecule or mo­
lecular complex containing the same two aromatic groups, 
except for metapyrenophane (mePy), the results of which 
will be reported in the following.

Intramolecular excimer formation of mePy also depends 
upon solvent polarity. In contrast to the case of 1,2-di­
anthrylethanes, intramolecular excimer formation in 
nonpolar solvents as well as any effective photochemical 
reaction did not occur in case of mePy, which makes the 
analysis of experimental results much more explicit.

E xperim ental Section

mePy,6a [2.2](2,7)pyrenophane (parapyrenophane, 
paPy),6b and metacyclo[2.2](l,3)pyrenophane6c were 
synthesized according to the methods reported elsewhere.6 

Experimental procedures for the measurements were al­
most the same as those described elsewhere.3-5

The experimental results obtained with a sample of 
mePy in acetonitrile solution deaerated by means of 
freeze-pump-thaw cycles were not different from those 
with a sample under a nitrogen gas atmosphere. Therefore, 
measurements were conducted in nitrogen saturated 
sample solutions. A sample solution was flushed with

nitrogen gas for 15 min and then the cuvet was sealed off. 
Results

1 . S o lv e n t E ffe c ts  u p o n  A b so rp tio n  a n d  F lu o r e s ce n c e  
Sp ectra . The absorption spectrum of mePy was practically 
the same in several solvents. The spectrum is composed 
of bands corresponding to those of the absorption spectrum 
of pyrene itself, but they are somewhat broadened and 
shifted to the red as indicated in Figure 1. The absorption 
intensity of the band corresponding to the 7Lb band of 
pyrene may not be so different from that of pyrene, 
whereas the band corresponding to the xLa band of pyrene 
showed a bathochromic shift concealing the xLb band to 
some extent. At any rate, there does not seem to be a 
strong interaction between the ir-electronic systems of 
mePy in its ground state, since the absorption bands of 
pyrene show a considerable red shift even when one pyrene 
group is replaced by benzene or by alkyl substitution at 
the 1,3 positions.7

The absorption spectrum of paPy is shown in Figure 2 
for comparison. The absorption bands of paPy can be 
briefly interpreted as follows. The band around 320 nm 
might be assigned to xLa blue shifted owing to an exciton 
type of interaction. This blue shift is opposite to the case 
of mePy and might be understood on the basis of the 
conformations of these cyclophanes as well as the fact that 
the transition moment of the xLa band is along the long 
molecular axis. Furthermore, a distinct transannular band 
at longer wavelength was observed in the absorption 
spectrum of paPy.

From the above results, it could be said that there is not 
as strong an interaction between the -̂electronic systems 
in mePy compared with paPy. The relatively small 
magnitude of interaction between the ir-electronic systems 
in mePy might lead to marked dependence of the fluor­
escent state upon solvent polarity, in contrast to the case 
of paPy.

As indicated in Figure 3, the fluorescence spectrum of 
mePy in methylcyclohexane was substantially similar to 
that of pyrene. This fluorescence originates from the LE 
state, and is called LE fluorescence here. The fluorescence 
spectrum remained unchanged at temperatures from just
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Figure 1. Absorption spectra of [2.2](1,3)pyrenophane and related 
compounds in tetrahydrofuran solution.

wavelength(nm)
Figure 2. Absorption spectra of [2.2](2,7)pyrenophane and pyrene 
in tetrahydrofuran solution.

Figure 3. Fluorescence spectra of [2.2](1,3)pyrenophane in several 
solvents of different polarity: (1) in methylcyclohexane at room
temperature; (2) in methyl isobutyl ketone at room temperature; (3) in 
acetonitrile at room temperature; (4) in acetonitrile at 77 K.

above the melting point of methylcyclohexane to room 
temperature. These facts suggest that any particular 
change of electronic state due to the transannular inter­
action does not occur also in the excited state, in nonpolar 
solvents. On the other hand, in polar solvents such as

Figure 4. Fluorescence spectrum of [2.2](2,7)pyrenophane in me­
thylcyclohexane solution.

Figure 5. Dependence of the fluorescence quantum yields of [2. 
2](1,3)pyrenopnane on the solvent polarity: <i>M (□); <f>0 (A); 4>D/4>M 
(•); $, = +  <f>D (O). The solvents used were: (1) methylcyclo­
hexane, (2) methyl isobutyl ketone, (3) 2-propanol, (4) acetone, (5) 
methanol, (6) dimethylformamide, (7) acetonitrile.

acetonitrile, another broad structureless emission with a 
maximum wavelength of 475 nm was observed along with 
the LE fluorescence band. The excitation spectrum of the 
broad emission band was the same as that of the LE band, 
and is in accordance with the absorption spectrum of 
mePy. One can recognize the existence of this broad band 
also in methyl isobutyl ketone solution at approximately 
the same wavelength, although its intensity is much weaker 
than in acetonitrile solution.

The broad fluorescence band observed in many other 
polar solvents always showed a maximum at 475 nm. 
Therefore, it seems to be intramolecular excimer 
fluorescence, and the excimer state may be formed from 
the LE state of mePy via an intramolecular CT state. This 
excimer fluorescence was not observed in the temperature 
region where the solvent became sufficiently rigid as is 
indicated in acetonitrile solution in Figure 3. This result 
suggests that the transformation LE state -*■  excimer state 
necessitates the orientation of polar solvent molecules.

In contrast to mePy, paPy showed always only a broad 
fluorescence band corresponding to the transannular 
absorption band in nonpolar as well as polar solvents. For 
the purpose of comparison, the fluorescence spectrum of 
paPy is shown in Figure 4. One can see that the 
fluorescence band of paPy lies at much longer wavelength 
(560 nm) than the excimer band of mePy.

2. T h e  E ffe c ts  o f  S o lv e n t  P o la r ity  u p o n  th e  F lu o r e s­
c en ce  Y ie ld s . The yields of LE fluorescence 4>M, the 
excimer fluorescence 4>D, their ratio (4’d/̂ m). and their 
sum 4>t = 4>m + 4>d are plotted against the parameter f(t) 
= (e - l)/(2€ + 1) in Figure 5, where t is the solvent 
dielectric constant. The stabilization energy of a dipole 
moment p in the polar solvent with dielectric constant e 
is given by ip.2 f(e)/a3), where a is the radius of a spherical
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400 500 600
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Figure 6. Temperature dependence of the fluorescence spectrum of 
[2.2](1,3)pyrenophane in acetone solution: (1) -58 °C, (2) -41 °C, 
(3) -  24 °C, (4) -8  °C, (5) +8 °C.

Figure 7. Temperature dependence of the fluorescence spectrum of 
[2.2](1,3)pyrenophane in dimethylformamide solution: (1) -53 °C, (2) 
-36 °C, (3) -16 °C, (4) +51 °C.

cavity containing the dipole moment pi.
($d/^m) increases remarkably with increase of the 

solvent polarity parameter f(e) but <Ft is approximately 
constant throughout the range of f(e) values examined here. 
The values in alcoholic solutions deviate from the cor­
relation curve suggesting the specificity of alcoholic sol­
vents.

3. T e m p era tu re  D e p e n d e n c e  o f  F lu o r e sce n ce  S p e ctr a  
in  P o la r  S o lv e n ts . As shown in Figure 6 , the isoemissive 
point was observed in acetone solution over a considerable 
temperature range from above the melting point of acetone 
to room temperature. A similar behavior was also found 
for other polar solvent such as dimethylformamide as 
shown in Figure 7. The isoemissive point in these spectra 
is indicative of a two-component system. As the tem­
perature was lowered, (̂ d/̂ m) increased, while the ex- 
cimer fluorescence band did not show any shift. Since the 
dielectric constant of these solvents increases with tem­
perature lowering, the above result means that ($d/^m) 
increases with increase of f(e).

The above temperature effect upon is in
marked contrast to the case of l,2 -di(l-anthryl)ethane, 
where (4>u/4>M) decreased as the temperature was lowered.5 

The temperature change will affect the excimer formation 
through the temperature effects upon t, the solvent vis­
cosity n, and the hindered rotations about the methylene 
chains. In contrast to the case of l,2-di(l-anthryl)ethane, 
the present result indicates that the temperature de­
pendence of («Fd/S’m) of mePy is not governed by v and 
the hindered rotations of methylene chains but is regulated 
by the variations of e.

4. F lu orescen ce D eca y  T im es. Under our experimental 
conditions, a rise curve for the excimer fluorescence or 
two-component decay of the LE fluorescence of mePy was

TABLE I: Fluorescence Lifetimes of 
[2.2](l,3)Pyrenophane in Various Solvents

Solvent“
X,b
nm

Temp,“
°C t, ns

1  It , 
1 0 6 s" 1

^DM. 
1 0 6 s -

MCH 390 RT 150 6.7
MIBK 400 RT 90 1 1 4
Acetone 400 RT 78 13 6
ACN 390 RT 50 2 0 13
ACN 500 RT 50 2 0 13
DMF 400 RT 43 23 16
DMF 500 RT 43 23 16
DMF 500 -6 0 30 33 26
MeOH 400 RT 85 1 2 5
MeOH 400 -7 0 1 1 0 9.1 2 . 8

“ MCH = methylcyclohexane, MIBK = methyl isobutyl 
ketone, ACN = acetonitrile, DMF = Ar,iV-dimethylform- ' -  
amide, MeOH = methanol. 6 The wavelength at which 
the fluorescence decay was observed. “ The temperature 
at which the observation was made. RT indicates room 
temperature.

not observed. Both LE and excimer fluorescence gave the 
same decay time. Moreover, this decay time becomes 
shorter with increase of (<i>D/$M). Experimental results 
are summarized in Table I.

D iscussion

1 . C o n sid e r a tio n  o f  th e  M o le c u la r  S tr u c tu r e  o f  th e  
E x c im e r  S ta te  o f  m eP y . It has been recently reported8 

that metacyclophane shows an intramolecular excimer 
emission along with a LE emission in the nonpolar solvent, 
cyclohexane. There are, however, some distinct differences 
between the fluorescence states of mePy and meta­
cyclophane. Namely, the total fluorescence quantum yield 
for tbe latter, $ = ca. 3 X 10 5, is much smaller compared 
with that for the former, $ = 0.4~0.5; an excimer emission 
was observed in nonpolar solvents in case of meta­
cyclophane, but in case of mePy, excimer fluorescence was 
observed only in polar solvents and not in nonpolar sol­
vents.

It is known that the anti — syn isomerization of me­
tacyclophane is very difficult in the ground state because 
of a large activation energy, 27 kcal/mol.9 However, in the 
case of mePy in polar solvents, it might be possible to 
overcome this barrier for isomerization by sufficient 
transannular interaction in the intramolecular CT state 
probably including a Coulombic attraction force in the 
excited state. The energy of the CT state estimated later 
on seems to support this argument. The remarkable effect 
of the stabilization of the CT state upon mePy excimer 
formation, caused by the interaction with polar solvents, 
is demonstrated also by the temperature effect on the 
( 4 - d / $ m )  value in polar solvents as described in section 3 
of the Results.

We can obtain some information about the structure of 
the intramolecular excimer state of mePy by examining 
the relationship among the excimer fluorescence spectra 
of mePy, intermolecular pyrene excimer, and paPy. As 
shown in Figure 4, the broad structureless excimer type 
fluorescence band with a maximum at 560 nm was ob­
served in the case of paPy, while the maximum wave­
lengths for the fluorescence of intermolecular pyrene 
excimer and intramolecular mePy excimer are 480 and 475 
nm, respectively. The longer wavelength excimer emission 
of paPy compared with mePy and intermolecular pyrene 
excimer seems to be a consequence of stronger interaction 
between pyrene rings in the case of paPy than in the case 
of mePy excimer and intermolecular excimer. Thus, two 
pyrene rings of intermolecular pyrene excimer and/or 
mePy intramolecular excimer seems to be paired loosely,
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compared with the nearly complete parallel sandwich pair 
of paPy.

The differences between the molecular structures of 
mePy and paPy excimer states would be reflected in such 
a parameter as radiative rate constant.

2. D e p e n d e n c e  o f  th e  E x c im e r  F o rm a tio n  on S o lv e n t  
P o la r ity . The experimental results suggest that there 
exists a CT intermediate state in the transformation from 
the LE state to the excimer state of mePy:

4. K in e tic s  o f  In tram olecular E x cim er  F orm a tion . The 
mechanism of intramolecular excimer formation may be 
represented by the following scheme:

feDM
M* * = ±  D*

D
(2 )

*. i
1 S T

¿where the LE, CT, and intramolecular excimer states are 
âbbreviated as,

■ * . + , and *

respectively.
Just as in the case of l,2-di(l-anthryl)ethane,5 the de­

pendence of (Td/^m) of mePy on f(e) resembles that of 
Ay1,2 of 9,9'-bianthryl on A/ = (e - l)/(2e + 1) - V2(n2 - 
l ) J ( 2n 2 +  1 ), where n  is the solvent refractive index, and 
Av is the amount of the Stokes shift of the fluorescence. 
This resemblance suggests that the magnitude of stabi­
lization of CT state in polar solvents might determine the 
rate of conversion

The remarkable increase of {^d/ $m) due to the anti —*• syn 
isomerization via the CT state occurs effectively in the 
range of f(c)  ̂0.46 ~0.47, in accordance with the case of
1,2-dianthrylethanes.5 This result seems to suggest that 
the relation among the relevant energy levels connected 
with the isomerization of mePy are rather similar to those 
of 1 ,2 -dianthrylethanes.

3. E n erg y  L ev el o f  C T  S ta te  in  P o la r So lv en ts. We use 
a similar expression to that described in previous reports3,5 

for the energy level of CT state. The free energy change 
for the reaction

can be given by
e2

AG = E1/2(PIP+) - E 1/2(P~ IP) (1)
ea

where E1/2(P|P+) and £i/2(P |P) are oxidation potential 
and reduction potential of pyrene, respectively, and a is 
the distance between cation and anion. We use the values 
of -2.07 V vs. SCE of pyrene in dimethylformamide for 
Ei/2(P-|P), 1.16 V vs. SCE of pyrene in acetonitrile for 
Ei/2(P|P+), since the dielectric constant of acetonitrile 
resembles that of dimethylformamide. Therefore, |Ei/2- 
(P|P+) - J?i/2(P"|P)| = 3.23 eV. Considering the stabili­
zation due to Coulombic interaction between cation and 
anion, the CT state would be situated sufficiently below 
the LE state (3.18 eV).

An accurate estimation of the Coulombic interaction 
energy is rather difficult because the microscopic «in eq 
1 cannot be estimated definitely. For the CT state most 
unfavorable energetically, AG can be estimated to be 3.17 
eV, where e = 37 and a  = 7 A. Even in this case, the CT 
state is situated nearly at the same energy as the LE state. 
In the actual system, the dielectric constant e in the ex­
pression [ e 2/ea) may be reduced appreciably and the 
distance a  is smaller than 7 A, to give a more stable CT 
state energetically.

where M* is the LE state, D* the intramolecular excimer 
state, M the ground state of the anti form of mePy, and 
D the ground state of the syn form of mePy. In eq 2, k { 
represents the radiative rate constant of LE fluorescence 
and k t the radiationless rate constant, k f  and k {  represent 
those of excimer, respectively.

On the basis of eq 2, the following relations are given 
under stationary state condition:
[D*] fcDM
[M*T = k D +  fcMD = K e  (3)

<1?D k ( D̂M
4>M k f  k{ k D + &MD '

where k D = k {  +  k f . The plot of ($d/$m) vs. feDM would
give a linear relationship with an intercept of T>M) = 
0 , by considering that only feDM would depend on solvent 
polarity. It will be shown later on that this relation is 
approximately valid.

The time dependence of [M*] and [D*] after 5-pulse 
excitation is given by the following formula under con­
dition that [D*] at t = 0 is zero:

[M* ] 0[M* ] = ;L _ J _ {(A2_ X ) expi-x .f)
A 2 A-i

+ ( X -  Xt) exp(-X2f)} (5)
W M * ] 0

[D*] = — {exp(-V) - exp(-X2f)} (6 )
a 2 a 1

where

2X1 2  X  +  Y  + {(Y X )2 + 4feDM/jM D } 1/2 (7) 
X  T Y — + ftp +
Y  ~ X  = k D -  k M +  k MD -  k DM

k M = k f +  fej

In our present system, k D >  5 X 108 s 1 as we shall see 
later. The value of k MD is usually smaller than that of k nM, 
and the former is much smaller than the latter for in­
tramolecular systems. For example, in the case of 1,3- 
dinaphthylpropane, k DM =  1.2 X 108 s“1 and feMD = 1.6 X 
1 0 4 s“ 1 in a mixed solvent of glycerol + ethanol.11 So then, 
the value of 4 k DMk MD in eq 7 might be neglected in 
comparison with (Y - X)2. Therefore, Xj ~ X  and X2 «= 
Y, leading to the single exponential decay of the LE 
fluorescence as it was actually observed. The excimer 
fluorescence did not reveal a delayed rise curve, experi­
mentally, which suggests that Y »  X. Thus, the observed 
decay time of LE fluorescence and/or excimer fluorescence 
would give a value of X (= k M + k DM), and Y = k D +  kw v  
~ k D should be larger than 5 X 108 s The value of k M 
can be estimated from the experimental data in me- 
thylcyclohexane solution, where excimer formation does 
not occur to any extent. With the values of fluorescence
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Figure 8. Plots of (^ V ^ m) vs. *om for various solutions of [2.2](1,- 
3)pyrenophane at room temperature.

quantum yield (0.4) and decay time (150 ns) in methyl- 
cyclohexane solution, kf and k M have been evaluated as 2 .8  

X 106 and 6.7 X 106 s'1, respectively. Subtracting the value 
of feM from that of X , feDM would be obtained. The results 
are shown in Table I.

As indicated in Figure 8 , the plot of (̂ d/^m) vs. feDM 
gave an approximately linear relationship. Thus, the 
relation between (4>d/4>m) and feDM in eq 4 was confirmed 
to be valid approximately. The slope can be calculated 
from eq 4 as follows:

k f  1  k f  1  q j j
--------------------------------------- ---- (8 )
k f  + M̂D k f  k f )  k f

The intrinsic fluorescence quantum yield of the excimer, 
(k c'/ k D), is estimated to be 0.4~0.5. Substituting this gD 
value and k { = 2.8 X 106 s '1 into eq 8, the slope has been 
evaluated to be 1.4~1.8 X 10' 7 s. On the other hand, the 
slope obtained from Figure 8  is ca. 1.1 X 10' 7 s which is 
in relatively good agreement with those calculated above.

As it is described in section 1  of the Discussion, the 
maximum wavelength of excimer fluorescence of mePy is 
shorter than that of intermolecular pyrene excimer, and 
is much shorter than that of paPy. This result seems to 
indicate the smallest interaction between pyrene rings in 
the excimer state is due to the most loose structure of the 
mePy excimer among these three. The difference between 
the molecular structures of mePy and paPy excimers 
appears to be reflected in the lifetimes of these excimers. 
Namely, compared with the lifetime of 80 ns for paPy at 
room temperature, the intrinsic lifetime for mePy excimer 
is much shorter. If the k u value for mePy excimer is 
assumed to be 1 0 9 s'1, the radiative lifetime r/ = 1 f k (  can 
be evaluated to be 2 ns by using the value of <7D ~ 0.5. On 
the other hand, t{  for paPy evaluated from the integrated 
absorbance of the longest wavelength transannular band 
was 220 ns. At any rate, the difference between the ra­
diative lifetimes of the mePy excimer and paPy is con­
siderable, which seems to originate from the difference 
between their molecular structures.

5. C o n d itio n s  N e cessa ry  fo r  S o lv e n t-In d u c e d  P o la r i­
z a tio n  in  th e  S y s te m  w ith  Id e n tic a l H a lv es. It may be 
rather difficult to predict complete conditions necessary 
for this phenomenon, in view of the fact that few examples 
have been found until now. Nevertheless, it seems useful 
to deduce requirements for the solvent-induced polari­
zation to take place from the results obtained here and in 
the previous reports.3 5 They are summarized as follows.

(a) Excimer configuration is completely prohibited, or 
that configuration is not easily formed.

An example of the former is 9,9'-bianthryl in a polar 
solvent, where emission resulted from the intramolecular 
CT state with band maximum depending upon solvent 
polarity. Examples of the latter are 1,2-dianthrylethanes

and mePy, where the intramolecular CT state would take 
part in the formation of the excimer state.

(b) It is necessary that the CT state is situated lower 
than or very close to the LE state energetically.

This condition might be realized for a molecule which 
consists of aromatic rings with low oxidation potential and 
high reduction potential in solvents with sufficient polarity. 
For example, comparing naphthalene and anthracene or 
pyrene, the CT state might be situated above the LE state 
for the former, whereas lower for the latter in acetonitrile 
solution.

6 . R em a rks on th e  N a tu r e  o f  th e  In tera ctio n s betw een  
H a lv es  in  E x c im e r s  a n d  E x c ip le x e s . It should be noted 
here that the results of the present report as well as the 
previous ones3,5 might be useful for the elucidation of the 
nature of the interactions between the components of 
excimers and exciplexes.

From the studies upon the typical intramolecular ex- 
ciplex systems of the type A-(CH2)„-D, where A is an 
electron acceptor such, as pyrenyl or anthryl and D is the 
iV,iV-dimethylanilino group, it has been established that 
the exciplex does not seem to have strong geometrical 
preferences.12' 15 The electronic structure of these typical 
hydrocarbon-amine exciplexes (not only the intramolecular 
ones but also intermolecular ones) seems to be very polar,
i.e., they have the structure of an almost pure ion pair. 14' 16 

Therefore, their binding energy may be ascribed to the 
classical Coulombic attraction between ions with very small 
overlap of electron clouds, leading to small geometrical 
preferences.

In the CT states of l,2-d:anthrylethanes and mePy in 
polar solvents, the overlap cf the electron clouds between 
the halves seems very small just as in the case of the above 
exciplex systems. However, in the case of 1,2-dian­
thrylethanes and mePy with identical halves, the excimer 
state has lower energy than the ion-pair state. For the 
excimer state to be realized, the overlap between the 
electron clouds of the halves seems to be of crucial im­
portance, leading to the change of the geometrical structure 
to the overlapping sandwich type. Thus, the excimer 
interaction is essentially quantum mechanical just as in 
the case of homopolar bonding, whereas the bonding in 
typical exciplexes is classical electrostatic in nature. There 
might be exciplexes or excimers with an intermediate 
nature of bonding as it was first proposed by one of the 
present authors (N.M. ) .17 The excited state of p-(9'- 
anthryl)-jV,AT-dimethylaniline seems to be an example for 
such a case and, moreover, it3 intramolecular exciplex state 
shows gradual change of electronic structure depending 
upon the solvent polarity.12,18 However, a definite example 
of such a system has not yet been demonstrated unam­
biguously in the case of intermolecular exciplexes.
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Charge Transfer Triplet State of p-Nitroaniline
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Flash photolytic, phosphorescence, and photochemical results are used to demonstrate that the lowest triplet 
state of p-nitroaniline is an intramolecular charge-transfer state. An absorption maximum appearing at 595 
nm and observed at temperatures below -160 °C is assigned to triplet-triplet absorption. A variable temperature 
flash photolysis study of p-nitroaniline in EPA indicates that a photochemical process generating a radical 
at room temperature is inhibited as the temperature is lowered. This transient peak appearing at 410-510 
nm is attributed to the anilino radical, N02-Ar-NH. Transient spectra and decay kinetics are presented.

Introduction

A polar molecule such as p-nitroaniline is of interest to 
photochemists due to the,possibility of intramolecular 
charge transfer effects; i.e., the molecule is bifunctional 
possessing an electron donor and acceptor group. The 
molecule is known to phosphoresce and presumably the 
observation of the triplet and its characterization via flash 
photolysis appears worthy of investigation. Although 
benzene has been shown to give rise to a triplet-triplet 
absorption with a wavelength maximum at 240 nm1 and 
a much weaker band at 430 nm,2 most derivatives of 
benzene when flashed usually result in a dissociative 
process producing radicals. Of the two related molecules, 
nitrobenzene and aniline, the triplet-triplet absorption of 
the former has not been observed while the latter exhibits 
a triplet-triplet absorption at 420 nm.3 In the case of 
nitrobenzene, which does not phosphoresce, we have 
previously shown that a rapid radiationless decay ( ~ 1 0  9 

s at room temperature) from the lowest triplet makes it 
difficult to observe its triplet-triplet absorption.4 In view 
of the continuing interest in inter- and intramolecular 
charge-transfer effects a variable temperature flash 
photolysis study of p-nitroaniline was undertaken.

Experimental Section
Reagent grade p-nitroaniline was purified by subli­

mation. Spectrograde EPA (5:5:2 ether-pentane-ethyl 
alcohol) obtained from Matheson Coleman and Bell was 
used as received. Room temperature flash photolysis 
studies (100 J) were performed in 12-cm cells while a 10-cm 
cell in conjunction with an optical Dewar was employed 
for the variable temperature studies. Experiments were 
generally carried out at 2 X 10"* M p-nitroaniline. Samples 
were vacuum degassed at 10' 4 Torr, before flame sealing. 
Photoreduction experiments were performed as described 
elsewhere,5 and phosphorescence lifetimes were determined 
with the conventional xenon flash lamp technique.

R esults
Flash photolysis of 2 X 10“4 M p-nitroaniline at room 

temperature in degassed EPA results in a transient ab­
sorption in the wavelength region 410-510 nm (peaks at 
~450 and ~480 nm), exhibiting a first-order decay 
constant of 265 ± 45 s'1. The spectrum of this transient, 
which is most likely due to a radical, is shown in Figure 
1. By performing a variable temperature study we were 
able to observe a diminution of the dissociative mode as 
the temperature is lowered and the complete disappear­
ance of this transient for the temperatures lower than - 1 0 0  

°C. This radical is observed down to -95 °C, and at -85 
°C its first-order decay constant is 40 ± 6  s'1. The origin 
of this radical is most probably fission of the N-H bond 
leading to an anilino type radical, i.e.

Porter et al.6 have shown that the flash photolysis of 
anilines gives rise to the anilino radical, which exhibits an 
absorption at ~400 nm. A comparison of the ultraviolet 
spectrum of aniline, Xmas 280 nm, with that of p-nitro­
aniline, XmM 360 nm, i.e., an 80-nm shift, suggests that the 
anilino radical of p-nitroaniline might be expected at ~480 
nm. It thus appears reasonable that the transient radical 
observed is the anilino radical.

The vibrational spacing of ~1350 cm"1 between the two 
peaks, which is in reasonable agreement with the known 
value for the symmetric stretching frequency of the nitro 
group, may indicate that it is left intact in the formation 
of this radical. The cation of anilines, which absorb at 
~425 nm, have also been observed in flash experiments;6 

however, we do not consider this a likely process in p- 
nitroaniline since electron ejection to the solvent should 
be hindered by the presence of the nitro group.

Upon further cooling of p-nitroaniline to -160 °C a new 
short-lived absorption is observed, whose decay is first-
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TABLE I: Triplet-Triplet Absorption Maxima

N(CH3)z  n o 2

240 nm“ 420 nmc 460 nmc 500 nme 560 nmc 595 nm
(430 nm)6 480 nmd

° Reference 1. b Reference 2. c Reference 7. d Reference 3. e Reference 8 .

TABLE II: Phosphorescence Lifetime Data at 77 K
t0(EPA), s  ~

Nitrobenzene
Aniline 4.5“
p-Nitroaniline 0.37 ± 0.01,c 0.40,d

0.24 ± 0.02e
p-Nitro-IV-methylaniline 0.44 ± 0.03,c

0.23 ± 0.05e
p-Nitro-iV,iV-dimethylaniline 0.42,d 0.22 ± 0.02e
AT, iV-Dimethylaniline 2.6“

Aphos»
No phosphorescence 
416b
518, 542, ~580d

530, 552, ~590d

“ Reference 10. b Reference 11. e This study. d Reference 12, EtOH glass. e Reference 9.

0.4

o

0 ---- ■-----■--- *---‘----- ■----•---- *---■----- ■--- ■-----«
420 440 460 480 500 520

WAVELENGTH, nm.

Figure 1. Room temperature absorption transient observed during the 
flash photolysis of 2 X 10“4 M p-nitroaniline (degassed) in EPA. Lifetime 
is 3.8 ms.

order and which exhibits a peak absorption at 595 nm. At 
this temperature the lifetime of the transient is ~0 .2  ms 
and when the temperature is cooled to -170 °C the optical 
density has reached an upper limit. Further cooling 
thereafter only lengthens the lifetime of this decaying 
species. The decay constant of this species is 5.6 ± 1.0 X 
103 s" 1 at -170 °C and 8.7 ± 1 . 1  s“ 1 at -190 °C. The ab­
sorption spectrum of this low temperature transient is 
given in Figure 2. In order to definitively assign this 
absorbing species the measurement of phosphorescence 
was performed at -190 °C in the flash photolysis cell with 
the monochromator set at 520 nm, since p-nitroaniline is 
known to phosphoresce at this wavelength. The measured 
decay constant, 6 .8  ± 0 .1  s \ which is in satisfactory 
agreement with that for the 595-nm absorbing transient, 
allowing for uncertainties due to temperature fluctuation, 
firmly establishes that it is due to triplet-triplet absorption 
of p-nitroaniline.
D iscu ssion

Although two transients are observed in the variable 
temperature studies of p-nitroaniline in EPA, the trip­
let-triplet absorption observed at 595 nm is certainly more 
interesting from the standpoint of implicating charge

0.3 r

o

0 . 0 ----*-----*---- *----*---- *----•-----‘---- ‘---- *----‘---- *----■
480 520 560 600 640 680

WAVELENGTH, nm.

Figure 2. Triplet-triplet absorption spectrum of 2 X 10"* M p-nitroaniline 
(degassed) in EPA measured at -170 °C. Lifetime of triplet is 0.25 
ms.

transfer effects. While being a benzene derivative con­
taining a donor and an acceptor substituent, the absorption 
maximum of the triplet-triplet in p-nitroaniline appears 
at much higher wavelengths than it does in the related 
molecules given in Table I, which are arranged in the order 
of increasing wavelength. This large shift toward the 
visible in the case of p-nitroaniline relative to benzene and 
aniline indicates that the triplet-triplet absorption involves 
an intramolecular charge transfer. In a recent phos­
phorescence study of nitroanilines McGlynn et al.9 have 
concluded that the intervention of n,ir* states in this 
molecule is unimportant, which is supported by the flash 
photolysis and photochemical results reported here. 
Evidence for the strong intramolecular charge transfer 
character of the lowest triplet state of p-nitroaniline is 
obtained from a comparison of the photoreduction 
quantum yields for aromatic nitro compounds in isopropyl 
alcohol. While the photoreduction yield of nitrobenzene 
in isopropyl alcohol is 1.14 X 10 2,5 we have determined 
that this value is reduced to 3.9 X 10"3 for p-methyl- 
nitrobenzene and is only 7.2 X 10' 4 for p-nitroaniline.
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• The charge transfer character of the lowest triplet state 
can also manifest itself in phosphorescence data. We have 
measured the phosphorescence lifetime of p-nitroaniline 
and p-nitro-N-methylaniline at 77 K in EPA in order to 
compare it with the related molecules given in Table II. 
It is readily seen that while nitrobenzene does not 
phosphoresce, aniline has a lifetime of 4.5 s; however, 
incorporation of the nitro group as an electron acceptor 
reduces the phosphorescence lifetime of aniline by ap­
proximately one order of magnitude.

In summary, we note that the lowest triplet of p- 
nitroaniline is characterized as an intramolecular charge 
transfer state in which charge transfer from the amine to 
the ring has been accentuated by the presence of the nitro 
group as an electron acceptor. Experimentally this effect 
js manifested in three ways: (a) a long wavelength trip- 

' let-triplet absorption characterized as an intramolecular 
charge transfer band, (b) negligible photoreduction

Thermodynamics of Nonpolar Mixtures 431

compared to nitrobenzene, and (3) an order of magnitude 
decrease in the phosphorescence lifetime relative to aniline. 
It would appear that the flash photolysis approach may 
be a convenient way to investigate intramolecular charge 
transfer triplet states.
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The critical solution behavior of 10 aliphatic (or aromatic) ester-n-heptane systems has been studied. Enthalpy 
and volume of mixing data (25 °C) are also provided in a few cases. Thermodynamic parameters characterizing 
each mixture studied by us as well as a number of different ester-alkane systems described in the literature 
are discussed and correlated in terms of the chemical constitution of component species.

Introduction
In previous papers from this laboratory the thermo­

dynamic properties of a number of pure liquid esters and 
of their solutions in common organic solvents (toluene and
1,4-dioxane) have been discussed.1" 1 We wish to illustrate 
here additional results obtained in a thermodynamic 
characterization of mixtures of eight different aliphatic 
diesters and of two aromatic monoesters with n-heptane 
which exhibit liquid-liquid phase equilibria in an ex­
perimentally convenient range of temperatures. Com­
pounds considered are: the diformates of 1,4-butanediol 
(BDF), 1,6-hexanediol (HDF), and 1 ,8-octanediol (ODF); 
the diacetates of 1,2-ethanediol (EDA) and 1,4-butanediol 
(BDA); the dimethyl esters of succinic (DMSuc), adipic 
(DMAd), and suberic acid (DMSub); benzyl acetate (BzA) 
and methyl phenyl acetate (MPha). Critical temperatures 
and a few enthalpy and volume of mixing data for the 
systems mentioned above as well as analogous literature 
data are discussed in terms of characteristic molecular 
properties of the components on the basis of a statistical 
thermodynamic theory of solutions due to Flory.5 This 
theory is found to provide a simple and rather successful 
mean to correlate the equilibrium properties also of such 
strongly nonideal mixtures.
Experim ental Section

n-Heptane was a C.Erba-RS (chromatographic grade) 
sample, and was used without further purification.

The preparation and purification of the esters, and the 
experimental procedures followed in the calorimetric and 
density measurements have already been described.2-4

The binodials have been obtained using weighted 
mixtures of each ester and n-heptane in air-tight tubes 
which were placed in a thermostatic bath (or in a non- 
silvered dewar flask for temperature measurements below 
20 °C). The equilibrium temperatures were determined 
both on mixing and on demixing, i.e., heating or cooling 
the thermostatic bath at a rate of about 0.1 deg/min. Both 
the mixtures and the bath were stirred by means of tef­
lon-covered magnetic stirrers. The difference between the 
equilibrium temperatures determined on heating and on 
cooling was generally less than 0 .2  °C.
R esu lts and D iscussion

The experimental binodial curves are given in Figure 1  

as functions of the ester “hard-core” volume fraction, <f>2.5 

The corresponding critical temperatures, T c, are listed in 
Table I.

For BDA, DMAd, ODF, DMSub, BzA, and MPha, a few 
results of the measurements of the heats of mixing with 
n-heptane at 25 °C are given in Table II (obviously, in the 
case of BDA and DMAd, volume fractions within the 
miscibility gaps were avoided). Data on the excess volumes 
on mixing n-heptane with DMAd and DMSub, respec­
tively, are reported in Figure 2. An analysis of the whole 
set of experimental data is profitably made on the basis
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T °C

Figure 1. Experimental binodial curves tor the n+ieptane-ester mixtures. 
0? is the ester hard-cord volume traction.5

Figure 2. Excess volumes of mixing for (a) n-heptane-DMAd: (O) 
experimental data, (1) calculated using X12 = 50 J/cm3 from calorimetric 
data, (2) calculated using X12 = 56 J/cm3 (best fit); (b) n-heptane- 
DMsub: (O) experimental data, (1) calculated using X12 = 43 J/cm3 
from calorimetric data; (2) calculated using X12 = 41 J/cm3 (best fit). 
02 is the ester hard-core volume fraction.

of the theory of Flory. In particular, we shall follow closely 
the theoretical approach clearly outlined by Flory5 (as 
already applied with success by us in previous instances3,4)
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rl <N r-i tO t> rji O* CO H <N COCOCOJCCOCOOO)̂ ^̂H H H H H H N r ' H H H

tO tO tO to LO omtxowiNiooino^  o oo c q o oc oocooq oq
d H o d o d d d d d r i

d d d d d d d o
rf tJ4 ^  o  <N CN ĉ oo to to
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TABLE II
.*

02
a#M> J/mol 10"3

BDA 0.16 0.92
0.725 1.46
0.80 1.22

DMAd 0.205 1.02
0.285 1.32
0.58 1.62
0.675 1.58
0.765 1.24

ODF 0.48 1.58
0.55 1.58
0.65 1.50

DM Sub 0.355 1.43
0.46 1.47
0.62 1.54

MPha 0.47 1.57
0.535 1.65

BzA 0.525 1.48

and the extension of such approach made by Abe and 
Flory6 to the treatment of liquid-liquid phase equilibria.

We shall limit ourselves here to briefly recall that, 
according to this theory, parameters required for inter­
pretation of results for binary nonpolar liquid mixtures 
consist of the characteristic pressure, volume, and tem­
perature (P*, V * , T * ) for each pure component (to be 
determined from experimental molar volume VM, thermal 
expansion coefficient aT> and thermal pressure coefficient 
7 , data via the equation of state5), and of a single pa­
rameter, X12, taking account of differences in energy 
(density) between contact interactions of like and unlike 
neighbors.

The changes of thermodynamic state functions on 
mixing depend in fact on the characteristic parameters and 
the X 12 parameter only, besides, naturally, of temperature 
and composition. For the latter variable, besides to the 
segment fraction <j>, also the site fraction 6 is needed:

0 2 = (1 - 0 1  ) = ( S l / S 2 ) 0 1  + 0 2

where S1/S2 is the ratio of contact sites per segment for 
the components 1 and 2 .16 Studying the excess properties 
of homogeneous mixtures at near ambient temperature 
agreement between experiments and theory has been 
satisfactorily achieved in many cases;7-11 moreover the 
resulting X12 values would be simply correlated with the 
chemical structure of the components via characteristic 
exchange enthalpy parameters (Xy) between different 
chemical groupings (i, j ,  ...) each contributing a given 
fraction (a it a j, ...) to the total molecular surfaces.3,4

In the case of mixtures exhibiting liquid-liquid phase 
separation the same theory has been extended in order to 
describe the characteristic binodial curves;6 these, as a 
consequence, afford an interesting, independent means to 
derive the important X12 parameter for such strongly 
nonideal systems at temperatures generally different from 
25 °C, of course.

These X12 values are identified here as X12(UCST), i.e., 
from upper critical solution temperatures measurements. 
Strict validity of the underlying theory would require X12 

to be independent of temperature; experience shows, 
however, that X12 often decreases moderately with in­
creasing temperature. This would, at least in part, reflect 
the slight variation of the characteristic parameters, V *  
and P * , with temperature, besides other possible inac­
curacies of the theory. It seems therefore worthwhile to 
test the validity of such a theory in cases for which X12 

becomes accessible from both UCST measurements and

TABLE III
x 12 103 103rp o 1 C > (UCST), “Tj - “T,2 >

1-2 K J/cm3 K-1 K-'
c-Pentane-methyl 254 85 1.32 1.5formate
c-Hexane-methyl 271 88 1.22

formate
c-Hep tane-me thy 1 278 85 1.0

formate
c-Octane-methyl 288 86 0.99

formate
c-Pentane-methyl 216 59 1.38

acetate
c-Hexane-methyl 231° 61

acetate
c-Heptane-methyl 240 59

acetate
c-Octane-methyl 248 59

* Wt

acetate
a Calculated value, as described in ref 12.

from excess properties (AH M) at 25 °C.
Treatment of our T c and 0 2 c data (Table I) with the aid 

of the aforementioned theory (in particular, of expressions
(12) and (13) of ref 6 ) using the necessary equation-of-state 
parameters for each species considered, leads to the 
X12(UCST) values also reported in Table I. 17

It appears that both differences in equation-of-state 
parameters (in particular P *  and T * ) between components 
and the X12 parameter concurr in determining the Tc value 
in each case. Indeed one can see that, as a general trend, 
the higher Tc is the higher the X12 value results but also 
that for diesters having nearly the same critical temper­
ature (in n-heptane) different X12 values are required 
owing to differences in their P *  and T *  parameters. For 
instance, the markedly higher Tc exhibited by the di­
formate/ n-heptane mixture with respect to the mixtures 
of the other diesters of equal molecular weight (e.g., BDF 
with respect to EDA and DMSuc, etc.) are mainly as- 
cribable to the relatively low thermal expansion coeffi­
cients, aT, of the diformates and only in part to higher X12 

values.
Just the same holds true if one compares the Tc data 

for the MPha/n-heptane mixture with that of the BzA/ 
n-heptane mixture. In our opinion, these results show once 
more, qualitatively if not quantitatively, the correctness 
of the treatment of Flory.

In order to reinforce the validity of these considerations 
we have examined also a few Tc data recently reported in 
the literature for cycloalkane-aliphatic esters mixtures. 12 

Compounds involved, the associated T c values, the 
characteristic parameters of pure components, and the 
X12(UCST) derived therefrom as outlined above are given 
in Table III. It appears evident that, for each of the two 
esters considered, varying the partner in the mixture from 
cyclopentane to cyclooctane (i.e., varying the characteristic 
parameters and n o t the chemical nature of the partner) 
affects rather seriously the Tc values but changes X12- 
(UCST) only slightly (within the uncertainty in X12 due 
only to experimental errors).

To proceed further in our analysis, let us consider the 
few X12 values (X12(CAL)) derived from the calorimetric 
enthalpy of mixing data of Table II and from the volume 
of mixing data of Figure 2 (X12(VOL)). Analysis of these 
X12 values reveals an acceptable agreement or, better, that 
differences between X12(CAL) and X12(VOL) are not worse 
than normally encountered for different systems. 18 

Moreover X12(CAL) results are systematically higher than 
X12(UCST) by about 10-20%. It is also interesting to
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Figure 3. The parameter for the alkane-ester mixtures as a function 
of the “ester type” site fraction of the ester considered. From UCST 
data. ®: (1) c-hexane-methyl formate, (2) c-octane-methy! formate, 
(3) c-pentane-methyl formate, (4) c-heptane-methyl formate, (5) 
c-hexane-methyl acetate, (6) c-octane-methyl acetate, (7) c-pen­
tane-methyl acetate, (8) c-heptane-methyl acetate. A: (1) n-hep- 
tane-BDF, (2) n-heptane-EDA, (3) n-heptane-DMSucc, (4) n-hep- 
tane-HDF, (5) nheptane-BDA, (6) rvheptane-DMAd, (7) nheptane-ODF, 
(8) n-heptane-DMSub. From calorimetric data. O: (1) n-dode- 
cane-methyl acetate, (2) noctane-methyl acetate, (3) n-hexane-methyl 
acetate, (4) n-octane-ethyl acetate, (5) n-dodecane-ethyl acetate, (6) 
n-hexane-ethyl acetate, (7) o-hexane-o-propyl acetate, (8) /7-hex- 
ane-n-butyl acetate. □: (1) n-heptane-BDA, (2) n-heptane-DMAd, 
(3) n-heptane-ODF, (4) nheptane-DMSub. The full line was calculated 
according to eq 2. (See text.)

point out that the theory succeeds in accounting for the 
marked dissymmetry of the V s  against <j>2 plots (Figure 2) 
in one of which (DMSub/n-heptane) a change of sign of 
Vs is even exhibited. Another relevant observation is that, 
different from AH M, which is largely due to A12 con­
tributions, V K is heavily dependent on the equation-of- 
state terms. For example, would X12 be zero, Vs had to 
result strongly negative in our cases; the quite high actual 
X l2 values have therefore the effect of nearly neutralizing 
the equation-of-state contribution to Vs. In other words 
the theory succeeds in accounting for large positive AH M 
values and for small or nearly zero V6 values at the same 
time.

Finally we wish to comment briefly on the correlation 
between A12 and the “chemical” composition of the esters. 
As mentioned above, using the approximate form of eq 10 
of ref 3, we have expressed the A 12 values as a function 
of the contact site fractions, a„ of the various (chemical) 
types (aliphatic, aromatic, ester, etc.) of each component, 
and of the corresponding exchange-energy density pa­
rameters X if.

— ~ . ^ . ( a i , l  _  a i , 2 ) ( 0 ! j J  ~  t t j 2 ) X i j  ( 1 )

On the basis of AH u  data from our laboratory and from 
the literature, and evaluating the a  values according to the 
method of Bondi14 we have derived the following best fit 
Values. 40, Agî gt 700, and 350
J / cm3.

In the case of alkane-aliphatic esters, mixtures of our 
concern, eq 1  simply reduces to
A 12 ~ Aalestaest (2)
«eat being the “ester type” site fraction of a given aliphatic 
ester.

Considering our present A12 values (Tables I and II) as, 
well as additional A12 values derivable from different AHM 
literature data for the acetates of methyl, ethyl, propyl,, 
and butyl alcohols in n-alkanes, 15 and adopting for the 
estimation of ae3t our usual procedure,3 we obtain the A 12 

vs. aest plot of Figure 3.
The parabolic curve has been drawn according to eq 2, 

with Aa] eat = 650 J/cm3.
This value which optimizes agreement with A12(CAL) 

data is less than 1 0 % lower than that previously esti­
mated;3 such difference may be considered to fall within 
the experimental errors of the set of AffM data taken from 
different sources. Figure 3 therefore reinforces our con­
clusion that A12(CAL) can indeed be correlated with es­
ter-like site fractions, aest, using a common value of the 
Aai,est parameter, but also clearly shows that the A12- 
(UCST) values are then systematically lower than the 
corresponding (experimental and/or theoretical) A 12(CAL) 
ones, as already mentioned above. This discrepancy 
cannot be simply attributed to a dependence of A 12 on 
temperature (our A 12(UCST) in fact pertain to mixtures 
with Tc values both below and above 25 °C; see Tables I 
and II) but might be, for instance, considered as a 
symptom of the necessity of introducing in the expression 
for the chemical potentials a term such as Q12. 13
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The EPR spectra of Gd:!+ and Eu2+ in Y zeolite and zeolon (mordenite) have been extensively studied at X- 
and Q-band frequencies. An essential realization in understanding the spectra in these materials is the importance 
of randomness in the spin Hamiltonian parameters, hence the similarity to spectra of Gd3+ in several different 
glasses. A detailed explanation of the spectra in terms of cation locations and ligand coordination is given; 
the point symmetries are always orthorhombic or lower, even for the fully hydrated ions, which display the 
familiar phase transition behavior at low temperature. The largest zero-field splittings occur when the dehydrated 
ions are bound in a one-sided coordination to the zeolite framework, and the resulting signal is readily interpreted 
in the random vector model approach; it is never observed for Gd3+ in Y zeolite in the calcining conditions 

... used, indicating the retention of extraframework OH in the coordination sphere of Gd3+ ions in type I' sites. 
Eu3+ ions can be reduced by y  irradiation of the hydrated zeolites at 77 K, or by vacuum calcining; the resulting 
Eu2+ ion spectra reflect the different site distributions and ligand environments achieved in the two cases. 
Successive reduction-oxidation cycles can be effected with the europium. By devising an empirical correlation 
with Allred-Rochow electronegativities, the intrinsic splitting parameters, |S2|, for the S-state ions with Silicate 
and aluminate oxygen ligands were estimated. The extreme inhomogeneous broadening caused by the randomness 
prohibits detailed interpretation of the spectra of the non-S-state ions.

I. Introduction
Because of their profound catalytic importance and their 

provision of large, well-defined surface areas, molecular 
sieve zeolites have become the focus of a range of disparate 
research activities. They continue to attract the interest 
of mineralogists, crystallographers, and physical and ca­
talysis chemists. An assortment of spectroscopic tech­
niques have been brought to bear in these investigations, 
ranging from Mossbauer spectroscopy, through UV, IR, 
and Raman spectroscopies, to a variety of magnetic res­
onance techniques. Despite their industrial importance, 
few spectroscopic investigations have been made of zeolites 
exchanged with rare earth (RE) cations, the efforts having 
been concentrated on zeolites containing nontransition ions 
or first transition period ions. Many of these RE ions, 
however, have paramagnetic ground states in their usual 
valence states, and their electron paramagnetic resonance 
(EPR) spectra have been extensively studied in simple 
ionic crystal hosts.

The EPR technique was first applied to the detailed 
study of ions in an exchanged zeolite by Turkevich and 
co-workers. 1 Since then, several further studies have been 
made on ions such as Cu2+, Mn2+, Fe3+, Co2+, Ni+, and Ti3+, 
the resonance behavior often being used as a monitor of 
the state of the zeolite rather than for providing pheno­
menological information on the spin Hamiltonian of the 
ion itself. EPR has also been much used for the study of 
radical ions and paramagnetic molecules adsorbed on 
zeolites,2 thus providing information on reactive inter­
mediates. For both theoretical and practical reasons, the 
EPR spectra of the S-state ions, Eu2+ and Gd3+, are the 
most conveniently studied of the rare earth series, and they 
will be the ones emphasized in this paper, although results 
obtained on other ions will be briefly presented.

t Based on work performed under the auspices of the U.S. Energy 
Research and Development Administration. Contribution C3029-17.

* Address correspondence to this author at the Solid State Science 
Division, Argonne National Laboratory, Argonne, 111. 60439.

The synthetic faujasite, Linde type Y zeolite, is the most 
important zeolite in industrial use. RE ion-exchanged 
forms have superior catalytic properties in alkylation, 
isomerization, and cracking reactions. The principal focus 
in this paper is on RE exchanged Y zeolite, but experi­
ments on exchanged synthetic mordenite (zeolon) are also 
reported and discussed. The crystal structures of both of 
these zeolites are known, and Meier and Olson3 have 
published stereoprojections of the framework structures, 
respectively, cubic (F d 3 m ) and orthorhombic (C m c m ) for 
the faujasite and mordenite. The exchangeable cation sites 
have also been well described for the Y-zeolite structure, 
but the data compiled by Smith4 suggest that site dis­
tribution of cations is a function both of detailed material 
treatment and cation identity, and should preferably be 
determined on an individual basis, although some general 
trends are evident. The amount of data available on 
exchange cation sites in mordenite is much less abundant, 
and only recently have Smith and co-workers6,6 published 
the first results for a divalent exchange ion. The no­
menclature of Smith4-6 will be used in this paper to label 
cation sites.

We will present here7 extensive results of X- and Q-band 
EPR measurements on Gd3+ and Eu2+ in Y zeolite and 
mordenite over a wide temperature range, and for calcined 
and hydrated samples. Additional results on the EPR of 
Gd3+ in aqueous solution, Eu2+ in Eu20 3, and the chemical 
behavior of europium in zeolites, are combined with recent 
theoretical models of S-state ion EPR, and of magnetic 
resonance spectra of ions in glasses, and with published 
results on optical and EPR spectra of RE ions in glasses, 
to emerge with a comprehensive picture of the behavior 
of the ions in the zeolite lattices, the factors dominating 
the observed forms of the EPR spectra, and estimates of 
the magnitudes of the intrinsic ground state splitting 
parameters for the S-state ions in the aluminosilicate 
lattice. We give also, in section V(l), a brief, critical 
discussion of some previously published work on the EPR 
of Gd3+ and Eu2+ in synthetic faujasites.
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II. Theory.
11(1). F o r m  o f  t h e  S p in  H a m i l t o n ia n .  A full general 

treatment of the EPR of rare earth (RE) ions is given in 
the treatise by Abragam and Bleaney.8 There, the operator 
equivalents formalism for representation of the spin 
Hamiltonian is described in detail. The phenomenological 
Hamiltonian to be dealt with here consists only of terms 
corresponding to electronic Zeeman and effective crystal 
field (CF) interactions:

Jf =3f Zeeman + 3f'CF (1)

There is experimental justification for the omission of a 
hyperfine interaction term (3Chf), as will be seen later. 
Other smaller terms can also be neglected.

For the 4f7 (half-filled shell) ions, Gd3+ and Eu2+, the 
Russell-Saunders ground term is 8S7/2, so the general 
Zeeman interaction term:

^Zeeman = P H 'g 'J  (2a)
where H is the applied magnetic field; g is the electronic 
^-factor tensor; J is the total angular momentum = L +  
S; L  is the orbital angular momentum; S is the spin an­
gular momentum; d is the Bohr magneton; can be sim­
plified (for L = 0) to

^Zeeman — do/3H-S (2 b)

where g0 is the isotropic, free electron value. Expression 
2 b is adequate (for our purposes) even though the true 
ionic ground states are not pure 8S7/2, but rather, contain 
small admixtures of higher 6P7 /2 and 6D7;<2 states;9 these 
produce only a small shift in the g  value.

The small spin-orbit admixtures are, however, very 
important in that they mediate the interaction of the ion 
with the crystal field, which does not couple directly to the 
spins. They are thus responsible for the ground state 
splittings, and hence for the ligand effects in the EPR 
spectra. The explanation of the magnitudes of these 
splittings has evaded theorists for a long time, 10 and they 
are still not well understood (see following section); 
however, the operator equivalents parametrization of the 
effective crystal field interaction does not depend on the 
exact nature of the interaction mechanism, but does reflect 
the symmetry of the crystal field. For a cubic CF, this fine 
structure term has the form:

X '  CF = ( 1 /6 0  ) M 0 4° + 5 °4 4)
+ ( 1 /1 2 6 0 ) M 0 6° -  2 1 0 64) (3)

where the O kq are the spin operators of fcth degree, and 
the b k are the corresponding coefficients. For noncubic 
symmetries, second degree terms enter the Hamiltonian 
and, invariably, they are dominant. Hence, for our 
polycrystalline system, where the spectral line widths are 
large and orientational dependences cannot be measured, 
it is sufficient to restrict the Hamiltonian to terms of 
second degree in the spin operators:

3C'c f = ( 1 / 3  ) ( b 2° 0 2°  +  b 22 0 22 ) (4)

All physically distinct situations for this expression are 
included in the range 0  < |b22/^ 2°l -  1 , so that the ap­
propriate full-spin Hamiltonian for all but cubic crystal 
fields is

X  =  g 0 (iH -S  + (1 /3 ) ( b 2° 0 2°  +  b 22 0 22 ) (5)

Nicklin11 has computed the energy levels for this Ham­
iltonian for a spin S  =  7 /2 system for a full range of 
|h2°/H|. at selected values of \b22/ 6 2°| over the range 0  to 
1. The published calculations are restricted only in that

H  is constrained to the three principal axis directions of
(5).

There are two important extremes when perturbation 
theory approaches are appropriate, viz.: (a) the strong-field 
Zeeman effect limit, for ,'!CZeeman »  3CCf; and (b) the 
weak-field Zeeman effect limit or strong crystal field case, 
for 3Ccf »  3CZeeman. An important feature of the latter 
is that the effective g values of the allowed EPR transitions 
are independent of the actual magnitudes of h2° and b22, 
being completely determined by the ratio \b2 / b 2 \. The 
former case is typical for Gd3+ and Eu2+ in cubic crystals 
at X-band microwave frequencies.

11.(2) T h eo ry  o f  th e  S p in  H a m ilto n ia n  P a ra m e te rs . 
The long-standing inability to account for the magnitudes 
of the S-state ions’ ground state splittings has persisted 
despite the detailed analysis of splitting mechanisms such 
as was made by Wyboume.12 It is now recognized that the 
dominant contribution is not electrostatic, stemming 
instead from covalency effects due to overlap between the 
ion and the ligands. The most successful empirical model 
has been the recently formulated superposition model due 
to Newman and Urban.13 This model assumes that the 
total CF can be constructed from a sum of axially sym­
metric contributions from the ligands, and it can be applied 
to experimental spin Hamiltonian parameters if these 
result from processes linear in the crystal field. The model 
is parametrized in terms of intrinsic parameters, bk{R), 
which represent the axially symmetric contribution of a 
single ligand at a distance R  from the ion. Thus, for the 
spin Hamiltonian parameters of second degree:
b 2* = l K 2q (0i, 4>i) b 2 ( R i) (6 )

i

where the K 2q (0„ </>,) are the coordination factors for the 
¿th ligand located at position (R „ (/>,). The parameters
in the true CF potential are similarly decomposed:
A 2H r 2 ) = Z K 2q (Qi ,<t>i ) A 2 { R i) (7)

i

where the A 2(R) are the corresponding intrinsic param­
eters. For the second degree terms, q takes values 0 and 
2 .

The superposition model yields the result that the 
largest contributions to the intrinsic splitting parameter, 
b2, come from the relativistic crystal field and the cor­
relation crystal field; but, because these are cancelling 
contributions, the dominant resultant mechanism is the 
ordinary crystal field.9 However, this implies that the b2 
do not directly reflect the CF interaction that would be 
obtained, say, from optical data; even more emphatically, 
the experimental bkq do not directly reflect this interaction 
mechanism.

11.(3) E P R  S p e ctr a  o f  Io n s in  G la sses. It is relevant 
to introduce the subject of the spectra of glasses because, 
as will be seen, some of the spectra observed in this study 
closely resemble spectra of Gd3+ found in several glasses. 
The essential notion that will be repeatedly emphasized 
is that of the random character of the glass structure, 
which has the consequence of engendering a continuous 
range of small distortions of the local symmetry at the ion 
sites. Therefore, there will be a random distribution in 
the crystal field (and spin Hamiltonian) parameters as­
sociated with each basic ion site. This is a complication, 
not typical of polycrystalline powders, that can have 
profound influence on the experimental magnetic reso­
nance spectrum; it has been found to be important even 
for a single crystal of nonstoichiometric materials, where 
line shape can be dominated by randomness in a spin 
Hamiltonian parameter. 14
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The traditional method of treating this complication has 
been either (a) to ignore it and simply analyze the spec­
trum as for a polycrystalline powder, or (b) to introduce 
it artifically, post facto, by applying convolution methods 
to treatment (a). Such treatments have been criticized by 
Peterson and co-workers1516 who have recently presented 
a new statistical approach in which randomness is naturally 
introduced as a starting condition. We relate this approach 
only in enough detail to make the discussion in section
V.f4) readily understandable.

The central idea is to represent the experimental EPR 
spectrum ns a reduced probability density function (re­
duced pdf)- Randomness is introduced by writing the 
pertinent spin Hamiltonian parameters as random vari­
ables in a joint density function (jdf), with arbitrarily 
variable means and central moments, 17 from which the 
reduced pdf is generated. Thus, the spectrum can be 
described by a reduced pdf in either the field, H , or the 
effective g  value,18 g, given by pHW )  or pg(a), respectively. 
For an axial system, such as was treated by Peterson et 
al. , 15 the reduced pdf is generated from a joint density 
function in the random variables g|, g ±, 0, using the rules 
of random vector theory17 for making the appropriate 
transformations:
EPR spectrum (or some features thereof)

PhI0 )' IJg(H)I = Pg(a) (8 )

Pg(®) — f f P g & u y )  d/3 d y

= ffP 0 ,tn ,e i (5 > 7 ) d J e ,g „ ,g l (g , 8 1, ft)I d/3 dy
= //R»(S )Pgh gLW , T)‘ UfUn.gj(g , fl*.)l dj3 dy (9)

where Jx(r) is the Jacobian for the transformation of the 
random vector (variable) x to the random vector (varia­
ble)̂  a, a ' ,  /3, 7 , and 8 are dummy variables; and the fact 
that 0, the angle between the field and the symmetry axis, 
is an uncorrelated random variable has been used to 
decompose the three-dimensional jdf.

The variational problem is thus limited to the two-di­
mensional joint density function, pg\\̂ ±{0, 7 ), for which a 
convenient shape can be assumed, and its mean values, 
variances and covariances17 (the two-dimensional versions 
of the central moments), arbitrarily varied so as to generate 
the experimental spectrum.
III . Experim ental Section

m(l). M aterial P reparations and A nalyses. Rare earth 
ion-exchanged Y-zeolite materials were prepared from 
ultrapure Na-Y zeolite starting material by contact of the 
powder with the appropriate solution at room temperature. 
For the preparation of samples in which the paramagnetic 
rare earth is magnetically diluted by coexchange with La3+, 
0.3 N (0.1 M) solutions containing LaCl3 and MC13 in an 
n : l  mole ratio (where M is a trivalent rare earth ion) were 
used, with n = 50 or 9. (In the case of Ce3+, the nitrate 
salt was used instead.)

Selected materials were analyzed commercially19 for rare 
earth ion content, and the H20 content was checked by 
thermogravimetric analysis. The latter established a H20 
content of 240 molecules/unit cell in the original hydrated 
Na-Y zeolite material prior to exchange. Representative 
data on the rare earth ion concentrations and unit cell 
occupancies are tabulated in Table I, but, as is made clear 
in section V, essential results discussed were insensitive 
to dilution in the concentration ranges investigated.

Na/Gd mordenite was prepared by partial exchange of 
Na zeolon (large-port synthetic mordenite) in the manner 
described above. The zeolon starting material, and a 
sample partially exchanged with Eu3+, were obtained from

TABLE I: Data on Analysis of Representative Samples 
of Rare Earth Ion-Exchanged Y Zeolite

RE ions 
present

[RE ion] concn, 
wt %

Mean occupancies 
of RE ions per 

unit cell“
X y

La 9.60 1 2
La;Gd 9.92 0.15 12.3 0.17
La;Gd 6.50 0.70 7.9 0.8
La;Eu 5.61 0.12 7.2 0.14
La;Eu 3.30 0.34 4 0.37

Gd 2.75 3
Dy 7.06 8
Yb 5.68 6

a x  and y  are defined by the general unit cell formula 
N a 5 6 -3 (x + y ) L axM yA l5 6S i136O 384 -2 4  0 H JO.

Professor W. Delgass. Unfortunately, the zeolon contained 
a sizeable impurity of Fe3+ which showed prominently in 
EPR spectra if other paramagnetic ions were present only 
in very low concentration, unless the material was reduced 
(with hydrogen) in the pretreatment.

111(2). S a m p le  T r e a tm e n ts . Some spectra were re­
corded using samples that had not been pretreated, having 
simply been put in a closed tube with atmospheric am­
bient. Generally, though, the exchanged Y-zeolite samples 
were sealed in quartz tubes after degassing for 1  h at room 
temperature at 10' 3 Torr pressure; such treatment yields 
samples that are yet substantially hydrated. Dehyrated 
samples were sealed in vacuo after calcining at 825 K for 
15-20 h. Because it is always necessary to confine the 
material to the sample tube during pretreatment with a 
glass wool plug, slight paramagnetic contamination oc­
curred in a few instances when the plug was slightly 
charred. Q-band samples of Gd- and Eu-containing Y- 
zeolite samples were always pretreated in tandem with 
X-band samples by using a special dual tube arrangement; 
this guaranteed identity in sample pretreatments.

Special reduction and reoxidation experiments were 
performed on Eu-containing samples, including Y zeolite, 
mordenite, and Eu203 (Alfa inorganics; purity 99.99% on 
rare earth oxide base). Samples, in quartz EPR tubes 
fitted with high vacuum stopcocks, were first evacuated 
and calcined in vacuo at 825 K as previously described; 
they were then heated in 600 Torr of H2 for a period of 
18 h and sealed off as H2-reduced material. Samples in 
the reduced state were stored under the H2 gas ambient. 
Samples retaining the stopcock closure were later reoxi­
dized after EPR examination. After pumping off the H2, 
02 gas was introduced at pressures of 600 Torr and the 
sample heated to the desired temperature and maintained 
there for 1 2  h; after cooling the sample to room temper­
ature, the 0 2 was pumped off and the evacuated sample 
examined by EPR. This oxidation procedure could be 
subsequently repeated at progressively higher tempera­
tures, with EPR examination after each stage. To confirm 
the cyclic capacity of the reduction-oxidation sequences, 
fully oxidized samples were reduced again with H2 at 725 
K, examined by EPR, then reoxidized a second time and 
reexamined. The H2 gas (Liquid Carbonic, 99.99% purity) 
used in these experiments was further purified by passage 
through a Deoxo catalytic purifier and molecular sieve- 
containing cold trap. 02 gas (Liquid Carbonic 99.6% 
purity) was purified by vacuum distillation from a liquid 
nitrogen-cooled trap.

Degassed or untreated samples of europium containing 
zeolite were 7  irradiated at 77 K by exposure to 4.3 Mrads 
of 60Co radiation. Before spectroscopic examination, the 
sealed sample tubes were carefully flame annealed to
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remove paramagnetic defects; the sample was maintained 
at 77 K throughout this operation.

IH(3). S p ectro sco p ic  M easu rem en ts. EPR spectra were 
obtained using commercial Varian spectrometers: the E-12 
at X-band (9.3 GHz) with either a rectangular TE102 mode 
cavity or a TE104 mode dual cavity, and the V4561 at 
Q-band (34 GHz) with a cylindrical TEon mode cavity. All 
spectra were recorded with 100-kHz modulation. Tem­
peratures from 77 K to room temperature (295 K) were 
accessible with conventional insert dewar and variable 
temperature (E257) accessories; measurements at 4.2 K 
were obtained using a special liquid helium insert dewar 
having a narrow tail that fits into the X-band microwave 
cavity.

Effective g  values were measured by comparison with 
standard pitch (g — 2.0028) or DPPH (g = 2.0037) signals. 
The use of the dual cavity in X-band experiments en­
hanced the accuracy of these measurements. In addition, 
nonlinearity of the magnetic field sweep was corrected for 
by making absolute field measurements with a Nuclear 
Magnets Corp. precision gaussmeter with ancillary power 
amplifier (Boonton Radio Co., Type 230 A) and frequency 
counter (Hewlett-Packard, 5245 L).

Microwave power saturation studies were routinely 
performed. For the S-state ion X-band spectra, these 
studies were exhaustive at both 295 and 77 K, with the 
applied power in the range 0.01-200 mW. The low power 
extremes of this range were facilitated by a low power 
bridge accessory. Difficulties were encountered in the very 
high power range for hydrated zeolites, the high H20 
content causing substantial microwave loss at room 
temperature.

Zero-field paramagnetic resonance experiments were 
attempted on Y-zeolite samples containing Eu2+ and Gd3+. 
The spectrometer was the broad-band frequency sweeping 
instrument described by Bernstein and Dobbs.20 Both 
resonant cavity and helix modes of operation were tried, 
so as to cover the frequency range 1 - 8  GHz. No signals 
were seen; this might have been due to instrument in­
sensitivity. However, an intrinsic problem lies in the EPR 
signal line widths; the square wave modulated (100 G 
maximum excursion) difference method of detecting the 
resonance puts a modest upper limit on the line width of 
signals that can be readily observed.

Aqueous solution spectra at 295 K were obtained with 
the use of a special flat cell designed for that purpose.
IV. Results

IV(1). S -S ta te  Ion s at X  B an d . In Table II are collated 
the data on the principal features of the X-band spectra 
of Gd3+ and Eu2+ in Y zeolite, and it is immediately 
striking that many lines appear that have effective g  values 
which are much greater than 2 .0 0 , so that the situation 
being dealt with is quite unlike that typical for the more 
common ionic hosts. It is also at once apparent that the 
spectra are significantly affected by the state of the zeolite 
and, further, that there are important dissimilarities in the 
spectra of these isoelectronic and otherwise very similar 
ions. We consider these results in more detail.

(A) G d 3+ in  H y d r a te d  Z e o lite s . Figure 1 shows the 
appearance of the spectrum of Gd3+ in a sample of hy­
drated Na/Gd-Y zeolite. At room temperature (nominally 
298 K), virtually all of the resonance intensity is in a broad 
(A/ipp = 350 G), fairly symmetric line at g  =  1.99; other 
lines are visible at low field (i.e., high g eff), but are very 
minor features of the spectrum as is evident from Figure 
la. There is a drastic change in the form of the spectrum 
when the sample is cooled to 77 K (Figure lb); much 
intensity is in a line at g -  1.98, but now its symmetry is

TABLE II: Principal Features of X-Band Spectra of 
S-State Rare Earth Ions in Y Zeolite

(i) Gd3+
Hydrated Calcined

298 K 77 K 77 K

g g
value Aifpp, G value G value

1.99 350 1.98 245 
2.4

1.95 380

2.79 2.78
3.5

5.90 150 5.90 140 5.84 1 1 0

13.0 13.5 14.3
~50

(ii) Euî+ at 77 K
Hydrated ( y  irradiation) Caicined/H2 reduced

g g
value Aifpp, G value Aifpp, G

~ 2 . 0 (obscured) 1.9
2.26

2.83 2 . 8 6

4.89 250-300
5.95 155 6 . 0 0 >150

~15

Figure 1. EPR spectra of Gd3+ ions in hydrated Na/Gd-Y zeolite and 
Na/Gd mordenite: (a) the Y zeolite at 298 K; (b) the Y zeolite at 77 
K; (c) the mordenite at 298 K; (d) the mordenite at 77 K.

considerably distorted by new signals appearing on its 
low-field side, and the relative intensities of low field lines 
have become markedly enhanced. In particular, two 
additional lines which are very prominent in this spectrum 
are identified by g values of 5.90 and 2.79, the latter being 
part of the asymmetric complex signal in the region of the 
low-field lobe of the principal line.

Figures lc and Id illustrate that the behavior just de­
scribed for the Y zeolite is quite faithfully duplicated by 
the Gd3+ ion spectra for a hydrated sample of Na/Gd- 
mordenite. The line width of the 298 K signal is sub­
stantially larger in this sample (Affpp = 600 G), and the
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Figure 2. Effect of room temperature evacuation on the spectrum of 
Gd3+ ions in Na/La/Gd-Y zeolite (La:Gd ~  50:1): (a) untreated hydrated 
sample at 298 K, and (b) at 77 K; (c) 298 K spectrum after 5-min 
evacuation; (d) sample evacuated for 60 min observed at 298 K, and 
(e) at 77 K.

features at 77 K are less sharply resolved, both probably 
attributable to a higher Gd3+ concentration in the mor- 
denite.

The spectrum of the Gd3+ ions in the Y zeolite remains 
essentially unchanged in form upon extensive magnetic 
dilution by coexchange with La3+ ions, demonstrating that 
no important features of the spectra are caused by pairs 
or higher aggregates of Gd3+ ions. The sensitivity of the 
spectral form detail to even the mildest dehydration 
treatment is best demonstrated by a sample of “hydrated” 
Na/La/Gd-Y zeolite with a 50:1 La:Gd ratio. Figure 2 
shows spectra of this material as a function of the duration 
of room temperature degassing pretreatment. The 
spectrum of the untreated material (Figure 2a) at 298 K 
shows only the symmetric line at g = 1.99, here with the 
sharpest of the room temperature line widths observed; 
the data in Table III(ii) indicate how this line width varies 
in concert with the Gd3+ concentration. At 77 K the g  =  
1.99 line is very sharp (AH pp = 40 G), retaining its first 
derivative shape although the low-field lobe has a much 
smaller second moment than the high field lobe; the g 
values of the other main features of the 77 K spectrum are 
shifted slightly from those listed in Table II(i), occurring 
at g =  2.83 and 5.84 compared to 2.79 and 5.90, respec­
tively. The facile broadening of the g  =  1.99 line with 
evacuation is apparent from Figure 2c where the sample 
had been pumped for only 5 min. After 60 min pumping, 
the low field (g = 5.84) line has become readily visible and 
the g  =  1.99 line has broadened further; at 77 K, the g  =  
5.84 and 2.83 lines have become very prominent, and the 
low-field lobe of the g  = 1.99 line is no longer visible. 
(There is a small sharp line at a g value of ~ 2.1 which is 
due to a small impurity of Cu2+ and is not in fact a part

TABLE III: Line Width Variations of g  ~ 2 Line for 
Gd3+ in Y Zeolite and in Aqueous Solution

(i) Gd(N03) 3 solution

Gd3+ ^^PP’ Cr
cone, % 298 K 77 K

1 350 1080
0 . 1 450
0 . 0 1 520

(ii) (Untreated) Hydrated Y Zeolite

La *. * T-i r*
[Gd3+], Gd

Sample wt % ratio 298 K 77 K
Na/Gd-Y 2.75 0 350 245
Na/La/Gd-Y 0.70 9:1 300
Na/La/Gd-Y 0.15 50:1 265 40

(iii) Effect of Partial Dehydration by Room Temperature 
Evacuation on Na/La/Gd-Y Zeolite (50 : 1)

Duration of degassing 
treatment, min

Aifpp, G
298 K 77 K

0 265 50
5 400

60 530 Undefined
(iv) Calcined Y Zeolite at 77 K

La :
Gd

Sample ratio AHpp, G
Na/Gd-Y 0 380
Na/La/Gd-Y 50:1 Undefined

of the Gd3+ spectrum.) There are summarized in Table 
IH(iii) the line width variation data illustrated in Figure
2 .

(B) G d 3+ in  A q u eo u s S o lu tio n . In order to compare the 
behavior in the hydrated zeolite with that of Gd3+ in 
aqueous solution, spectra were obtained for Gd(N03) 3 

solution at various concentrations. The spectrum in each 
case, at 298 K, consisted of a broad, symmetric line with 
a g  value at 1.995. The line width increased with dilution; 
the data on this are listed in Table III(i). A 1% solution 
gave a line width equal to that of the Na/Gd-Y zeolite 
sample at 298 K (A£fpp = 350 G); freezing the solution to 
77 K produced no new spectral features; instead the signal 
remained symmetric but broadened considerably (by a 
factor of ~3).

(C) GdLi+ in  C a lc in e d  Z e o lite s . Calcining of the Na/ 
Gd-Y zeolite at 825 K resulted in the spectrum shown in 
Figure 3a; this will subsequently be identified as the U 
spectrum. Compared with the low temperature spectrum 
of the hydrated sample (Figure lb), much similarity is 
apparent, except that the low field lines at g  =  5.84 and
2.78 have become very prominent; the latter is no longer 
flanked by the unresolved components at g =  2.4, and the 
former is shifted slightly so that its g value coincides with 
that found in the degassed Na/La/Gd-Y zeolite of Figures 
2b and 2e. In addition, there is a small but unmistakeable 
new feature at very low field (g ~  50), and the prominent 
line now appearing at g = 1.95 shows a better defined 
low-field lobe than in any other sample observed at 77 K. 
Despite disparities in line shape detail, Figure 2e is ma­
terially the same as Figure 3a, and is thus also the U 
spectrum. For comparison, Figure 3b shows the spectrum 
of calcined Na/Gd mordenite; unlike the situation with 
the hydrated samples, marked differences are apparent 
between the spectra of the calcined samples. In particular, 
the sharpest prominent feature in the case of the mor­
denite occurs at a g value of 4.93 (A H PP =  190 G), and has
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Figure 3. Comparison of the EPR spectra of Gd3+ and Eu2+ in calcined 
zeolites: (a) Na/Gd-Y zeolite; (b) Na/Gd mordenite; (c) Na/Eu-Y zeolite; 
(d) Na/Eu mordenite.

no counterpart in the Y-zeolite material. Only very weak 
evidence of the prominent g  = 5.84 and 2.78 lines occurs 
in the mordenite, the former as a low-field shoulder to the 
g = 4.93 line, the latter'as a small bump in a very broad, 
featureless but strong absorption that extends through and 
beyond the g = 2 region. (There is a very small, sharp line 
superimposed on the broad line in the g =  2  region; this 
is attributed to an impurity.)

The spectrum of Figure 3a is temperature invariant over 
the range 77-295 K. At 4.2 K, there is a marked di­
minution in the relative amplitude of the g = 1.95 signal, 
but the form of the spectrum is otherwise unchanged. This 
constrasts with the demonstrated temperature dependence 
of the U spectrum in the degassed material (Figures 2e and 
2 d).

(D) E u 2+ in  C a lc in e d  Z e o lite s . The spectrum of Eu2+ 
is obtained when the Eu3+ exchanged zeolite is calcined 
in vacuo, or reduced at high temperature in the presence 
of H2 gas. The essential data appropriate to the resulting 
spectra are tabulated in Table II(ii). In Figure 3c is shown 
a typical spectrum obtained by calcining a sample of 
Na/Eu-Y zeolite at 825 K. Juxtaposed to the spectrum 
of the calcined Na/Gd-Y zeolite shown in Figure 3a the 
marked difference is immediately obvious. The most 
prominent line in the Eu2+ spectrum is a fairly narrow line 
(A/ipp ~ 250-300 G) with g =  4.89, which has no parallel 
in the Gd3+ spectrum in the Y zeolite, but rather corre­
sponds closely to the g  = 4.93 line for Gd3+ in the calcined 
mordenite. In one Y-zeolite sample, this signal appeared 
at a slightly shifted field position (g = 4.55), but the higher 
g  value was otherwise general. The prominent features of 
the Gd-Y zeolite spectrum do indeed appear in the Eu-Y 
zeolite spectrum as secondary features: a line with g = 6.00 

is partially resolved on the low-field side of the principal 
line, and the peak at g = 2 .8 6  is evident, although not as 
dramatically outstanding. The other very important 
difference lies in the low absorption intensity in the g  =  
2 region for the Eu2+ spectrum. Also, there is no resonance 
at extremely low fields (in the g ~  50 region).

HYDRATED

(A)

H

Figure 4. Comparison of the EPR spectra of Gd3+ and Eu2+ in hydrated 
Y zeolite: (a) 7 -irradiated hydrated Na/Eu-Y at 77 K; (b) hydrated 
Na/La/Gd (50:1) Y at 77 K.

Figure 3d shows a spectrum of a calcined sample of 
Na/Eu mordenite. It is seen that the main features of 
Figure 3c are reproduced in form, if not in detail. (The 
small, sharp feature on the high-field side of the g = 4.89 
line is due to an incompletely reduced impurity of Fe3+). 
The contrast must be drawn between the similarity of the 
Eu2+ spectra in calcined Y zeolite and mordenite, and the 
disparity of the Gd3+ spectra in the same materials.

Magnetic dilution of the europium by coexchange with 
La3+ did not affect the spectrum shown in Figure 3c, 
indicating, as in the case of Gd3+, that none of the features 
are caused by pairs or larger clusters of Eu2+ ions. It is 
noted that, unless reduction is complete, Eu3+ itself acts 
as a diamagnetic diluent of Eu2+ (although special 
problems might arise if there were rapid electron exchange 
in Eu2+-Eu3+ pairs). The spectrum is also temperature 
invariant between 77 and 295 K, and at 4.2 K, only minor 
changes in the relative intensities of the components 
appear.

(E) E u 2+ in  H y d ra ted  Z e o lite s . The spectrum of Eu2+ 
in a (partially) hydrated Y zeolite was obtained from a 
Na/Eu-Y zeolite sample 7  irradiated at 77 K. The 
spectrum shown in Figure 4a is that from a sample that 
had been pretreated by pumping at room temperature for 
90 min; for comparison, there is juxtaposed in Figure 4b 
a reproduction of Figure 2e showing the spectrum of 
Na/La/Gd-Y zeolite (50:1 La:Gd ratio) that had been 
prepumped at 298 K for 60 min. The similarities in the 
prominent features at g =  2.83 and g ~ 5.9 are obvious. 
(The very sharp signal at g = 4.34 of the Eu sample is due 
to an impurity of Fe3+; this spectrum was obtained from 
an earlier, less pure batch of Y zeolite.) There is clear 
evidence in the Eu2+ spectrum of an ion-related signal in 
the g  ~  2 region, analogous to that in the Gd3+ spectrum; 
however, this feature is partially obscured by sharp, strong 
signals due to radiation-induced defects in the zeolite 
(trapped H- atoms, and hole and electron centers). Table 
II(ii) contains the data on the Eu2+ ion in the hydrated host 
as well. The contrast with the calcined material is ap-

The Journal of Physical Chemistry, VoL 81, No. 5, 1977



EPR of Rare Earth Ions in Zeolites 441

Gd3+ (Hydrated) Gd3+ (Calcined) Eu2+ (H2 Reduced)

'V Y -  Zeolites at Q -  Band
Figure 5. Q-band EPR spectra of Gd3+ and Eu2+ in Y zeolite: (a) 
hydrated Na/Gd-Y at 77 K; (b) calcined Na/Gd-Y at 77 K; (c) H2 reduced 
Na/Eu-Y at 298'K.

parent from the comparison of Figures 4a and 3c.
(F) M icrow ave Pow er S a tu r a tio n  B eh a v io r  in  Z e o lite s . 

The detailed examination of the microwave saturation 
behavior of these S-state ion spectra failed to reveal any 
additional information. Differential saturation of the 
various signals was observed at the highest H x fields in the 
cases of multicomponent spectra. For example, in the case 
of Gd3+ in calcined Y zeolite, the low field signals saturated 
less readily than the g = 2.0 signal. This established, with 
a high degree of confidence, that the main components in 
the spectrum are not simply the components of the same 
anisotropic (orthorhombic) transition; beyond that, its 
implications are not unequivocal.

(G) E u 2+ in  E u 20 3. The spectra of Eu2+ so far reported 
are very unusual indeed; not only do signals appear at very 
high effective g values, but there is also the complete 
absence of any hyperfine structure typical of the two 
magnetic isotopes 151Eu(/ = 5/2) and 153Eu(7 = 5/2). In 
an attempt to observe the spectrum of Eu2+ in a more 
conventional ionic host solid that might yet provide an 
unusual crystal field environment, a study was made of a 
sample of Eu203 that had been calcined in a reducing 
atmosphere of H2 gas. A weak ESR signal consisting of 
a single line with g = 4.89 (A7/pp = 180 G), having a 
low-field shoulder in the g ~ 6  region, was obtained. A 
second weak, very sharp signal, with g = 2.0028 and AH pp 
= 6  G, was also obtained. Both signals were readily es­
tablished as being due to reduction products that could 
be reoxidized; reheating the reduced sample in an 0 2 

atmosphere at 525 K was sufficient to destroy both signals, 
although both signals partially survived oxygen treatment 
at 375 K.

IV. (2) S -S ta te  Io n s at Q  B a n d . (A) G d 3+ in  Y  Z e o lite .  
The spectra of the Gd3+ and Eu2+ in Y zeolite proved to 
be strongly microwave frequency dependent in the 9- 
35-GHz range. In Figure 5 are retraced the principal 
features of the spectra recorded at Q band (34 GHz); for 
both Gd3+ and Eu2+, the signal intensity is concentrated 
entirely in the region close to g  = 2 , in dramatic contrast 
to the corresponding X-band spectra. It must be noted 
that in each case, very weak signals (not shown) were 
observed at low field (high g value), but these were in all 
cases of negligible consequence, being more than two orders 
of magnitude (—160 times) lower in intensity than the 
principal absorption. In Figure 5a, the 77 K spectrum of 
Gd3+ in hydrated Y zeolite is shown; that is to be compared 
with Figure lb which showed the X-band spectrum of the 
same material. The single g = 1.98 line (Af7pp = 235 G) 
is sharper than the comparable line at X band, strongly

Figure 6. Effect of progressive reoxidation on the spectrum of Eu2+ 
in Y zeolite: (a) sample after H2 reduction at 725 K; (b) sample after 
prolonged exposure to several Torr pressure of air at 298 K; (c) sample 
after heating to 373 K with 100 Torr of 02.

manifesting the tendency of the spectrum to collapse 
around the free-ion g  value at high microwave frequency. 
The marked temperature dependence of the spectrum of 
the hydrated material at X band is also lost at Q band, the 
298 K spectrum being essentially unchanged from the 77 
K spectrum illustrated (the line width is identical, although 
there is a small shift in the measured g  value to 1.99).

Calcining the Na/Gd-Y zeolite material results in the 
spectrum shown in Figure 5b, which is to be compared with 
the corresponding X-band spectrum shown in Figure 3a. 
The line width is seen to be considerably broader in the 
calcined material (A77pp = 700 G) than in the hydrated 
analogue at Q band; in addition, there are weak flanking 
shoulders on both the low and high field sides of the main 
(g  = 1.98) line. It should also be noted that for both 
hydrated and calcined samples, as can be seen from Figures 
5a and 5b, the second moments of the derivative signals 
are larger on the high field side than on the low field side.

(B) E u 2+ in  Y Z e o lite . In Figure 5c is shown the 
spectrum due to Eu2+ formed by high temperature re­
duction; the corresponding X-band spectrum is the one 
shown in Figure 3c. Although the spectrum has begun to 
collapse toward the free-ion g value, it remains more 
complicated than the Gd3+ ion spectra in Q band; four 
major components can be distinguished, with effective g  
values of 2.4, 2.1,1.985, and 1.75. In the X-band spectrum 
of this material, there are no dominant sharp features with 
g <  2.5, although there is broad absorption intensity 
throughout the region.

IV.(3) R e d o x  B eh a v io r  o f  E u ro p iu m . It was readily 
established, through a series of reduction and reoxidation 
experiments, that the europium ions in the Y zeolite could 
be cycled between the divalent and trivalent states. The 
reoxidation experiments were also very informative in 
another regard, since they reveal some essential differential 
behavior in the ions responsible for different features in 
the spectrum. Figure 6  shows the result of progressive 
reoxidation of a Na/Eu-Y zeolite that had been reduced 
with H2 at 725 K. In Figure 6a, the spectrum of the sample 
following the initial reduction is presented. The sample
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Figure 7. Effect of air on the spectrum of Eu2+ in mordenite: (a) sample 
after H2 reduction at 725 K; (b) sample, containing several Torr pressure 
of air, after prolonged exposure to this pressure at 298 K; (c) sample 
as in (b) after pumping the air off at 298 K.

was stored at room temperature in a tube equipped with 
a high-vacuum stopcock which leaked a moderate amount 
of air over a 2 -month period; the spectrum at that stage 
was as presented in Figure 6 b. The transformation is 
modest, but significant; the relative signal intensity of the 
dominant g = 4.89 line is diminished, with the concomitant 
relative enhancement of the lines at g -  6 .0 0  and 2 .8 6 . 
This behavior is paralleled by the Eu2+ in mordenite and, 
as Figure 7 illustrates, the effect is ever, more dramatic. 
Because the Eu3+ concentration was fairly high in the 
mordenite material, the spectrum of the extensively re­
duced sample, shown in Figure 7a, has its detail obscured 
through spin-spin interaction line broadening; after 2 

months, the spectral resolution has dramatically improved, 
with the g  = 4.89 line suppressed more completely than 
the g  = 6.00 and 2.86 lines. In the mordenite material, 
unlike the case of the Y zeolite, the presence of gaseous 
0 2 in the sample tube had a very marked effect on the 
appearance of the spectrum, for when the air was pumped 
off at room temperature, the intensity of the g = 4.89 line 
shows a pronounced relative enhancement (Figure 7c). 
The suppression of signal intensity by gaseous 02 is clearly 
selective for the g = 4.89 line in the mordenite.

One sees reinforced further in Figure 6 c that the Eu2+ 
ions responsible for the signal at g =  4.89 are chemically 
distinct from the others in that they are more readily 
susceptible to oxidation. The sample at this stage had been 
exposed to 02 at 373 K; a substantial concentration of Eu2+ 
remains, but the g = 4.89 signal has clearly been more 
effectively eliminated. The signals at g = 6.00 and 2.89 
appear to behave in concert throughout, maintaining the 
same relative intensities. Treatment with 02 at 515 K was 
sufficient to eliminate completely the g = 4.89 signal, but 
there were weak residual signals at g =  6 .0 0  and 2 .8 6  after 
12 h of such treatment. No trace of the Eu2+ spectrum 
remained after treatment with 02 at 725 K.

In Figure 6 c there appears a very sharp feature of large 
signal amplitude in the g  = 2 region. The signal is 
asymmetric with g  = 2.0029 and line width AHpp = 6.5 G. 
While it is not definitively identified, this signal is ascribed 
to an oxo species that is formed at moderate temperatures 
(it is not formed at rocm temperature), but is unstable at 
high temperatures; 02 treatment at 515 K 'Causes the signal 
intensity to decrease, and following 02 treatment at 725 
K, the signal is completely absent.

IV.(4) N o n -S -S ta te  Io n s. We are not aware of any 
previous publications on the EPR spectra of non-S-state

TABLE IV : Parameters of Dominant Features of 
Non-S-State Rare Earth Ion Spectra at X  
Band in Y  Zeolite“

Hydrated Calcined

Ion g  value Aifpp, G g  value A#pp> G
Ce3+ 1.98 2500 1.64 1900
Nd3 + 2.73 1250
Tb3 + 8.3 (22) 700
Dy3+ 5.45 1270 7.80 960
Ho3+ 17.5 350
Er3 + 6.55 1240 7.12 760
Tm3 + 9.2 (17.7) >600 . .. ~
Yb3+ 3.45 2550 /  4.77 ( >220

) 2.98 \  > 640

“ No resonances were observed for samples containing 
Sm3+ and Pr3+, and the radioactive ion Pm3* was not 
studied. • •;

HYDRATED CALCINED (55QEC)

(E) Y b (4 f13) (F)

Figure 8. EPR spectra of Kramers ions in Y zeolite—Er3+, Dy3+, and 
Yb3+: (a) Er3+ in hydrated sample; (b) Er3+ in calcined (825 K) sample; 
(c) Dy3+ in hydrated sample; (d) Dy3+ in calcined (825 K) sample; (e) 
Yb3+ in hydrated sample; (f) Yb3+ in calcined (825 K) sample.

RE ions in glasses or disordered solids; for this reason some 
results obtained from measurements on partially ex­
changed Y zeolites at 4.2 K are included here. Data on 
degassed and calcined samples for each ion are compiled 
in Table IV and some representative spectra are shown in 
Figures 8 and 9. The line widths are extremely large; in 
general, ranging from 650 to 2550 G for the Kramers ions, 
viz. Ce3+, Nd3+, Dy3+, Er3+, and Yb3+. Calcining caused 
changes, typically, in the widths, shapes, and positions of 
the signals, as illustrated in Figure 8 for some Kramers 
ions; in the case of Nd3+, no signal was observed in the 
calcined material. This disappearance of the signal upon 
calcining occurred in all cases for the non-Kramers ions, 
Tb3+, Ho3+, and Tm3+, which were also distinguished by 
the very unusual signal line shapes in the hydrated ma­
terials, as illustrated in Figure 9. In the case of Ho3+, the 
signal was unusually weak even in the hydrated material.

The extremely broad aspects of these signals, devoid of
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HYDRATED

ÜSÇ. H----------- ►H

Tm 3+

,Figures. EPR:spectra of non-Kramers ions in Y zeolite: (a) Tb3+in 
hydrated sample; (b) Tm3+ in hydrated sample.

sharp features, prohibit meaningful analyses of these 
spectra; they will not be discussed further. A possible 
qualitative rationale for the line shapes in the case of 
non-Kramers ions has been advanced by Iton.21

V . D iscussion
The discussion is structured around the X-band spec­

trum of Gd3+ in calcined Y zeolite—the U spectrum. 
Similar spectra have been observed in a variety of glasses 
doped with Gd3+, e.g., methanol glass,22 borate glasses,22,23 

phosphate (ZnO-P2Q5) glasses,23,24 a chalcogenide (Tl2- 
SeAs2Se3) glass,25 silicate glasses;11,23 the same spectrum 
was also found for Eu2+ in a ZnOP205 glass.24 We regard 
this ubiquitousness as an integral feature which must be 
explained in any interpretation of these results, and ac­
cordingly present a detailed qualitative argument to the 
effect that the* form of the U spectrum is actually a 
consequence of the randomness characteristic of glasses, 
and should not be approached from the viewpoint of a few, 
specific, well-defined site symmetries, even when the 
matrix is a crystalline zeolite.

With this realization, temperature-, valence-, material 
state-, and host-dependent variations in the spectra are 
considered, yielding plausible conclusions regarding cation 
site locations and atomic environs of the S-state ions in 
the zeolites. In the course of this, some more generalized 
inferences will be made regarding RE ion-ligand inter­
actions in glasses and crystals. Much corroborative use 
is made of results from optical studies of non-S-state ions, 
particularly Eu3+ fluorescence, since the S-state ions have 
no f-f absorptions in the visible. Parallel reasoning of this 
nature has also been employed by Newman and Urban13 

in deriving intrinsic parameter values in the superposition 
model. It is first necessary, however, to remark on previous 
interpretations of these spectra in zeolites and in glasses.

V.(l) P rev iou s In te rp reta tio n  in  Z e o lite  S y stem s. The 
only other published work on the EPR of Gd3+ and Eu2+ 
in zeolites is that of Nicula;25,26 we contradict many of those 
results and interpretations. That work reported X-band 
spectra of hydrated and calcined Y-zeolite containing Gd3+ 
and Eu2+, and also the X zeolite analogues containing 
Gd.3+ First, many of the reported g values are incorrect, 
particularly those for the important low field signals 
corresponding to g  values > 2.5 (this is due to nonlinearity

in the magnetic field sweep; similar errors seem to have 
been made in some reports on glasses23). Hence, calculated 
specific point symmetries are subject to these errors, and 
the assignments of axial, rhombic, hexagonal, and trigonal 
symmetry sites in the weak-field Zeeman effect limit to 
features of the U spectrum are undermined. Moreover, 
as will be elaborated upon, we consider the approach of 
assuming a distinct site symmetry for each spectral feature 
to be inappropriate, and our Q band results suggest that 
the zero field splittings may not be sufficiently large for 
the perturbation treatment in the strong CF limit to be 
valid at X band. (An even stronger argument for this 
assertion is given in the next section.) It might be added 
that at the level of our approximation, i.e., eq 5 , axial, 
hexagonal, and trigonal point symmetries are indistin­
guishable, all being characterized by having b22 = 0 ; 
however, the fluorescence spectra for Eu3+ in both Y zeolite 
and the glasses indicate that the point symmetries at the 
cation sites are orthorhombic or lower, so that these as­
signments are questionable on this basis as well. [See 
section V(3).]

Most dubious of Nicula’s interpretations, we feel, is that 
of attributing signals to the Eu2+ ion in material in which, 
chemically, only Eu3+ could be expected. We claim to be 
able to show unequivocally that such assignments are 
incorrect, recognizing that the Eu3+ ion (4f®) has a dia­
magnetic ground state (7F0). In untreated hydrated zeolite 
exchanged with Eu3+ ions, no Eu2+ is expected to be 
present; the appearance of a very broad signal (AH pp >  
1100 G, g ~ 2.2-2.6 ) at 77 and 295 K in such samples 
seems to require the presence of Fe3+, identifiable by a 
sharp signal at g  = 4.3. Both of these signals were mis- 
assigned as being due to Eu2+. We find that they are 
eliminated by H2 reduction at 725 K, but are regenerated 
under strenuous reoxidation conditions (02 at 725 K), so 
the chemical situation is incompatible with the Eu2+ as­
signment. The same behavior is exhibited by impure 
mordenite samples, but is absent in purer Y zeolite ma­
terial. Analysis of a sample of the material used by Nicula 
established an iron content of 450 ppm. We suggest that 
the broad signal is due to a ferrimagnetic Fe304 impurity, 
an assignment chemically compatible with the observa­
tions; such signals have previously been identified in 
zeolites containing iron impurities.27,28 The tempera­
ture-dependent g  value and markedly non-Curie behavior 
of the signal intensity suggest that it is a ferromagnetic 
resonance signal; a possibility such as Eu304 is discounted 
because it is an antiferromagnet with TN = 5 K.29 (EuO 
is chemically unsupportable and has T c = 69 K; Eu203 did 
not give an EPR signal prior to treatment.)

V.(2) P rev iou s In te r p r e ta tio n  in  G lasses. The X-band 
U spectrum is readily recognized, by the high g values of 
some of the lines, as corresponding to systems outside the 
common strong-field Zeeman effect limit. The frequency 
dependence between 9.2 and 34 GHz in Y zeolite is the 
same as that found by Nicklin for the silicate glass sys­
tem,11 so that the problem of interpretation is identical for 
that, and we assert, for other glasses as well.22' 25 The acute 
frequency dependence of the spectra makes it clear that 
the zero-field splittings are comparable to the X-band 
microwave quanta in energy. Earlier attempts at inter­
preting the U spectrum have been manifestly inadequate, 
but the more recent analysis of Nicklin et al.30 has been 
extremely thorough and is worthy of special attention.

That interpretation is based on the assumption of three 
distinct types of Gd3+ sites being responsible for the three 
main features of the spectrum. The component with g  ~
2 .0  is attributed to ions in cubic or rhombic sites where
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the crystal field splittings are small (strong-field Zeeman 
effect limit). The signal at g = 5.9 is assigned to ions in 
strong crystal fields of cubic symmetry, having the r 7 

doublet as the zero-field ground doublet. (Such a doublet 
would, in theory, give rise to an isotropic transition with 
g = 6.00.) The signal at g -  2.8-2.9 is attributed to ions 
in sites having orthorhombic or lower symmetry, with b2 
= 2.06 GHz and b22 = 1.86 GHz, in the Hamiltonian of eq
5. The calculated zero-field splittings of the doublets in 
such a crystal field are11 11.3, 7.6, and 10.2 GHz; our at­
tempt to observe a 7.6-GHz zero-field transition was 
unsuccessful; the higher energy transitions are outside the 
operating range of our zero-field spectrometer.20

The Nicklin et al. interpretation is perhaps the best 
possible in that framework, recognizing that for ortho­
rhombic or lower symmetries important spectral features 
may arise for magnetic field directions away from any of 
the principal axes of the Hamiltonian (5). Our reservations 
about this interpretation stem from: (a) the need to use 
two markedly different sets of spin Hamiltonian pa­
rameters to account for the lines at g =  5.84 and 2.86, 
which, experimentally, always occur together, and, in 
reoxidation of Eu2+, also are annihilated in concert; (b) 
optical data which indicate that the site symmetries are 
much lower than cubic (See following section.); (c) the 
absence in all of the literature of large zero-field splittings 
for these S-state ions in cubic symmetry sites, i.e., large 
enough to allow a weak-field Zeeman effect limit treat­
ment; indeed, the other extreme is usually the case. (There 
is a singular exception to this, the case of Tb4+ in Th02,8 

where the degree of covalency is believed to be very high.);
(d) the form of the spectrum at very low frequencies.

This last point has generally been overlooked in previous 
attempts to analyze the X-band U spectrum. Garif yanov 
et al.22,31 have found that for methanol and borate glasses 
between 0.1 and 0.6 GHz, the U spectrum collapsed to a 
single line having g = 4.7. Now, any signal assigned with 
the assumption of the weak-field Zeeman effect limit at 
X band must perforce show no field dependence at lower 
frequencies; the significance of the low frequency result 
is to cast doubt on any  such assignments except for lines 
with g ~ 4.7. Actually, because the signal at 260 MHz is 
so broad22 (70 G; which would correspond at this frequency 
to a range in g values from 41 to 2.5, about the peak value 
of 4.7) such X-band assignments cannot be rigorously 
excluded; however, the absence of distinctive features at 
positions corresponding to prominent X-band features is 
suggestive. This result will be used later to justify the use 
of the weak-field Zeeman effect limit in interpreting the 
X-band g = 4.9 line in calcined Eu2+-containing materials.

Nicklin et al.30 do acknowledge the possibility that a 
single type of site with b2 values distributed over a wide 
range could give rise to all the spectral features. This is 
essentially the viewpoint being promulgated here, and 
some evidence obtained from optical studies reported in 
the literature is now reviewed to buttress this argument.

V.(3) E v id e n c e  frorr. O p tica l S tu d ie s  o f  G la sses. The 
results from optical spectroscopy of RE ion-containing 
glasses point unequivocally to the existence of a wide 
distribution of low symmetry sites. It is argued on this 
basis that the interpretation of the EPR spectra of the
S-state ions in zeolites must be approached in the same 
way since randomness is the common property of the 
glasses that is usually distinctive to these noncrystalline 
matrices, but which can be expected in Y zeolite, unlike 
usual polycrystalline powders. The low symmetry of the 
RE ion environment in glasses is confirmed by fluorescence 
spectra of Eu3+. Complete lifting of the degeneracies of

the 5D0-7F2 (fivefold) transitions demonstrates that the 
local site symmetries are orthorhombic or lower.32 A 
similar result obtained for Eu3+ in hydrated Y zeolite in 
the Raman spectral studies of Beuchler and Turkevich33 

establishes the same conclusion for the zeolite hosts.
Several interpretations of the optical spectra have been 

suggested. Rice and DeShazer34 concluded that the ab­
sorption spectra of Eu3+ in phosphate or borosilicate 
glasses could be explained by assuming three different 
basic types of C s site symmetry, each ion being seven 
coordinate, analogous to the sites present in the sesqui- 
oxide (Eu203); however, inhomogeneous broadening in­
dicated a range of distortions with respect to each basic 
site geometry. Reisfeld35,36 estimated from this inho­
mogeneous broadening in phosphate, silicate, and ger- 
manate glasses that ~ 50-70 slightly different sites of C s 
symmetry contributed to each spectrum, proposing a 
model in which the small variations in the CF parameters 
were caused by the progressive distortions of a near-cubic 
array of eight ligands. Very recently, Brech'er and Rise- 
berg,37 on the basis of a laser-induced fluorescence line 
narrowing spectral study of Eu3+ in silicate glass, have 
offered a model in which symmetry is preserved at each 
ion site, but the progressive incursion of a ninth ligand into 
the basic eightfold coordination shell generates a dis­
tribution of local site environments. Irrespective of de­
tailed differences, the conclusion is universal that the ions 
are in CF’s of orthorhombic (C2„) or lower (Cs) symmetry 
with a wide distribution of distortions of the basic site 
geometry. It is claimed here that this notion of the random 
distribution in the crystal field parameters is intrinsically 
more important in these glasses and zeolite systems than 
a simple variety of site symmetries such as can also occur 
in certain ionic single crystals, e.g., ultraphosphates and 
mixed ultraphosphates of Gd3+ and Eu£+: GdP5Ou and 
GdjEû jPsOn.38 One notes that C2„ and C s symmetries 
cannot be distinguished from the EPR spectra of powders 
or glasses, both being characterized simply by t>22 0 .

The other important point to arise from the optical 
spectroscopy results is that whereas the Gd3+ EPR spectra 
are very insensitive to the nature of the host in a number 
of glasses, the optical spectra reveal distinct trends in the 
glass-RE ion interactions. Indeed, the concept of glass 
electronegativities has been established from the trend in 
covalent interaction strengths, determined experimentally 
from the magnitudes of the nephelauxetic effect parameter 
and the relative intensities of hypersensitive f-f transitions 
(AJ = 2). The resulting electronegative series of glasses 
is aquo ion > phosphate glass > borate glass > silicate glass 
> tungstate glass > germanate glass. This supports the 
approach we are advocating, since EPR spectra that are 
the resultants of broad distributions of CF parameters 
would conceal trends in ion-ligand interaction strength.

In fact, the importance of random distributions in spin 
Hamiltonian parameters has been established even for the 
case of a single crystal of a nonstoichiometric material. 
Peterson and Carnevale14 have shown that the angular 
dependence of the NMR line width in such a case is 
quantitatively explained by a statistical spread in the 
quadrupole coupling constant. Baumhoer et al.39 have 
recently shown that in doped distorted single crystals, a 
Monte Carlo technique generating a distribution function 
for the field gradients due to a random distribution of 
defects satisfactorily explains the shape of NMR spin echo 
signals.

V.(4) A p p ro a ch  to a Q u a n titative In terp reta tion . With 
the operating premise of randomness as the dominant 
consideration for these spectra, the random vector model
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of Peterson et al. 15,16 should be the preferred method of 
analysis. The experimental results indicate that the g  =
4.9 line, for Eu2+ in all calcined materials and for Gd3+ in 
calcined mordenite, behaves independently and may be 
treated separately. Assume that (i) the weak-field Zeeman 
effect limit is appropriate, and (ii) the average site sym­
metry is axial. Two important consequences follow: viz. 
(a) the actual magnitude of b2° is numerically inconse­
quential; and (b) the four pairs of zero-field levels may be 
treated as being independent of each other, and the n ij = 
±y2 is the only pair that is relevant. It yields gy = 2.0, 
g ± = 8.0. The problem becomes formally analogous to that 
treated by Peterson et al. 15 for Fe3+, ground state 6S5/2. 
Equation 9 reduces to

Pg(a)=7/oipgll,gi(/3,7)
X7[(  ̂ - T2)(a2 -T 2)r ! 2 d/3dT (1 0 )

A prominent peak appears when p giig±(fi, y ) overlaps the 
line d = 7 1 in the 8S7/2 system, this occurs in the vicinity 
of g  = 5.0 for Pg\lyg± {fi, 7 ) having large variances and a large 
negative covariance. There is an alternative interpretation 
of this signal (based on the strong CF limit calculations 
of Nicklin11}. For b2 / b 2° = 0.30, there is a near-isotropic 
transition having gz = 4.65, gy = 4.56, and g z = 5.19; a 
distribution of spin Hamiltonian parameters with this 
average symmetry would also give rise to a line with g  =
4.9. The form of the Q-band spectrum allows an estimate 
of limits on b2 as 3 GHz < |6 2°l < 10 GHz.40 A choice 
between the two interpretations is not automatically made; 
the former has the virtue that the randomness is intro­
duced in a formal mathematical manner, while the latter 
seems more compatible with the essential low symmetry 
nature of these sites. One notes, however, that the 
mathematical assumption of an average axial symmetry 
does not conflict with the optical data in the way that an 
assignment of a physically exact axial point symmetry does.

Interpreting the U spectrum in the random vector model 
approach is a more complex problem because the sim­
plifying assumption of the weak-field Zeeman effect limit 
cannot be made. The actual magnitude of the b2 is thus 
numerically all-important and, furthermore, one has a 
complete multilevel problem involving all eight mixed m j  
states and a wide range of transition probabilities. There 
should thus be a manifold of joint probability density 
functions, each of which is, in full, five-dimensional: 
p gxig •Sz.M" Moreover, because of the breakdown of con­
sequence (a), the starting jpdfs should have the b2q as 
random variables. In the absence of analytic transfor­
mations to the gi as random variables, the forms of the 
Pgxiy&M are n°t transparent, and they cannot be simple 
and symmetric. A full treatment of the problem is beyond 
the scope of this paper; we hope to treat it in a future 
publication.

Lacking this, we are for the moment limited to making 
a crude estimate of the magnitude of |fo2°l from the relative 
intensity of the weak, low-field signals in the Q-band 
spectrum of Gd3+ in calcined Y zeolite. These are in­
terpreted as forbidden (Arrij =  2) transitions, and their 
intensities relative to the allowed transitions should be of 
order ~ (b2 /hv)2. [This is strictly appropriate to an axially 
symmetric CF Hamiltonian having b2 = 0, but is ac­
ceptable for this crude estimate.] The experimental in­
tensity red uction factor of ~ 1/160 corresponds to a value 
of |i>2°| ~ 2.7 GHz. This is a plausible value, and is, we 
suggest, near the upper limit of the range of b2 values in 
the distribution.

(It should be noted that even the failure of a random 
vector model calculation to analyze correctly the U

electronegativities of the element M; shown for M = As, P, V, and W. 
Predicted ranges of |i^| are shown for M = Mo, Si, and Al.

spectrum detail should not mitigate the contention that 
a distribution of the spin Hamiltonian parameters is an 
essential premise here; such failure would be regarded as 
an inadequacy of the calculation rather than a misap­
prehension of the underlying physics. The detailed model 
interpretations which follow in section V(6 ) are not pre­
dicated on the ultimate success of the random vector 
model, per se.)

V.(5) T h e  In tr in s ic  S p lit t in g  P a ra m e te rs . Glass elec­
tronegativity is not a discriminatory parameter for the 
S-state ion EPR spectra. The most fundamental pa­
rameters are the intrinsic splitting parameters, ¿»¡j in the 
Newman and Urban superposition model. These pa­
rameters cannot be determined in general without accurate 
knowledge of the surroundings of the ion in the matrix; 
for glasses, in particular, the existence of a random dis­
tribution of the site distortions makes it impossible to 
extract the 5̂  from the experimental EPR spectra. In 
order to estimate values for the b2, we show_that there 
exists an empirical correlation between the b2 for tetra­
hedral M04 oxy anions and the electronegativities of the 
atoms M.

In Figure 10 are plotted the available data13 on calcu­
lated ¿»¡parameters for Gd3+ in various crystals having such 
anions vs. the Allred-Rochow electronegativities ( x a - r )  of 
the central atom M.41 The solid vertical bars indicate the 
range of the calculated values for each anion. Two 
different types of crystal structure are represented in the 
data, viz. zircons and scheelites. It is found that a “best 
fit” straight line can be made to intersect all of the range 
bars, with most of the data points lying within the shaded 
area in a ±10% range of this line. (The values for V04 

show an unusually large scatter, and fall on both sides of 
the shaded area.)
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This correlation awaits the accumulation of more cal­
culated 62 values for a stringent test of its validity. The 
experimental spin Hamiltonian parameters for several 
silicates and molybdates_have already been tabulated;10 
the predicted ranges of b2 for these systems are shown by 
broken vertical bars. It can be projected that the M 0 O4 

data will fall within or just below the predicted range. 
(This projection is made by inspection on the basis of the 
similarity of 62° values for molybdates_and tungstates; 
however, one cannot generaUy project b2 values from b2° 
values. We do not use the b2 data of Vishwamittar and 
Puri42 because their calculations for the tungstates do not 
agree with those of Newman andUrban13.) Thus, it seems 
that a reliable estimate of the |b2| for Si04 group ligands 
is ~1300-1600 X 10 4 cm"1 (4.3-5.3 GHz). This range of 
values should be appropriate to silicate glasses as well as 
single crystals, and also to the zeolites. The exchanged 
cations in the zeolites will have some of their ligand 0  
atoms bonded directly to A1 rather than Si, especially since 
the type I' sites are more likely to be occupied by the RE 
ion when the A1 content of the nearby 6 ring is high;43 
applying the empirical correlation schemeto tetrahedral 
A104 groups, the predicted estimate for \b2\ is the range 
~  1700-2100 X 10 4 cm"1 (5.7-7.0 GHz).

V.(6) Site Assignments and Model Environments, (a) 
Y Zeolite. In their work on Cu2+ in Y zeolite, Turkevich 
and co-workers1 had observed the effect of a “phase 
transition” on the EPR spectrum of the solvated cations 
in the hydrated zeolite as the sample was cooled from 295 
to 77 K. The behavior was ascribed to the transition from 
a state of freely tumbling solvated ions in the supercage 
at room temperature to a state of immobilized ions on the 
cavity walls at low temperature. The same kind of 
transition is apparent in the Gd3+ spectra. Nicula et al.25 
have reasoned that the ions responsible for the low field 
(high g value) features of the spectrum of the hydrated 
material are not hydrated; this conclusion is correct, in that 
those ions are not fully hydrated; however, we think that 
it should be modified according to the following model.

Consider Figure 2. The low field features are due to 
partially dehydrated ions, which still contain some H20  
molecules in the coordination sphere, immobilized near to 
the supercage cavity walls in type It sites. (A few such ions 
exist even in samples that have not been vacuum treated 
because the material has been aspirated in preparation.) 
The dominant g ~  2.0 feature is due to fully hydrated ions 
tumbling in the supercage with a mean location equivalent 
to a type V site (the location of hydrated Ce3+ in faujasite 
as determined by X-ray diffraction44). Room temperature 
evacuation gradually removes free molecular H20  from the 
supercages, leaving some H20  in the sodalite cages.45 Some 
ions enter the sodalite cage, where they occupy type I' sites, 
having one or more H20  as extraframework ligands; these 
ions account for the increased prominence at 298 K of the 
low field features as seen in Figures 2c and 2d. Most of 
the ions remain in the supercage,46 partially dehydrated; 
they still have H20  ligands and are mobile at room 
temperature, tumbling or exchanging rapidly between type 
II sites (of which there are 4 per supercage). Virtually all 
of the ions in the supercage are now sufficiently denuded 
that on freezing they are localized near the walls and 
experience the stronger crystal field provided by direct 
interaction with the framework ligands; hence, the low 
temperature spectrum of Figure 2e resembles the U 
spectrum of the calcined material although the site dis­
tribution and local environments of ions are not identical 
in the two cases. The temperature dependence of this 
spectrum is different from that of the calcined material

because here, at low temperature, the relaxation of the ions 
is by spin-lattice mechanisms, but converts at room 
temperature to relaxation via the motion of the ligated 
complex ions, which produces a modulation of the zero- 
field splitting—the solution-type mechanism.47,48

The broadening of the room temperature g = 2.0 signal 
with increasing dehydration is consistent with increasing 
CF anisotropy (increasing |b29|) for the tumbling complexed 
ions. This is due to the growing deviation from cubic 
symmetry as H20  molecules are removed from the coor­
dination sphere; however, it should not be assumed that 
the fully hydrated mobile ion in the supercage has cubic 
or other high degree of symmetry. In aqueous solution, 
the microsymmetry around Eu3+ ions is D2h, and in al­
coholic solution it is C2m both orthorhombic system point 
groups;49 the same is claimed here for the hydrated Gd3+ 
ions, i.e., a distorted cubic or distorted octahedral ligand 
array. Thus, one should modify the assertion, sometimes 
made,23 that the increasing contribution of the low field 
lines in the spectrum is synonymous with the growth of 
the number of low symmetry centers having orthorhombic 
distortions; an additional requirement is that the con­
tributing low symmetry centers now possess zerorfield 
splittings comparable to the Zeeman energy.

Important distinctions do exist between the room 
temperature resonance behavior of the hydrated ions in 
aqueous solution and in the untreated zeolite. Table III(i) 
and (ii) indicate how the solution spectrum is exchange 
narrowed at higher concentrations, while the zeolite 
spectrum is dipole broadened; the latter observation 
implies that the intracavity tumbling of the hydrated Gd3+ 
ion is not completely isotropic so that the dipole-dipole 
interactions are not averaged to zero. Freezing causes the 
solution spectrum to be considerably broadened by 
unaveraged dipole-dipole interactions, this being exag­
gerated by the tendency toward solute segregation in frozen 
aqueous solutions (as has previously been noted for Gd3+ 
solutions by Ross50). However, fluorescence spectroscopy 
has shown that the CF symmetry for hydrated Eu3+ is 
virtually unchanged between fluid and frozen solutions, 
and that the distribution of local symmetries is not broad; 
together with the weaker intrinsic interaction with H20  
ligands, these factors rationalize the absence of prominent 
low field features in the spectrum of the frozen solution.

Upon calcining, all the Gd3+ ions enter the sodalite cages 
and are localized predominantly in type F sites (as de­
termined, for example, by X-ray diffraction for La3+ in Y 
zeolite43). There are no longer any H20  molecules in the 
coordination sphere, but we claim that there remains an 
OH ligand, approximately in the U-site position, in ad­
dition to the framework 0 3 and 0 2 ligands at the F site. 
Ignoring more distant neighbors and framework distor­
tions, the ideal point symmetry at this ion site would be
C.3,,. The ions do not become mobile at room temperature, 
so the form of the spectrum is invariant between 77 and 
298 K.

The assertion of the presence of the OH ligand is 
supported by the IR spectral results51 which indicate that 
OH groups, bonded to the cations, remain in Ce-Y zeolite 
after vacuum calcination at 900 K. These are generated 
by the hydrolysis reaction: M3+-OH2 -*• M3+-OH" + H+, 
with the cleaved proton moving to a framework oxygen 
atom. This apparently does not occur with divalent 
cations,51 e.g., Ca2+. Hence reduced Eu2+ ions can be 
completely dehydrated under the conditions used, and 
would be distributed among types I, F, and II sites, along 
with the residual Na+ ions. Unreduced Eu3+ ions are 
expected to occupy type F sites, retaining an extra­
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framework OH ligand, as do the Gd3+ ions.
The reoxidation experiments prove that the ions re­

sponsible for the g  = 4.9 line are more easily oxidized than 
tie others; hence this signal is assigned to Eu2+ ions in type 
II and type I' sites, neither having any extraframework 
ligands. These ions have a one-sided coordination, and the 
type II site ions, especially, are readily accessible to 0 2, 
being in the supercages. Conversely, the site I ions are 
resistant to oxidation due to their sheltered location in the 
hexagonal prisms. The loss of the seventh ligand from the 
ions in types I' and II sites, from the superposition model 
viewpoint, would produce a larger resultant |f>2°| value, 
consistent with the assumption, made in section V.(4), of 
theTweak-field Zeeman effect limit at X  band. (An example 
pf this kind of manifestation has been found in the case 
Of Gd3+ in CdS.52) Ideally, the six-coordinate Eu2+ ion 
(three 0 3 and. three 0 2 ligands at I', or three 0 2 and three 
0 4 ligands at II) is also in a site of trigonal symmetry (C3v), 
so that the use of a mean axial symmetry in the random 
vector model interpretation of the signal (section V.(4)) 
is very plausible. Of course, even in the absence of 
framework distortions, these symmetries break down when 
next nearest neighbors are considered. The arguments of 
Newman and Urban13 bolster the notion that the intrinsic 
parameters for Eu2+ and Gd3+ are essentially the same, so 
that significant differences in |62°| for the ions in analogous 
sites must be due-to local coordination differences; the 
models for the Y zeolite that we present are compatible 
with this view.

The bare Eu2+ ions which move into type I sites have 
a more symmetric coordination; it is not cubic (octahedral), 
however, because it has been found53 that La3+ ions in type 
I sites are displaced significantly from the center of the 
hexagonal prism along the triad axis, presumably due to 
the covalent character of the bonding. These ions would 
contribute to components in the spectrum analogous to 
the Gd3+ U spectrum. There is apparently no significant 
population of bare Gd3+ ions in sites having one-sided 
coordination in the calcined Y zeolite; any Gd3+ ions which 
are completely denuded of extraframework ligands would 
move into the hexagonal prisms, occupying type I sites, 
and contributing to the U spectrum.

The Eu2+ ion spectrum produced by y irradiation of 
hydrated zeolites is explained in the same manner as that 
for Gd3+ ions in uncalcined zeolites at low temperature, 
and confirms the inference made from the spectra of the 
calcined materials; i.e., that the very large zero-field 
splitting occurs only when the absence of extraframework 
ligands results in highly asymmetric one-sided coordination 
of the ion at a wall site. The seven-coordinate Gd3+ ions 
in type 1' sites have smaller zero-field splittings and give 
rise to U-spectrum features as in the room temperature 
degassed material.

(b) M o rd e n ite . The model derived to explain the Y- 
zeolite spectra can be extended, without inconsistencies, 
to the mordenite, despite the markedly different crystal 
structure. We use Smith’s notation,5 6 consistent with the 
Gramlich convention. Gd3+ ions in hydrated mordenite 
are mainly in type VII sites, fully coordinated with H20, 
diffusing and tumbling at room temperature; these are 
analogous to the Y zeolite site V ions. Some Gd3+ ions are 
also hydrated with two HzO ligands in type I sites in the 
distorted 8-rings; however, we think that this depends on 
the extent of Na+ ion replacement; the large occupancy 
found by Mortier et al.6 for hydrated Ca2+ in this type of 
site corresponds to the complete replacement of Na+. 
Freezing the material dampens the motion and causes 
some partially hydrated ions in the large channels to be

EPR of Rare Earth Ions in Zeolites

localized in type VI wall sites, giving rise to the low field, 
U-spectrum components as in the Y-zeolite case (where 
the analogous sites are type II, hydrated). Those hydrated 
ions in type I sites are not expected to contribute sig­
nificantly to this phase transition manifestation since their 
bonding to the framework precludes tumbling at room 
temperature. Mortier et al.6 have implied that these ions 
may be able to diffuse at room temperature, but they also 
find that there is no change in the occupancy of the type
1 sites when Ca mordenite is dehydrated at elevated 
temperature, so we will assume that there is no diffusion 
of these ions.

With the loss of H20  upon vacuum calcination, ions from 
type VII sites move to framework-bound sites, primarily 
types VI and IV. These are highly asymmetric sites with 
one-sided coordination, the former being a wall site in the 
large channel, the latter displaced from a near circular
8-ring; these ions are, therefore, the analogues of the bare 
Eu2+ ion in types II and I' sites in Y zeolite. They are 
responsible for the prominent g = 4.9 signal now appearing 
for both Eu2+ and Gd3+ ions. The exposed locations ac­
count for the greater susceptibility of Eu2+ ions in these 
sites to magnetic and chemical interactions with 0 2. 
Dehydrated ions remain in type I sites, in distorted 8-rings; 
this is a less highly asymmetric site since the coordination 
is not one-sided; the U-spectrum features are assigned to 
ions in these sites.

V.(7) D iso rd er a n d  R a n d o m n e ss  in  th e  Z e o lite s . Both 
Y zeolite and mordenite have considerable Al-Si frame­
work disorder because the Si:Al ratio exceeds unity.4,5 Only 
the extreme X  zeolite, having Si:Al = 1, is mathematically 
constrained to have Si-Al long range order although, in 
general, X  zeolite would have less of this disorder than the 
Y. In addition, there do exist random positional dis­
placements of both framework and extraframework atoms, 
and particularly of exchangeable cations, giving rise to a 
small range in the various ion-ligand distances and bond 
angles associated with each site. Randomness of either 
kind results in a variation in the crystal fields at a given 
type of cation site, so these factors are responsible for the 
glasslike randomness that we claim is an essential feature 
to be recognized in formulating an interpretation of the 
EPR spectra. This is true even for X zeolite; the com­
position of the X  zeolite used by Nicula25 was not given, 
but it is quite unlikely to have been 1:1 in Si:Al; so both 
randomness factors would contribute as in the other 
zeolites.

In Eu20 3, we propose that the reduced Eu2+ ions have
0 2 ions missing from the coordination sphere (initially of 
low, Cs symmetry in the ideal crystal), either because the 
ion is on the surface or because of charge-compensating 
defect formation. The resulting asymmetry results in large 
zero-field splittings and the appearance of a g = 4.9 line 
as found for one-sided coordinated ions in the zeolites. A 
distribution in the spin Hamiltonian parameters in this 
system would arise from randomness in the defect 
structure, a situation paralleling reported instances pre­
viously mentioned.14,39 As in all cases with the zeolites, 
hyperfine structure due to 151Eu and 153Eu nuclei is not 
resolved because the structural inhomogeneities make the 
EPR line widths too broad.

V.(8) R e d o x  B e h a v io r  o f  E u ro p iu m . Europium, like 
iron54 and copper,55 has been shown to undergo reversible 
oxidation-reduction sequences by adsorption of the ap­
propriate gas in Y zeolite. As pointed out by Boudart for 
the iron system, this property might be exploited in re­
generative oxidation catalyst applications. The interaction 
of 0 2 with Eu2+ may occur either as weak adsorption
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without electron transfer, or as actual chemical oxidation. 
The former gives rise primarily to magnetic effects and 
accounts for the reversible room temperature behavior 
observed in the zeolite spectra; it is manifested exclusively 
with the exposed ions at wall sites which are responsible 
for the g = 4.9 signal. The oxidative reaction at inter­
mediate temperatures in believed to follow: Eu2+ + 0 2 —*• 
Eu3+-0 -0 ". The C2 EPR signal so resulting has been 
characterized in the case of Ti3+ oxidation,56 and was 
reported without characterization for Ni+ oxidation51 in 
Y zeolite; on chemical grounds, therefore, it is contended 
that the paramagnetic oxidation product observed for both 
zeolites, as well as for Eu20 3, is 0 2 . However, the as­
signment could not be made unequivocally on strictly 
spectroscopic grounds by comparison with the many 0 2 
EPR characterizations made with zeolites56,57 and oxide 
surfaces,58 mainly from ionizing radiation experiments. As 
was found for Ni+, the reoxidation of the Eu2+ ions 
»“hidden” in type I sites is highly activated and requires 
high temperatures to be completely effected. The 0 2" bond 
to Eu3+ does not survive these highest temperatures.

V I . Sum m ary
It has been shown (inferentially) that the form of the 

EPR spectra of S-state ions in synthetic faujasite and 
mordenite is dictated in part by randomness in the local 
structure, and hence in the spin Hamiltonian parameters, 
at a given site. Previous interpretations assigning a dif­
ferent specific poin* symmetry to each principal feature 
in the spectrum are shown to be questionable.

The spectra of the ions in the calcined zeolites depend 
basically on whether or not there are extraframework 
ligands for ions in wall sites. When the coordination is 
one-sided, as it is for Eu2+ in types T and II sites in Y 
zeolite, and for Gd3+ and Eu2+ in types VI and IV sites in 
mordenite, the zero-field splittings are very large and the 
X-band spectra are dominated by a signal at g  ~  4.9. This 
signal can be interpreted in the random vector model with 
a distribution of crystal fields having mean axial symmetry, 
with a large variance, and a large negative covariance of 
the g factor components. The estimated range of the axial 
effective CF spin Hamiltonian parameters is 3 GHz < |h2°| 
< 10 GHz. Gd3+ anc Eu2+ ions in type I sites in mordenite, 
Eu2+ ions in type I sites in Y zeolite, and Gd3+ in type I' 
sites in Y zeolite (these retain an extraframework OH 
ligand) all yield complex X-band spectra of the form 
designated as the U spectrum—the spectrum found for 
Gd3+ in several glasses. The zero-field splittings in these 
situations are smaller, and the spectra revert to the 
strong-field Zeeman effect limit form at Q band; it is 
estimated that |fc2°l ~ 2.7 GHz for the U spectrum.

Actual point symmetries for the ions in all of these sites 
is orthorhombic or lower, probably Cs. The same is true 
even for fully hydrated ions in type V sites in Y zeolite and 
type VII sites in mordenite. The hydrated ions tumble and 
have some solution-like EPR properties at room tem­
perature, the zero-field splittings being small. With 
freezing or partial dehydration, ions are localized on the 
supercage or large channel walls, experiencing stronger, 
more asymmetric crystal fields, with a resulting change of 
the X-band spectrum from purely strong-field Zeeman 
effect limit-type, having g ~  2.0, to U type. While the ions 
retain H20  in the coordination sphere, i.e., in the absence 
of calcining, the large CF splittings consistent with the 
weak-field Zeeman effect limit at X  band do not manifest 
themselves in the spectra.

An empirical correlation method, using Allred-Rochow 
electronegativities, has been devised to facilitate estimation 
of the second degree intrinsic splitting parameters for the

S-state ions with silicate and aluminate oxygen ligands. 
For Si, \b2\ ~  4.3-5.3 GHz; for Al, \'b2\ ~  5.7-7.0 GHz.

Reduction of Eu3+ ions in these zeolites can be effected 
at very low temperatures by y  irradiation of the hydrated 
zeolites, or chemically at elevated temperatures with H2; 
partial reduction occurs spontaneously upon calcining in 
vacuo. The two extremes yield Eu2+ in different sites and 
with different coordinations; they are hydrated and 
trapped in the supercages in the former instance, but are 
denuded and enter the sodalite cages and hexagonal prisms 
in the latter (for Y-zeolite matrix). This difference is 
apparent from the EPR spectra. The europium can be 
carried through successive reduction-oxidation cycles, with 
the relative ease of oxidation of Eu2+ in “hidden” and 
exposed sites being readily discriminated from the spectra. 
Eu3+-0 -0  is a stable oxidation product at intermediate 
temperatures, but does not survive at high temperatures.

EPR spectra of non-S-state rare earth ions in a random 
polycrystalline host are reported for the first time, but the 
extreme inhomogeneous broadening precludes definitive 
interpretations. Spectra of the non-Kramers ions were 
observable only in uncalcined materials where they yielded 
very unusual line shapes.
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Electron Spin Resonance Studies of Anisotropic Ordering, Spin Relaxation, and Slow 
Tumbling in Liquid Crystalline Solvents. 21a

K. V. S. Rao, Carl F. Polnaszek,1b and Jack H. Freed*

Department of Chemistry, Cornell University, Ithaca, New York 14853 (Received October 12, 1976)

A study is reported of the ESR line shapes in the slow-tumbling region for a cholestane (CSL) spin probe in 
nematic phase V solution. The line shapes are analyzed in terms of the Polnaszek, Bruno, Freed theory for 
spectra from slowly tumbling probes in ordered fluids. Rather good agreement with experiment is obtained 
from the slower motional spectra (rR > 5 X 10"9 s where rR is the rotational correlation time) utilizing a single 
term ordering potential. For these slow-motional spectra, effects of proton inhomogeneous broadening are 
relatively small. It is shown in this study on CSL that for rR > 10 9 s a motional-narrowing theory will lead 
to erroneous predictions for rR and ordering that become more serious as rR increases. The previous application 
of motional-narrowing theory by other workers to this probe is discussed in this light. The effects of various 
other factors upon the spectral simulations are discussed. In particular, it is shown that the spectra for this 
highly ordered probe should not be very sensitive to various aspects of model dependence of the reorientational 
motion as discussed in part I nor to effects from director fluctuations. Also the slower tumbling spectra are 
rather insensitive to anisotropy in rR (but the anisotropy may be determined from the faster motional spectra). 
Nevertheless, contributions from these effects could modify somewhat the values of rR and ordering that are 
obtained. The slow tumbling spectra are also insensitive to the angle of tilt of the nitroxide magnetic-tensor 
principal axis system in the x-y plane with respect to the molecular orientational axes. Our results show that 
the tilt angle of the magnetic z axis should not be very different from 0°.

I. Introduction
In part I we presented a detailed study of anisotropic 

ordering, line shapes, and relaxation for the weakly ordered 
perdeuterated 2,2,6,6-tetramethyl-4-piperidone N -oxide 
(PD-Tempone) nitroxide radical.2 This radical offered the 
advantages that one could achieve a high degree of spectral 
resolution for accurate spin-relaxation studies, because 
inhomogeneous broadening due to unresolved intramo­
lecular proton or deuteron interactions is minimized. A 
major objective of that work was to apply the Polnaszek, 
Bruno, Freed (PBF) theory3 (appropriately generalized2) 
for slow tumbling in ordered fluids to a system exhibiting 
good resolution and definition. That study indicated the 
existence of anomalies in the line shape, particularly in the

incipient slow-tumbling region, which was later borne out 
by studies as a function of pressure,4 and were tentatively 
ascribed to slowly relaxing components of torque acting 
on the probe molecule.

The importance of slow-tumbling analyses increases 
when one employs larger and more highly ordered probes. 
One such probe that is commonly used is 3-spiro-[2'-7V- 
oxyl-3',3'-dimethyloxazolidine] (5a-cholestane) or CSL. It 
is highly ordered to a degree more typical of the liquid 
crystal molecules than is Tempone. While only prelim­
inary accounts of the analysis of its ESR spectrum, when 
dissolved in liquid-crystalline systems, in terms of slow 
tumbling theory has previously been given,5“7 we note that 
many workers have unhesitatingly applied motional-
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TABLE I: Magnetic Parameters for CSL in Phase V°
Az = 33.44 "-g2 = 2.0021
A x -  5.27 g x =  2.0089
Ay =5.27 g y =  2.0058
a N  =  14.66 ± 0.01 g 0 =  2.0056 ±  0.0001

° See text.

narrowing theory, in various degrees of sophistication, to 
the spectra obtained in nematic and smectic phases. We 
wish, in this work, tc give a more detailed account of our 
efforts to simulate observed spectra from nematic solutions 
of the cholestane spin label in terms of the PBF theory. 
One important question we deal with is the extent to which 
motional-narrowing theories are adequate vs. the need for 
complete simulations. The other questions relate to our 
ability to interpret these spectra in terms of molecular 
ordering and motional dynamics. The fact that the 
cholestane ESR spectrum is significantly broadened by 
proton inhomogeneous structure reduces the resolution, 
hence the sensitivity of the spectrum to subtle effects of 
ordering and motional dynamics. Thus, we have not felt 
that an analysis as thorough and detailed as the one we 
have given for PD-Tempone is entirely appropriate. In 
particular, we focus much of our attention on the low­
er-temperature, slower-tumbling spectra (5 X 10-9 s < rR 
< 1 0 ”7 s), in part because this is a region wherein the 
inhomogeneous proton broadening is of less significance 
in the spectral simulations. It is in that region that we are 
able to achieve good fits to the experimental data by means 
of the PBF theory, and it is quite clear that motional 
narrowing theory is inadequate even though it has been 
extensively employed by other workers.
I I . E xperim ental Section

The spin probe (3-spiro-[2'-IV-oxyl-3,,3,-dimethyl- 
oxazolidine]) 5a-cholestane was obtained from Synvar 
Associates and the liquid-crystalline solvent phase V from 
EM Laboratories.

Most of the ESR measurements were performed on a 
Varian E-12 spectrometer. The temperature in the active 
region of the cavity was controlled by a Varian E-257 
variable temperature control unit. The other aspects of 
the experimental methods are as described earlier.2,4,6,8’9

I I I . A n alysis and D iscussion
(A) M a g n e tic  P a ra m e te rs . The rigid, but isotropic, 

spectrum of CSL was recorded at -152 °C in order to 
obtain magnetic parameters. However, because of proton 
inhomogeneous broadening it was impossible to resolve the 
central part of the spectrum. Therefore only az and gz 
could unambiguously be determined for CSL in phase V. 
The magnetic parameters have been reported10 for CSL 
in single crystals of cholestryl chloride. The value of az 
(31.9 G) is different from the value obtained (33.44 G) for 
CSL in phase V, but the gz values obtained for the two 
systems are the same. So we used the g values observed 
for CSL in cholestryl chloride. 108 We also measured the 
isotropic values of aN and g. The value of a ± was obtained 
by assuming a L = a , =  ay so the equation a ± =  1 j 2(3aN 
- az) applies, where cN is the measured value of isotropic 
splitting constant. The magnetic parameters for CSL in 
phase V used in the present work are given in Table I. 
Various results for aN and az are presented in Table II for 
CSL in different solvents. The aN and az values observed 
for CSL in phase V are similar to those observed in 
non-hydrogen bonding solvents, as one would expect.

(B) S low  T u m b lin g  S im u la tio n s . The spectra of CSL 
in the nematic phase V were recorded from -26 to +65 °C. 
We have simulated the ESR spectra of CSL in phase V

450
TABLE II: and az Values for CSL in
Different Solvents

K. V. S. Rao, C. F. folnaszek, and J. H. Freed

Solvent aN az Ref

Phase V 14.66 33.44 Present work
CF3CH2OH 15.75 35.4 a
EtOH 15.0 a
Pentane/heptane 14.2 32.3 a
Perdeuterated benzene 14.4 33.5 a
Me2SO 
Egg lecithin

14.8 a
15.1 34.2 b

Brain lipid 14.67 33.3 7 a.
Brain lipid + 15.56 35.0 c

cholesterol (30%)
Lecithin + 15.01 32.7 17... '.

cholesterol (50%) 
Cholesteryl chloride 14.7 31.9 : ■ 10.

a C. F. Polnaszek, unpublished. b J. Israeteehvili et ài.
B i o c h im .  B i o p h y s .  A c t a ,  382, 125 (1975). • V-.-V

2.548 G. .y-. '

Figure 1. Comparison of experimental and simulated spectra at several
temperatures for CSL in phase V: (------ ) experimental results; (------ )
theoretical result based upon isotropic Brownian diffusion with the tr,
X, and A' values given in Table III; (-----------) theoretical result based
upon anisotropic Brownian diffusion model. The values used for the 
simulations with the anisotropic diffusion mode at 19 °C are rR1 =  
1.7 X 10-8 s, Ny = 5, X = 4.3, and A! = 0.9 G, and at -6  °C, rRX 
= 7.8 X 10'a s, Ny = 5, X = 6.0, and A' =  1.3 G.

by using the PBF approach.2-4 Typical spectra simulated 
at temperatures -16, -6 , +3, and +19 °C along with the 
experimental spectra at these temperatures are sh ow n  in  
Figure 1. The appropriate values of rR, the isotropic 
rotational correlation time, and ordering potential pa­
rameter X were obtained by trial-and-error for each 
slow-motional spectrum in order to achieve the best 
agreement.118 We used a simple one term potential [7(d) 
given by U(J3)/kT =  -X cos2 /?, where 0 is the angle between 
the molecular symmetry axis and the director aligned along 
the dc-magnetic field (cf. section C for further discussion). 
It is seen from Figure 1 that the agreements are quite good,
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Figure 2, Graph of rR vs. (1/ 7) X 103 K for CSL in phase V. The values 
of rR at the different temperatures are given in Table III.

. TABLE I I I:  Correlation Times, X, and A '  Values for CSL 
in Nematic Phase V at Different Temperatures

Temp,
°C 10’trs \ ( D 200) A ' , G a

65 0.9 2.65 0.40 1.75
55 1.1 3.3 0.48 1.75
44 1.6 4.0- * 0.56 1.7
35 2.7 4.1 ' 0.57 1.5
19 9 4.5 0.61 1.45

3 20 5.3 0.67 1.5
-6 35 6.0 0.71 1.8

-1 6 100 6.9 0.76 2.2
-2 6 260 7.6 0.78 2.5

a These are based on assuming an overall Lorentzian
broadening. When the spectra were simulated by a
Gaussian convolution to better represent the effects of 
inhomogeneous broadening, then the residual line width 
A '  attributable to a Lorentzian component is significantly 
reduced for the higher temperature spectra (e.g., for 55 
°C, A '  = 0.3 G with Gaussian width 2.15 G), but only 
slightly reduced for the lower temperature spectra (e.g., 
for -  16 °C, A '  = 1.5 G with the Gaussian width 2.0 G).

although not perfect. Also, the values of tr so obtained 
yield a good Arrhenius-type plot vs. 1 / T  with an activation 
energy of 10.9 kcal/mol from the lower temperature 
spectra (cf. Figure 2). This is only a little greater than 
the value 9.6 kcal/mol obtained for PD-Tempone in phase 
V.2 Hence the rR values used here are probably close to 
the correct values (see also section C). The tr values 
obtained in this manner (in which an isotropic rotational 
diffusion model was used for CSL in phase V) and the 
corresponding X, (D ^ ,) (the usual order parameter S ), and 
A' (the residual line width which is the difference between 
experimental and theoretical values2,4) at the different 
temperatures are given in Table III. A plot of X and the 
corresponding <Doo> values vs. temperature is shown in 
Figure 3. The temperature dependence of X and (Doo) 
is similar to that observed for PD-Tempone in different 
liquid crystal solvents2,6 although the values for X and 
(D io )  are, as expected, greater in the present case. A plot

T°C
Figure 3. Graph of X (O) and ( Dq0 ) (A) vs. temperature: (—) X vs. 
T; (-------) ( Doo) vs. T. The X and ( Dq0 ) values at different tem­
peratures are given in Table III.

Figure 4. Graph of the residual line width A! in G vs. rR. The values 
of A! and tr are given in Table III.

of A'vs. temperature is shown in Figure 4. The values 
of tr and X required to simulate the spectra at the highest 
temperature does not appear to fit the extrapolated curves 
from the lower temperature results (cf. Figures 2 and 3). 
The probable reasons are (1) the onset of model-dependent 
effects in the slow motional region at lower temperatures 
which are not apparent in the higher temperature spec­
tra;8,9 (2 ) the appearance of anomalies observed for PD- 
Tempone in isotropic9 and in anisotropic solvents2,4 for rR 
of the order of 10-9 s; (3) hydrodynamic and critical effects 
on the magnitude and direction of the director; and (4) the 
pronounced effects of inhomogeneous broadening upon the 
higher temperature spectral line shapes. We discuss these 
factors below.

For small nitroxides such as PD-Tempone, it has been 
shown earlier that in the slow motional region a moderate 
jump diffusion model gives a better fit with the experi­
mental spectrum that the Brownian model. The rR values 
needed9 to fit a slow motional spectrum with the moderate 
jump model are somewhat smaller than the tr values 
obtained by using a Brownian model. This is in agreement 
with the observation that a linear extrapolation of rR values 
at high temperatures (55, 44, and 35 °C) will give lower 
values at the lower temperatures (19,3, -6 , and 16 °C) than 
the rR values obtained by using Brownian model at the 
corresponding temperatures. Thus, if the moderate jump 
diffusion model were used, the values of activation energy 
would be reduced somewhat, and then would be in better 
agreement with the value obtained for PD-Tempone in 
phase V. (We note that the use of these different models 
has very little effect on the overall best-fit line shapes for
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Comparison of the simulated spectra with and without including the
contributions due to director fluctuations. (------- ) Experimental spectrum
at 19 °C; (------) simulated spectrum with tr =  7.5 X 10 9; X = 4.3,
A! for M =  0 line = 1.0 G and A' for M =  ±1 lines = 0.75 G; (— -
-----) simulated spectrum with rR =  7 X 10“9, X = 4.3, A' for all the
three lines = 1.0 G.

these highly ordered and broad line shapes.) In particular, 
a least-squares fit of all the xR values vs. (1 /T) gives an 
activation energy of 10.5 kcal/mol. However, except for 
the possibility of some model dependence, the lower 
temperature results are the more reliable ones, as we have 
noted.

Incipient slow tumbling spectra (i.e., tr ~10 9 s) of 
PD-Tempone in different solvents have been successfully 
explained only after taking into account the effects of 
fluctuating torques and slowly relaxing local structure, with 
the most prominent effects showing up in liquid- 
crystalline2,4,9 solvents. Some spectra of CSL in phase V 
were simulated including the fluctuating torques in terms 
of d  (i.e., the spectral densities, j(w ) = rR/[l + *'«2tR2]) 
as was done for PD-Tempone.2,4,9 A major difficulty in any 
attempt to fit these spectra with values of d   ̂ 1  is the 
absence of accurate motional-narrowing results for rR and 
X which could then be extrapolated into the slow-tumbling 
region as initial guides to the fitting. Another is the 
problem that the spectra are not well resolved, so the effect 
on the simulated spectra of varying d  is small. This can 
be seen from Figure 5a, which shows simulated spectra for 
CSL in phase V, at rR = 1.8 X 10 9, X = 4.5, and with d  
values of 20, 5, and 1 . These spectra are not as sensitive 
to the value of d  as the spectra of PD-Tempone.2,4,9 Hence 
even if the anomalies observed for PD-Tempone2,4,9 are 
present in CSL in phase V, the nature of the spectra 
observed does not really allow an identification of such 
anomalies. Some attempts at varying d  (which required 
changes in rR and X in order to obtain reasonable fits) were 
made, but they tended to emphasize the uncertainty of 
such fits. [Note that in ref 9, it was pointed out that 
apparent jump-model effects on slow tumbling spectra may 
on more fundamental grounds also be ascribed to a 
fluctuating torque model which gives rise to a predicted

d  effect in the incipient slow-motional region.]
We now note that at temperatures close to the ne­

matic-isotropic transition temperature, there may be 
effects of the critical orientational fluctuations that have 
been observed11*1 for PD-Tempone in MBBA. The critical 
fluctuations may extend over a larger temperature range 
than was observed for PD-Tempone in MBBA,llb because 
of the greater ordering of the CSL probe. Furthermore, 
we have not included any effects from possible director 
fluctuations in the nematic region. At present, it is difficult 
to assess to what extent these will contribute static (or 
inhomogeneous) broadening effects vs. dynamic (or ho­
mogeneous) broadening. This is because the range of 
correlation times for the independent hydrodynamic modes 
extends from very slow to rather fast,2 so it is not clear at 
which point motional averaging with respect to such 
fluctuations is important. If we were to blithely assume 
the applicability of the motional-narrowing formula given 
in ref 2 (and y-axis ordering, cf. section C), then we would 
estimate a contribution to A'of 0.24 G and to C (i.e., width 
contributions only to the M i = ± 1  ESR transitions) of 
-0 .1 2  G (noting that the equations in ref 2 require an 
additional factor of 2 which was omitted), and the con­
tributions should be rather temperature insensitive. We 
show a simulation in Figure 5b in which this effect is 
exaggerated (to allow for slow motidnal and static con­
tributions) by using an A' for the = ± 1  transitions 
which is 1/ 4 G smaller than that for the M j =  0 transition. 
This leads to greater disagreement with experiment. 
However, the spectral effect is seen to be roughly opposite 
to that from the d  correction in Figure 5a. Thus the 
possibility of nearly canceling contributions cannot really 
be ruled out for these fairly small effects. [One can, of 
course, attempt to fit an experimental spectrum by si­
multaneously adjusting rR, X, the d  corrections, hydro- 
dynamic corrections, as well as the rotational anisotropy 
and tilt of the molecular magnetic axes discussed in section 
C while using different rotational diffusion models, but 
there is no justification for this in view of the very limited 
spectral resolution, so we content ourselves with consid­
ering these effects individually.]

Another complicating factor for the spectra at the higher 
temperatures is the effect of inhomogeneous broadening. 
In the isotropic phase V these splittings were partially 
resolved. Marriott et al. 12 have resolved these splittings 
in nonviscous solvents and assigned them by partial 
deuteration of CSL. They showed that there are three 
different proton splittings greater than 0.6 G. In the 
nematic phase V, the proton splittings were not resolved, 
even though the experimental line width at the highest 
temperature was less than in the isotropic phase. A proper 
analysis of their inhomogeneous broadening would involve 
a consideration of the effects of the only partially averaged 
anisotropic proton hyperfine components.2 Since no such 
information was conveniently obtainable, and since the 
ensuing analysis of the line shapes (including slow-motional 
effects) is still complex, we have not attempted the cor­
rections for inhomogeneous broadening as were done in 
our previous studies.2,4,9 A convolution of the spectrum 
with a Gaussian envelope6,13 is a reasonable way to include 
the effects of many (unknown) proton splittings in the 
nematic phase, but introduces one further adjustable 
parameter. We have in most of our analyses included 
inhomogeneous broadening effects into the residual 
broadening contribution A 'added to each transition. Since 
the inhomogeneous broadening effects are relatively minor 
for the broad lines obtained for rR > 5 X 10-9 s, there is 
no problem in getting good agreement in line shapes

K. V. S. Rao, C. F. Polnaszek, and J. H. Freed
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Figure 6 . Effect of Gaussian convolution on calculated line shapes at 
(A) 55 °C and (B) -16 °C. All values as in Figure 1 and Table III: (-
------- ) experimental result; (------ ) Gaussian convolution; (------------)
Lorentzlan shape.

A

between simulation and experiment (cf. for Figure 1). 
However, as rR becomes shorter, the discrepancies between 
simulated and experimental line shapes become greater, 
and we have found that a Gaussian convolution does 
improve the overall agreement of the line shapes without 
significantly changing the relevant relaxation parameters 
except for A '  (cf. Table HI). This is illustrated in Figure 
6 . •'

(C) O rd erin g  a n d  (A n is o tr o p ic) R o ta tio n a l D iffu s io n . 
Since the overall shape of CSL may be approximated as 
a cylinder of length 24 A and diameter of 6  A,12 it is ex­
pected to align so that the cylinder axis is parallel to the 
director of the liquid crystal. In the coordinate system 
used in our earlier studies2,4,9 the magnetic y  axis of the 
nitroxide group is nearly parallel to the cylinder axis. Thus 
the ordering tensor can reasonably be assumed to be axially 
symmetric along the magnetic y  axis (or slightly tilted). 
Our previously quoted spectral simulations and the values 
of X given are based upon this assignment.

CSL is also expected to exhibit axially symmetric ro­
tational diffusion about its long axis. A theoretical an­
isotropy ratio Ny can be estimated using the dimensions 
of the molecule12 and the appropriate expression.9,14 For 
CSL we predict N y = 4.7. Also our estimated value of N y 
is 5 for CSL in the isotropic phase of phase V at 85 °C and 
rR = 2.5 X 10“10. We have simulated the ESR spectra with 
a value of N v = 5 at +19 °C and at - 6  °C. The correlation 
time rR 1 for rotation about an axis perpendicular to the 
symmetry axis that is required for the best fit at +19 °C 
with N y = 5 is 1.7 X 10 8, so the value of the correlation 
time, t r [|, for rotation about the symmetry axis is 3.3 X 10 9. 
(Note that N  = tr±/trj). The mean correlation time rR, 
which is defined as ( t r ± t r | ] ) 1 /2 ,  is 7.5 X 10' 9 compared to
7.0 X 10 9, the value obtained for an isotropic diffusion 
model. At - 6  °C the value of rR is the same as rR in the 
isotropic diffusion model. The value of X that has to be 
used for simulation of the best fit with N y = 5 is nearly 
the same as the value used in isotropic diffusion at both 
19 and 6  °C. There is very little difference for such long 
rR’s between the theoretical spectra for an isotropic dif­
fusion model and anisotropic diffusion for N y ~  5 as has 
previously been shown (cf. Figures 13 and 14 of ref 8 ). 
However, one can obtain the B  and C  line width coeffi­

cients in the usual manner.2,48,9 For the spectra at 55,44, 
and 35 °C, the ratio C / B  i s nearly independent of the 
procedure for obtaining B  and C; i.e., we have used (1) the 
uncorrected values, (2 ) the values corrected for inhomo­
geneous broadening using the isotropic proton splittings,22 

or (3) the values obtained by convolution with a Gaussian.13 

For these spectra in the incipient slow tumbling region we 
obtain N y ~ 3-4, assuming no tilt in the nitroxide, x - y  
plane. [Note that the “apparent” value of N y increases 
close to the transition point on both sides of the phase 
transition.23]

Thus, even if there is some anisotropy in the rotation 
of CSL in phase V, its effect on the rR and X values seems 
to be small. Also, the effects of anisotropic diffusion on 
the spectral line shapes decreases as rR gets larger. This 
is in part due to the decreasing sensitivity of ESR spectra 
to motional effects as correlation times become larger than 
1 0  7 s. [Also as the N y value gets larger, the relative change 
in the simulated spectrum becomes smaller.]

We now wish to estimate the values of xR expected from 
the geometry of CSL and a modified Stokes-Einstein 
theory to see whether our results in Table III are rea­
sonable for CSL. More precisely, we let rR = 4xre3ij/3feT, 
which defines re, the effective rotational radius. We then 
follow the procedure in I used for PD-Tempone to estimate 
re «= 3.6 A for CSL from our experimental values of rR over 
the range of temperature from +15 to - 6  °C (compared 
to 1.13 A for PD-Tempone). The estimated geometric 
hydrodynamic radius r0 (cf. part I and ref 9) is for CSL, 
about 6 .2  A, so that k =  (re/r0) 3 ~ 0 .2 . We have found, 
in our previous work on PD-Tempone in a variety of 
solvents that the Wirtz theory15 [which gives k = [6 (rs/r0) 
+ ( 1  + rs/ro)'3]'1, with rs the equivalent of r0 but for the 
solvent] predicts very well the value of k obtained from 
experiment as above. Since CSL and the phase V mol­
ecules are of similar size and shape, let us take r9/r0 ~ 1 , 
which yields k ~ 1  / 6  or very good agreement considering 
our rough approximations. It appears, therefore, that our 
experimental rR values are of the correct order.

We now consider the possibility that the magnetic axis 
of the nitroxide radical in DSL is tilted from the symmetry 
axis of alignment of the molecule by rotation in the x - y  
plane of the nitroxide magnetic tensor principal axes.12,16,18 

Luckhurst et al.16 estimate the tilt (or rotation) angle to 
be 20°, whereas Hemminga and Berendsen17b estimate the 
angle to be smaller than 15°. We attempted to fit the slow 
motional spectrum of CSL in phase V at 3 °C by simu­
lations with a tilt angle of 20°. The main effects of the 
tilt upon the simulated ESR spectrum for CSL in phase 
V are found to be an increase in the apparent g value of 
the calculated spectrum and an increase in the ratio 
a10/a0 i (cf. section IV) of the two hyperfine splittings when 
compared to spectra simulated with no tilt. Best agree­
ment is obtained with a tilt of about 15°. However the 
simulated spectra were otherwise identical and the cal­
culated C / B  ratio was unaffected. Note that increased 
values of aIO/ao_i may also result from fluctuating torques 
and presumably also slowly relaxing local structure,2 thus 
we do not believe our result to be conclusive. The effect 
of tilt was not investigated in the higher temperature 
nematic spectra, but in the isotropic phase, the effect of 
a 2 0° tilt is merely to increase the estimated value of N y 
from 5 to 8.

We have also investigated the effect of rotating the 
nitroxide magnetic z axis from its presumed orientation 
perpendicular to the long molecular axis. This has much 
more dramatic effect on the spectrum, by increasing the 
apparent splittings and widths, roughly equivalent to a
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TABLE IV: Correlation Times from Slow Motional 
Simulations and from Subsequent Motional Narrowing 
Analysis and X Values from Slow Motional Simulations 
and from Observed Splittings

454

Temp,
°C

t r , ns, 
from 
slow 

motional 
theory

t r , ns, 
from 

motional 
narrowing 
analysis6

X from 
slow

motional
theory

X from 
obsd 

splittings
0.3° 0.296 0.29
0.52“ 0.50 1.09
0.72“ 0.69 1.52

65 0.9 2.65 2.75
55 1.1 1.4 3.3 3.5
44 1.6 1.56 4.0 4.3
35 2.7 1.08 4.1 4.8
19 9 1 4.5 6.4

3 20 1.2 5.3 7.8
- 6 35 1.3 6.0 9.9

-1 6 100 2.04 6.9 14.0
-2 6 260 7.6 20.0
“ These fast rR values are just to show the agreement

between the slow motional and fast motional analyses.
They do not correspond to any experimental temperatures 
for CSL in nematic phase V. b The calculated revalues 
are from B coefficients. The N y values, calculated from 
motional narrowing analysis, for some temperatures are 
given in the caption of Figure 7.

reduction in X. However, increasing X does not significantly 
improve the simulations (since the probe is already so 
highly ordered that X can only have a marginal effect on 
the splittings). Thus we can conclude that this rotation 
angle is close to zero.
IV . V alid ity  o f M otional N arrow ing Approach  
and R elation  to O th er W ork

Several studies of the relaxation behavior of CSL in 
ordered systems have recently been published.7,16-22 These 
studies have typically used simple motional narrowing 
theory for the line width analysis. We have found that the 
ESR spectrum of phase V at the elevated temperature of 
55 °C23 has asymmetric lines. Also the low-field splitting 
constant a10 (the separation between the low field and the 
central line) is greater than the high field splitting constant 
ao-i (the separation between the high field line and the 
central line). These features are usually indicative of the 
onset of the slow motional region in ESR.5 Since the value 
of tr at +55 °C (1.1 X 10 9 s) is still quite fast, the observed 
asymmetries might be largely due to the overlap of the 
three broadened lines. Such overlap effects (including 
modified relaxation behavior) are automatically included 
in the slow motional analysis developed by PBF.3 In the 
previous studies on CSL (with the exception of ref 7a, b) 
no such analysis was attempted. Also, those “simple” 
motional narrowing studies neglected the frequency de­
pendence of secular and pseudo-secular terms. This is not 
justified for rR > 1 0  9 s.

In an effort to determine the range of validity of a 
motional-narrowing analysis for CSL in ordered fluids, we 
have performed the following test. We have taken typical 
simulated slow tumbling spectra using the PBF theory in 
which tr ranged from 3 X 10 10 to 10“7 s and we measured 
the line widths of the three lines. Then the fast motional 
theory (as given by PBF) and the already determined 
values of X were utilized to obtain rR. These values are 
given in Table IV. One clearly sees that the correlation 
times obtained from the motional-narrowing theory do not 
agree with those obtained from the complete slow-motional 
theory for values of rR > 2 X 10-9 s.24 To further emphasize 
the inadequacy of motional-narrowing theory for these

K. V. S. Rao, C. F. Polnaszek, and J. H. Freed

2.548 G.

Figure 7. Comparison of experimental and simulated spectra at 19,
3, -6, and at -16 °C for CSL in phase V: (------ ) experimental result;
(------) theoretical result based on anisotropic Brownian diffusion with
the values, at +19 °C, Tr = 1 X 10“9, N =  1.5, X =  4.3, and A' = 
2.7 G; at +3 °C, Tr =  1.2 X 1(T9, N =  1.5, X = 5.3, and A' = 2.7; 
at -6  °C, tS = 1.3 X 10“9, N =  17, X = 6.0, and A' = 2.4; and at 
-16 °C, tr = 2.04 X 10“9, N =  44, X = 6.8, and A' = 2.0 G.

spectra, we have used the PBF theory to simulate the 
spectra for 19, 3, -6 , and -16 °C, but with the tr and N y 
values obtained from the motional narrowing analysis. 
They are compared with the experimental spectra in 
Figure 7. It is obvious from this figure that the spectra 
simulated in this way are not at all in agreement with the 
experimental spectra.

In the usual analysis, appropriate for motional-narrowing 
spectra, the ordering parameters, hence X, are obtained 
from the spectral line position shifts. We have also 
checked this approach for the CSL spectra by comparing 
the values of X obtained in this simple manner with the 
values found from the complete simulations employing the 
PBF theory. They are also given in Table IV, and one can 
see that the two X values do not agree except for 71 > 65 
°C. Hence it is not justified to use the values of the order 
parameter calculated from the splittings for CSL in phase
V. From the analysis of the xR and X values given above, 
it appears that the simple motional narrowing theory 
should not be used for the analysis of CSL in phase V over 
most of the accessible temperature range.

Luckhurst et al.16b have studied CSL in a smectic A 
liquid crystal. They calculated (P4) (the average of the 
fourth rank Legendre polynomial) using the strong jump 
model. In the strong jump diffusion model, the spectral 
densities may be shown to depend6,25 explicitly on (P4) in 
the motional narrowing region. However, one must be 
careful that the molecular dynamics, which can be com­
plex,2,4,111’ is treated correctly. No temperature dependence 
of the system has been reported. This study also neglects
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the effect of the inhomogeneous broadening on the B  and 
C coefficients. The calculated values of rRl are 1.4 X 10 8 

from B  and 3.0 X 1 0 8 from C. These rR values are, as we 
have seen, too large for motional narrowing theory to be 
valid.

Luckhurst and Poupko19 have studied the CSL in phase
IV. They have again used the motional narrowing theory 
to estimate the ordering term <P4). The observed line 
shape asymmetry was attributed by these authors to a 
spread in director orientations due to thermal fluctuations. 
Al&o the calculated value of anisotropy in rotation de­
pended on temperature ranging from N  = 16.7 to 7.6 as 
the temperature decreased. These features are most likely 
indiqations of slow motional effects. Their calculated 
values of rRl are 1.6 X 10“9 at 70 °C, 2 X 10 9 at 49 °C, 
and 7 X 10“9 at 23 °C- Hence, at the lower temperatures 
one is not justified in using motional narrowing theory. 
This study also neglects the effect of ordering on the 
unresolved proton splitting.

Luckhurst and Yeates22 have recently reported ESR 
studies of CSL in phase V along with other mesogens. 
They studied the angular dependence of the line width 
coefficients, by aligning the nematic phase using a strong 
electric field, to get the value of (P4). The X value cal­
culated from the value of (P2> s (-Doo) given at 34 °C is
4.7 which very nearly agrees with our value of 4.8 at 35 °C 
given in Table V based on the motional-narrowing analysis. 
However, the spectrum at 35 °C can be correctly simulated 
by a complete analysis only with a value of 4.1. Hence, 
it is not justified to use the <P2) value calculated from the 
splittings. This study also neglected the effect of ordering 
on the proton splitting constant (hence on the inhomo­
geneous broadening) and its dependence on the angle 
between the director and the magnetic axis. Here also, the 
calculated rotational anisotropy, N , appeared to vary with 
temperature. The reported rRl values are at 34 °C, 4.4 
X Iff9 from B , 6 .8  X KT9 from C and at 21 °C, 6.3 X 10 9 

from B , and 1.26 X 10 8 from C . These rR± values are 
again too long for the motional narrowing theory to be 
applicable (cf. Table IV), and for meaningful values of N  
to be obtained.

Hemminga17* has included the angular dependence of 
the proton splitting constant in his corrections for inho­
mogeneous broadening. He obtained a value of N  =  
tr_l/tr|| = 40 with rRl = 4.6 X 10~8 for CSL in 
lecithin: cholesterol model membrane system using a 
motional narrowing analysis. Again this motion is too slow 
for motional narrowing theory to be valid. Also at these 
long tr values, the simulated spectra using slow motional 
analysis are rather insensitive to changes in the value of 
N  especially when N  is large. Hence it is not possible to 
obtain accurate values of N .

Pusnik et al.20 and Pusnik and Schara21 have also studied 
CSL in the nematic and, in smectic A and B phases of a 
mesogen. They also used motional narrowing theory to 
estimate the value of (P4), but they estimate t± £ 10 8 s 
which is clearly too slow for motional narrowing theory to 
be valid. Also, they have not included the effects of 
unresolved proton splittings.

Schindler and Seelig18b studied CSL in a liquid-crys­
talline bilayer at 24 °C. They report N y = 5.5 and rR± =
1.2 X 10 9 The motional narrowing approximation should 
be valid for this system.
V . C onclusions

It has been possible to simulate slow tumbling spectra 
using the PBF theory that are in good agreement with 
experimental spectra obtained with CSL in phase V 
solvent. Rather good and consistent results are obtained
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particularly for the reduced temperatures, where rR > 5 
X 10 9 s, since the effects of inhomogeneous broadening 
due to proton superhyperfine structure as well as fluc­
tuations in director magnitude and/or direction should be 
relatively less important. Our best fits were obtained with 
a single parameter ordering potential, no tilt of the 
magnetic z axis, and a somewhat anisotropic rR with an 
activation energy of 10.9 kcal/mol, almost in agreement 
with the activation energy obtained from the accurate 
study of PD-Tempone probe in the same solvent. These 
spectral fits were fairly insensitive to various model-de­
pendent features such as anisotropy in rotation (except for 
the higher temperatures upon which our assignment of N y 
~  3-4 is based), deviations from Brownian motion, and tilt 
of the magnetic axes in the x - y  plane relative to the 
molecular ordering axes. However, it appears that if such 
features are existent, then they are probably not very 
prominent in most of our cases. It was shown that for CSL 
in phase V a motional narrowing analysis is inadequate for 
obtaining accurate values of ordering parameter X and rR 
over most of the nematic range, so the complete PBF 
theory is needed. Recent results using CSL probes in other 
studies on ordered fluids have typically not faced up to 
this necessity.
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An Electron Spin-Lattice Relaxation Mechanism Involving Tunneling Modes for Trapped 
Radicals in Glassy Matrices. Theoretical Development and Application to Trapped 
Electrons in 7 -lrradiated Ethanol Glasses
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A new electron spin-lattice relaxation mechanism for molecular radicals in glassy matrices is developed 
theoretically and tested experimentally. The mechanism depends on modulation of the electron nuclear dipolar 
interaction between a trapped radical and nearby magnetic nuclei by the motion of tunneling nuclei or groups 
of nuclei in the disordered glass. In glassy systems it appears that modulation by tunneling modes is much 
more effective than modulation by lattice phonons for electron spin-lattice relaxation in low and intermediate 
temperature ranges, typically to ~100 K. The quantitative mechanism predicts: (a) that the spin-lattice 
relaxation rate T f l is linearly proportional to temperature, (b) that Tf1 is dependent, on, glass preparation 
to the extent that this affects the number and distribution of tunneling groups, (c) that Tf1 is sensitive to the 
isotopic composition of the glass, (d) that Tf1 for a given radical is larger by several orders of magnitude in 
a glassy environment than in a crystalline one, and (e) that T f 1 of2 where « is the EPR frequency. Predictions 
(a) to (d) have been tested and supported by T, measurements vs. temperature on trapped electrons in C2H5OH, 
C2D5OH, and C2H5OD glasses. The measurements were made with a pulsed EPR spectrometer by the saturation 
recovery technique.

I . Introduction
The electron spin-lattice relaxation of transition metal 

ions and rare earth metal ions in ionic crystals has been 
extensively studied in the past 45 years since Waller’s 
original paper on spin-lattice relaxation in 1932.1 As a 
result, nearly all the spin-lattice relaxation mechanisms 
that have been investigated both experimentally and 
theoretically are constrained by the conditions found in 
these systems. That is, strong crystalline fields and 
spin-orbit coupling are assumed for the ion in the crystal 
and the dynamics of the lattice is described in terms of 
the Debye model with only few modifications for the 
effects of phonon lifetime and crystal defects.2

The study of the spin-lattice relaxation of molecular 
radicals in molecular crystals and glasses is still in its 
infancy. The first report of the temperature dependence 
of the spin-lattice relaxation of an organic radical was 
made in 1957.3 The spin-lattice relaxation time (T,) was 
measured at four temperatures between 1 .2  and 300 K and 
no attempt was made to explain either the magnitude of 
Tj, which was many orders of magnitude longer than that 
of transition metal ions, or the spin-lattice relaxation 
mechanisms involved. Nine years later, three surveys of 
different classes of radicals (organic, organosulfur, and 
peroxy) were reported.4-6 Over the limited range of 
temperature in these studies, Tj was proportional to T  n 
where n  varied from 1 to 3. More importantly, for de­
termining the relaxation mechanism, the spin-lattice 
relaxation rates in each study were found to be highly 
correlated with the square of the g factor deviation from

* Present Address: Argonne National Laboratory, Chemistry 
Division, Argonne, 111. 60439

the free electron value of 2.0023 and hence with spin-orbit 
coupling. This suggested that the Kronig-VanVleck 
spin-lattice relaxation mechanism was important. Other 
studies have supported this.7,8 The internal motions and 
hindered rotations of a molecular radical have also been 
suggested as an important relaxation mechanism.9-12

At this same time, careful studies of the spin-lattice 
relaxation mechanisms of F centers (trapped electrons) in 
alkali halide crystals have shown that the electron nuclear 
dipolar (END) and isotropic hyperfine interactions be­
tween the unpaired electron and its surrounding magnetic 
nuclei can make important contributions to the electron 
relaxation. 13,14

An extensive study of the spin-lattice relaxation of a 
number of hydro-, deuterio-, and fluorocarbon radicals 
produced by ionizing radiation in single crystals of the 
parent compound has been made by Dalton, Kwiram, and 
Cowen.15,16 They report that the Kronig-VanVleck re­
laxation mechanism is responsible for the spin-lattice 
relaxation of all but the fluorinated radicals. The spin- 
lattice relaxation of the fluorinated radicals is dominated 
by modulation of the END interaction. In addition, they 
report observing an Orbach-like process in some of the 
samples in which the intermediate state is suggested to be 
an excited vibrational state of the radical instead of an 
excited electronic state as in the usual Orbach process.

Although these studies have demonstrated several 
important relaxation mechanisms for molecular radicals 
in single crystals, they by no means include all the 
dominant mechanisms in molecular glasses. DPPH in 
polystyrene has been the subject of two spin-lattice re­
laxation studies.17,18 Between 1  and 300 K, the relaxation 
rate is proportional to the temperature. This is a surprising
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result. Whatever the relaxation mechanism, if the low 
temperature relaxation represents a direct process (ab­
sorption or emission of lattice phonons resonant with the 
EPR transition), then a much stronger temperature de­
pendence is expected above at least 50 K due to a Raman, 
Orbach, or other higher order process involving multiple 
phonon scattering. What is almost more surprising is that 
the T , of the triphenylmethyl radical3 in a single crystal 
host is about four orders of magnitude longer at 1.2 K than 
the Tj of DPPH17 in glassy polystyrene at the same 
temperature. Although it has been noticed that nuclear 
spin-lattice relaxation is usually faster in glassy samples 
than in crystalline samples of the same compound,19"22 the 
paucity of careful relaxation studies of the same radical 
in both glassy and crystalline states has prevented such 
comparisons in EPR. Reinecke and Ngai21 have proposed 
a model for nuclear relaxation in which nuclear spin energy 
is removed by a “Raman” type process involving two 
tunneling modes, and Rubinstein and Reising22 have 
considered the effect of tunneling modes on the scattering 
of low energy phpnpns in connection with nuclear spin- 
lattice relaxation.

We have recently" investigated the electron spin-lattice 
relaxation of trapped electrons and trapped hydrogen 
atoms in a number of molecular glasses.23 It is found that 
the relaxation rate at low temperature is proportional to 
the temperature and is several orders of magnitude faster 
than reported for those radicals in single crystals. 13,14,24 

Here, we wish to present a new relaxation mechanism, 
unique in some respect to the glassy state, which may be 
responsible for the low temperature spin-lattice relaxation 
of many molecular radicals in molecular glasses.
II . Theory

Electron spin-lattice relaxation occurs due to a time- 
dependent perturbation of the electron spin by its envi­
ronment. In a calculation of the spin-lattice relaxation 
rate as a function of temperature in solids, it is necessary 
to have some model for the dynamics of the solid lattice. 
The lattice dynamics is almost always described using the 
Debye model25 of a monoatomic crystal26 although some 
consideration has been given to the effects of lattice an- 
harmonicity,27 crystalline defects,28" 37 and optical pho­
nons.38,39

L a ttice  D ynam ics. The assumptions of the Debye model 
seem quite reasonable for most crystals and this model has 
been quite successful in predicting not only the temper­
ature dependence of the spin-lattice relaxation rate of a 
number of paramagnetic metal ions in ionic crystals, but 
also many of the physical properties of crystals at low 
temperatures. The record of the Debye model has not 
been as good in low temperature glasses, however. For 
example, although it predicts that the heat capacity at low 
temperatures should be proportional to the cube of the 
temperature for both glasses and crystals, the heat capacity 
of glasses is linearly proportional to the temperature and 
is many times greater than that of a crystal of the same 
substance.40 Several other physical properties of glasses 
at low temperature are equally anomalous, suggesting the 
presence of additional low energy modes in glasses that 
are lacking in crystals.40"42

T u n n e lin g  M o d e s. A recent model for the low tem­
perature lattice dynamics of a glass is that of Phillips43 and 
of Anderson, Halperin, and Varma.44 This model envisions 
that, in a glass, there are a number of atoms or molecules 
for which the local potential has more than one minimum. 
If the potential for these atoms or molecules increases 
rapidly enough away from the minima, the only thermally 
populated states below room temperature will be the

Figure 1. Symbolic diagram of the double potential well o f the tunneling 
particle. The distance /separates the two minima which differ in energy 
by 2A . The barrier between minima is V0 and the energy difference 
betw een the two tunneling states is 2e.

coupled tunneling states of the multiple potential well.
For our purposes, we will describe these tunneling modes 

in the same manner as Phillips43 did. The tunneling 
particle is in a potential field which can be represented by 
the one-dimensional potential function in Figure 1 . I,t is 
formed from two harmonic oscillator potentials with 
minima displaced by distance l and energy 2A. Between 
the two minima is an energy barrier of height Vo- The two 
lowest energy levels (the only ones populated at the 
temperatures considered here) have energies of ±e = (Aq2 

+ A2) 1/2 where Ao = hU,(o/Tr)li2e~" and fi is the frequency 
of oscillation in one of the isolated harmonic potentials 
comprising the total potential, a =  (m V 0h~2) 1/2l, and m is 
the mass of the tunneling particle.

Phillips43,45 has both calculated the temperature de­
pendence of the relaxation time of tunneling modes and 
measured this same quantity in low temperature dielectric 
relaxation experiments on polyethylene. The relaxation 
time of tunneling modes t is given by 1 /r = w12 +  w21 

where w12 and w21 are transition rates between the two 
energy levels in each direction. This is closely related to 
the characteristic correlation time rc for the tunneling 
particle given by 1 /tc = n xwl2 + n 2w2l where n x and n 2 are 
the populations of the two levels. If the tunneling modes 
are assumed to be in thermal equilibrium at a temperature 
T  then
1  1  b 2A02e (  2 e \

tc 2 t cosh2 (e / k T ) v s p \ k T /

=  £ e c s c h  ( ¡ | )  ( 1 )

where b is the strength of coupling between the tunneling 
mode and the lattice phonons, v is the velocity of sound 
in the solid, and p is the density of the solid.

T u n n e lin g  M o d e - E le c tr o n  S p in  In te r a c tio n . The 
motion of the tunneling particle can affect the electron spin 
of a radical in several ways. Since we are concerned here 
with radicals having little spin-orbit coupling, the main 
interaction between the electron spin and the motion of 
the tunneling particle is the END interaction.

By expanding the dipolar interaction around the co­
ordinate j  along which tunneling occurs we have

END (0 = (3f EmO d 77 0(0 — 00 + • ■ • 
o]

where () denote the time average. Since j  takes on only
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one of two values, the spin-lattice relaxation rate between 
spin states Iffj) and |<r2) is given by
1  _  1  I, |93fEND

l\o2)\2
2 r „

1  +  w 2r „

1  +  OJ~T,T T T (2 )

where « is the EPR frequency. Measurements by Phillips4* 
on tunneling modes in polyethylene indicates that the 
characteristic correlation time rc is much greater than the 
inverse of the EPR frequency « at x-band so that eq 2 can 
be written as
_1  = _2

T,, h2

M
u>2t.

=^l|<a l^lEND^I >i2
9 j

K oj l ^ 5 / i a 2 >
co2h‘ 3 j

Tc
b 2 A 02e

v s p
(3)

This has the same temperature dependence as does 
spin-lattice relaxation via a symmetric double potential 
tunneling mode31 and via the tunneling rotation of a 
methyl group. 10

S p in - L a t t ic e  R e la x a tio n  R a te . The calculation of the 
spin-lattice relaxation rate for molecular radicals in a glass 
can now be attempted. Since, for most molecular radicals 
in glasses, T2 «  T l and the spectral diffusion time within 
an EPR line is short compared with Tb the Tx for radicals 
in the glass, each of which may interact differently with 
neighboring tunneling modes, is determined by the average 
spin-lattice relaxation rate for the assemblage of radicals. 
Thus

< r r 1> =  i s r I s  r f ‘ ( i )
i= l

and the calculation of the spin-lattice relaxation rate is 
then the integration of eq 3 over the appropriate dis­
tributions of l, d3CEND/dJ> b, A0, and e. Assuming that /, 
d3CEND/<y, b, and Ao are not correlated with e, we may write
1

T i
Kojl-

3?f END ,1 ,12 b 2A 02

X

c o 2 h2 \  "* 9 ;

■' 2 e \

/lo2)l2
v 5p

/o°°e csch ( —  J n ( e )  de

- (CD) / o~ e csch n ( e )  de (4)

where n(t) is the density of tunneling modes with an energy 
splitting between tunneling levels of 2 c.

The distribution of tunneling mode splittings, n(e), is 
not known in glasses. Our model for the tunneling mode 
dynamics requires that e «  h tl, so that n(e) must be large 
for small c and must effectively vanish for t j k  of the order 
of 50 K. This is reasonable on physical grounds. Large 
c requires A and V01,/2( to be large, but l is limited to about 
twice the diameter of the tunneling group and V 0 and A 
are likely to be negatively correlated. We shall therefore 
use four different distributions of tunneling mode splittings 
to examine the effect of the form of the distribution on 
the temperature dependence of the spin-lattice relaxation 
rate.

D e lta  F u n c tio n  D istr ib u tio n . For n(e) = <5(e - d), which 
corresponds to identical tunneling modes, eq 4 gives

¥ , “ < C D > e ' c s c h  ( w )  (6>

interesting feature to note about eq 5 is that for k T  >  2 d

1 k T

T, " <CD> 2 7
( 6 )

which is a different high temperature limit from the usual 
Tf1 a T2 limit for most relaxation mechanisms.

In v e r se  c D is tr ib u tio n . For a distribution given by
( 0 for e < A0 

for e > ¿o
(we realize that there must also be a limit at 
jf o“n(c) dc must converge) eq 4 becomes

c.since

— oc (CD) / A0 e csch 
1 1

2e_

k T

2e

-dee

= (CD) /A0” csch( — j  de

4 • \ ■ 
k T / .

k T(CD) —  In coth z
For k T  »  A0, eq 7 becomes . /
1 ' (CD)

-----  <X --------

T i 2 ^ l n ( " ) / " 5 ' - - ;  V f  -risi

In any reasonable temperature range.above 4.2 K, eq 8 is 
very close to being linearly proportional to.temperature.

S te p  F u n c tio n  D is tr ib u tio n . A step function distrib­
ution for n(t) may be chosen by the conditions "

i 0 for e< Alt:
n  (e) -(constant for A(1 < e < em 

( 0  for e > em (- •
for which there are a constant number of tunneling modes 
with splitting between e and e + d« within a certain range 
of e and no modes outside that range. The average 
spin-lattice relaxation time is then given as

^  cc (CD) /Ao£m e2 Z e"(2n + l)2elhT de (9)
±i n—0\

where the csch function has been expanded as an infinite 
series. Integration of eq 9 yields

~  cc (CD)feT
-M

g exp[-(2n + 1)2AJ k T ]

n=o ( 2  n + l ) 2 Id
- exp[-(2n + 1)2p / k T ]) ( k T  +  2A0 (2n +  1))
- 2 p ( 2 n  +  1) exp[-(2n + 1 ) 2p / k T ] } (10)

where p  = em -  A0. When p  «  k T , the infinite sum in 
eq 10, is proportional to T 1 csch 2 A 0/ k T  so that Tf1 cc 
csch (2 Ao / k T ). When p is no longer much smaller than 
k T , which occurs as the temperature is lowered, and the 
range of splittings of tunneling modes becomes comparable 
to the thermal energy, the spin-lattice relaxation rate 
becomes a much stronger function of temperature.

Low  E n erg y  D is tr ib u tio n . If all the tunneling mode 
energies are well below thermal energy (i.e., n(e) ^  0 only 
when« «  k T ) then csch (2e/kT ) can be expanded keeping 
only the first term, k T / 2 e , and so
1 k T

-o :  (CD) /o°° e —  n (e) de
1 1 2a€

=  ( C D ) ^ f 0° ° n( e ) d e  ( 1 1 )

in agreement with Murphy31 and Gamble et al. 10 The The integral in eq 11 is just the number of tunneling modes
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and is not a function of temperature so Tf1 <x T.
G en era l F o rm  o f th e  T e m p e r a tu r e  D e p e n d e n c e . We 

have calculated the functional form of the temperature 
dependence of spin-lattice relaxation due to tunneling 
modes at temperatures well in excess of the tunneling 
mode splitting in eq 5, 7,10, and 11. All of these functions 
have in common that, above a certain temperature, the 
spin-lattice relaxation rate is proportional to the tem­
perature of the sample. In addition eq 5, 7, and 10, which 
are valid for lower temperatures also, have a much stronger 

: temperature dependence at very low temperatures.
This is iá strong contrast to the more normal relaxation 

mechanisms due to lattice phonons which have been well 
studied in single crystals doped with paramagnetic 
transition metal ions. There, the relaxation rate at very 
low temperatures .is constant, then becomes linear with 
temperature above about 2 K, and finally increases at a 
rate between,-T2 .and. T9 at higher temperatures before 
falling-back ta-T2 far above the Debye temperature of the 
crystal* BecaUse of the' different forms of temperature 
dependence ofispin-latticé relaxation due to tunneling 
modes and lattice phonons; it, is not unexpected to find 
that different mechanises are dominant in different 
temperature regions.' Alad, we expect that the charac­
teristic correlation time is underestimated by eq 1 -at 
temperaturê 'above1 1-00 or 200 K as discussed by Phil­
lips.43'45 ■" v  v

In studies of simple molecular radicals in glasses we have 
found that thé spirt-lattice relaxation rate is often affected 
by cross relaxation with paramagnetic impurities below 
about 4 K, is dominated by tunneling modes between 4 
and 100 K, and is a complex function of several mecha­
nisms above 100 K.

E ffe ct o f Isotop ic D opin g. Preparation of glasses having 
different nuclear isotopic compositions affects the spin- 
lattice relaxation .rate in two ways. The first is by mod­
ifying the END 'interaction between the isotopically 
substituted nucleus and the radical, and the second is by 
altering the dynamics of the tunneling mode itself.

The portion of the END Hamiltonian connecting dif­
ferent electron spin states is

JfEND= y- ^ r -  [-(1/4) (ST- + ST+)(1 - 3 cos2 6 )

- (3/2)(S% + STZ) sin 6 cos 6 -  (3/4)(ST+
+ S"T) sin2 6 ] (12)

where r is the length of the vector r between the radical 
and the nucleus under consideration and 9 is the angle 
between r and ft0, the static magnetic field. Since fast 
spectral diffusion is assumed, all the terms in eq 1 2  are 
important. Assuming that all relative orientations between 
the radical and the tunneling direction are equally 
probable, the average of |(ffi|(d3CEND/d/)I|o-2)|2 over 
angles 9, this average being denoted by a single overhead 
bar, is

l< £ ^ / l a 2 >l2 =  ^ l  * /2  s i n 0
9; 3 2

X 2 2 ( l(+m I |9^ ENDl-m 'I )l2
m i m 'j  V OT

+ K+m  ̂ - m \ ) \ 2 ) d0 (13)

where <+| and <-| represent the two electron spin functions 
of the radical and (m^ and (m i| represent the nuclear spin 
functions of the tunneling nucleus. The evaluation of eq 
13 for a tunneling proton yields 33i27e27H2h4/30r8 while

evaluation for a deuteron yields 702 /27e27D2h4/360r8. The 
ratio of these transition moments is

I <ct x I /
9 K END

9 ;
la 2> Id 2/K a  i \l

9JC END

9 ;
TdI 39 
T h 2  H

0.084

lo  2> Ih  2

(14)

Assuming that t is determined more by A than Ac the term 
in eq 3 most sensitive to isotopic substitution is Aq̂  V 1- 
This term is basically a function of density since both Ao 
and v depend on density. The velocity of sound v is 
proportional to the reciprocal square root of matrix density, 
and Ao m  1/4 exp -(m1/2) where m is the mass of the 
tunneling particle. For many organic and aqueous glasses, 
deuteration increases the glass density by about 1 0 %.

This magnitude of the deuteration effect on relaxation 
rates is determined by the identity of the tunneling 
particle. If the tunneling particle contains no hydrogen 
nuclei and the END interaction responsible for inducing 
spin-lattice relaxation does not involve hydrogen nuclei, 
deuteration does not change the END transition moment. 
Then we find
r 1 (H)/T1.(D) = 0.9' 3/2 = 1.17 (15)
If the END interaction with hydrogen nuclei is dominant 
and deuteration produces little change in the mass of the 
tunneling particle, then
■ ÏUHJ/TxiD) = 0.084 X 0.93/2 = 0.10 (16)
Finally, if the tunneling particle mass is determined di­
rectly by the mass of the hydrogen nucleus (e.g., rotational 
tunneling of a methyl group or tunneling of a hydrogen 
nucleus), then
T,(H)
T,(D) = 0.84 X 0.9" 3/2

m u )

exp(-2 mD1/2) 
exp(-2 mH'/ 2)

= 0.030 (17)
Thus deuteration of an organic or aqueous glass will 
produce a change in the spin-lattice relaxation rate ranging 
from a 20% increase to a 97% decrease.
III. Experimental Section

The electron spin-lattice relaxation times of trapped 
electrons in C2H5OH, C2D5OH, and C2H5OD were mea­
sured between 5 and 150 K on a time domain X-band EPR 
spectrometer built in this laboratory.23 It is a single 
klystron superheterodyne spectrometer with 60-MHz IF 
and 14-MHz bandwidth with synchronous demodulation 
of the IF. It is operated using the saturation recovery 
technique for measuring 7\. A pulse of 40-mW microwaves 
or less is applied to the EPR signal of the radical whose 
T i is to be measured for a length of time longer than any 
relaxation time of the sample in order to saturate or 
partially saturate the EPR signal. After the saturating 
pulse, the recovery of the EPR signal from saturation is 
monitored with microwaves coherent with the saturating 
pulse but at a level low enough not to disturb directly the 
electron spin populations. No magnetic field modulation 
is used while measuring the recovery of the EPR signal 
from saturation or while saturating the EPR signal. This 
spectrometer has measured spin-lattice relaxation times 
ranging from 2 0 0  ns to 1  s and can monitor the recovery 
of the EPR signal with microwave powers ranging from 
400 juW to 40 pW.

The recovery of the EPR signal from saturation is re­
corded using either a PAR TDH-9 waveform eductor or
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a PAR 162 boxcar averager. The conditioned output from 
either of these data acquisition devices is processed by a 
logarithmic amplifier and recorded on an X-Y recorder. 
The spin-lattice relaxation rate is then recovered from the 
slope of the straight lines on the X-Y recorder.

The temperature dependence of T, is determined by 
fitting the equation

T f 1 = D 2T +  O2 e x p ( - f 2 IT) (1 8 )

to the experimental data. The parameters D , 0 , and t are 
varied with a weighted, non-linear, iterative, least-squares 
computer program supplied by the Wayne State University 
Computer and Data Processing Center46 which uses the 
Marquardt method.47 In each iteration, the data were 
weighted by the current predictions of 7\ using eq 18. The 
linear function of temperature in eq 18 represents the 
tunneling relaxation mechanism discussed in section II. 
The exponential function of the temperature represents 
the relaxation mechanisms dominant at high temperatures 
and is used in preference to a different function more for 
its utility than for any theoretical reason.

The EPR cavity is a Varian V-4531 rectangular single 
cavity. An Air Products LTD 30110 Helitran unit inserted 
into the cavity cools the sample. The sample cavity serves 
as the dispersive element in the AFC loop so the klystron 
frequency is locked at all times to the sample cavity. The 
sample temperature is stabilized using an Artronix 5301 
temperature controller to drive the heater in the Helitran 
unit. The Atronix 5301 senses the temperature near the 
sample with a 50-0, 0.25-W carbon resistor. The tem­
perature of the helium gas stream immediately above the 
sample is measured by the GaAs diode sensor of a PAR 
156 cryothermometer or by a Digitek digital thermometer 
using a copper-constantan thermocouple.

The magnetic field is provided by a Varian 9-in. magnet 
with a Mark I Fieldial control.

The C2H5OH used was anhydrous Rossville Gold Shield 
alcohol, anhydrous C2H5OD was obtained from Stohler 
Isotope Chemicals, and anhydrous C2D5OH was from 
Merck Sharpe and Dohme of Canada, Ltd. These 
chemicals were used as received without further purifi­
cation and without the addition of water. Samples were 
made by sealing these chemicals in short sections (4-5 cm) 
of evacuated spectrosil quartz tubing. The samples were 
carefully frozen by slowly lowering each tube into liquid 
nitrogen at the fastest rate which gave very little bubbling 
of the liquid nitrogen. The freezing was performed as 
reproducibly as possible since the freezing rate appears to 
affect the structure of the glass.23,48

The samples were irradiated in a US Nuclear Corpo­
ration GR-9 Co-60 7 -irradiator at a dose rate of approx­
imately 0.16 Mrad/h to a dose of 1 Mrad. During and after 
irradiation, the samples were kept in liquid nitrogen in the 
dark.

IV . R esu lts and D iscussion

The spin-lattice relaxation rates of trapped electrons 
in the three ethanol samples are plotted as a function of 
temperature in Figure 2. Care was taken during the 
measurements that the saturating pulse was much larger 
than any relaxation time of the sample (pulse lengths 
varied from 15 ms at high temperatures to 1 s at low 
temperatures) and that the microwave power used to 
monitor the recovery did not perturb the spin system 
(microwave powers varied from 100 to 0.1 nW). The 
relaxation rates under these conditions were found to be 
independent of pulse length or monitoring power. The 
solid lines in Figure 2 are the least-squares fits of eq 18

Figure 2. The spin-lattice relaxation rate as a function of temperature 
of trapped electrons in C2H5OH (open circles), C2H5OD'(open triangles), 
and C2D5OH (solid dots). The lines are the least-squares fits described 
in the text.

TABLE I: Optimized Parameters of 1 / T i = D 2T  
+  O 2 exp (-f2 I T )  for Relaxation Rates of Trapped 
Electrons in Ethanol Glasses

Matrix D \  s '  K“‘ 0 \  s’ 1 t \  K

C2H5OH 18.9 4.74 x 103 84
C2HsOD 7.30 4.71 X 103 92
C2DsOH 3.22 1.69 X lO4“ 148°

° The magnitude of the correlation between these 
parameters is greater than 0.90.

to the data points. The coefficients of these fits are listed 
in Table I. It is seen that the data are well represented 
by eq 18 without invoking a temperature independent term 
expected for a cross relaxation mechanism. Apparently 
cross relaxation from trapped electrons in ethanol glasses 
to any other radical at the dose and temperatures used in 
this study is unimportant.

A striking feature of the results in Table I is that the 
coefficient of the relaxation process whose rate is pro­
portional to temperature, i.e., D2, shows a strong deu- 
teration dependence. This is entirely as predicted on the 
basis of the theory presented in section II. In fact it is not 
unreasonable to extrapolate a value for the C2D5OD glass 
prepared in the same fashion of less than 1.9 s 1 K_1 as 
predicted by eq 16 and 17.

It is generally accepted that the trapped electron in 
ethanol consists of an electron trapped in the combined 
potential fields of four or six ethanol molecules oriented 
with either the OH bond dipoles or molecular electric 
dipoles oriented toward the trapped electron.49,50 In either 
case, the hydroxyl groups are nearest the electron and are 
the strongest contributors to the trapped electron’s total 
hyperfine interaction. The ethyl group is farther away and 
interacts less strongly. As a result, the EPR line width of 
the trapped electron is much larger in C2D5OH than 
C2H5OD. Since the hydroxyl group has a large bond dipole 
and is closest to the trapped electron, the hydroxyl is 
presumably held rather rigidly by the electric field of the
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trapped electron. In contrast, the ethyl group should be 
much less restricted in its motion as should the hydroxyl 
groups of molecules which do not participate in the 
electron trap. As a consequence, the spin-lattice relaxation 
model presented here predicts that the tunneling of the 
ethyl groups is more important than hydroxyl group 
tunneling for the electron spin-lattice relaxation. This is 
exactly what is observed.

Anything that affects the structure of the glass and the 
number and distribution of tunneling modes, e.g., the 
freezing rate of the matrix, should have a large effect on 
the coefficient of the relaxation process which varies 
linearly with temperature. We have observed this in 
several systems and this makes exact quantitative com­
parison between different samples somewhat risky.

A further test that the relaxation process with a linear 
temperature dependence seen here is to be identified with 
the tunneling mechanism is that the coefficient of the 
observed rate (D2) must be much larger than the coefficient 
of the similar term in the relaxation of a trapped electron 
in a crystalline environment. This criterion can be assessed 
from the relaxation data on trapped electrons (F centers) 
in alkali halide single crystals.13,14 The coefficient of the 
relaxation process whose rate is linearly proportional to 
temperature is about 10 s 1 K 1 for electrons in ethanol 
glass compared to 5 X 10 5 s' 1 K 1 for electrons in KC1 
crystals1. The F centers and trapped electrons in alcohol 
glasses are quite comparable in both their optical and 
magnetic properties49,51 except for their spin-lattice re­
laxation mechanism. Spin-lattice relaxation of F centers 
at low temperature is due to modulation of the END 
interaction by lattice phonons, while modulation of the 
crystalline field by lattice phonons is ineffective in crystals 
containing no heavy atoms. We conclude that relaxation 
of trapped electrons in ethanol glass is due to modulation 
of the END interaction by tunneling modes associated with 
the glass structure and that this is much more effective 
than modulation by lattice phonons. Experiments on 
trapped electrons and trapped hydrogen atoms in other 
crystalline and glassy matrices show the same striking 
difference. These studies will be reported elsewhere.
V. Conclusion

We have described an electron spin-lattice relaxation 
mechanism expected to be important for molecular radicals 
in glasses. The mechanism depends on modulation of the 
END interaction between the radical and nuclei in its 
glassy environment by the motion of tunneling nuclei or 
groups of nuclei in the glass. This mechanism predicts: 
(a) that Tf1 <* T above a few degrees Kelvin, (b) that Tf1 

is dependent on the preparation of the glass to the extent 
that the preparation affects the number and distribution 
of tunneling groups, (c) that Tf1 is sensitive to the isotopic 
composition of the glass, (d) that Tf1 for a given molecular 
radical is much larger in a glass than in a single crystal, 
and (e) Tf1 <* oj 2 where u  is the EPR frequency.

The results of Tx measurements on trapped electrons 
in C2H5OH, C2D5OH, and C2H5OD glasses in comparison 
with the literature results on T x measurements of F centers 
(trapped electrons) in KC1 crystals support the tunneling 
mechanism for glasses. We find (a) Tf1 T for trapped 
electrons in ethanol glass between 7 and about 100 K, (b) 
that the relaxation rate in a glass depends on the details 
of glass preparation, (c) that T, is sensitive to deuteration 
of the glass, and (d) that the relaxation rate of trapped 
electrons is about 105 times larger for the Tf1 « T process

in ethanol glass than in KC1 crystals. We have been unable 
to test prediction (e) because we are experimentally limited 
to T! measurements at a single EPR frequency.
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Proton longitudinal and transverse NMR relaxation time measurements at 30 MHz are reported for frozen 
solutions of carbonic anhydrase with and without manganous ion at the active site. Although longitudinal 
relaxation of the manganous free samples requires two time constants, only one is required when manganous 
ion occupies the active site. It is concluded that the water in the immediate vicinity of the protein molecule 
samples the active site manganous ion on a time scale short compared with a microsecond and that relaxation- 
of water protons caused by protein protons is significant.

Water interactions are central to an understanding of 
macromolecule structure and function, yet many questions 
remain concerning structural and dynamic details of water 
and its interactions with macromolecules. 1 Some physi­
ological effects have been ascribed to various degrees of 
long range order imparted to water by its interaction with 
macromolecules.2 X-Ray reports on crystalline proteins 
have provided some support for at least short range or­
dering of water molecules in protein crystals.3 On the other 
hand, some experiments suggest that the lifetimes of what 
structures exist must be very short.4 NMR relaxation 
measurements provide a direct method for investigation 
of water-macromolecule interactions in a variety of en­
vironments including solutions and semisolid systems such 
as tissue.5,6

The major difficulty with magnetic resonance studies 
of protein hydration has been that the effects observed on 
the water NMR spectrum are small for protein solutions 
due to the very large concentration of the bulk solvent 
molecules and what is thought to be a rapid mixing of 
solvent between all environments in the sample. This 
difficulty may be overcome in part by freezing the solution. 
Most of the water forms ice which has relaxation pa­
rameters very different from that of noncrystalline water 
remaining unfrozen. Study of the unfrozen water signal 
then focuses on water which interacts with the protein 
surface so intimately that it does not form part of the ice 
lattice. It is encouraging that measurements of absolute 
water proton intensities from NMR CW and pulsed ex­
periments agree with other estimates of the number of 
water molecules thought to interact strongly with the 
protein surface even though in general complex phase 
behavior may arise in frozen solutions of salts or more 
complicated molecules.7-9 It has been previously shown 
that the NMR relaxation of frozen lysozyme solutions is 
very similar to that in lysozyme crystals.4 Therefore study 
of the more easily handled solutions permits an efficient 
approach to additional details of hydration.

Previous measurements of water-protein systems have 
suggested that diffusion of water in the region immediately 
adjacent to the protein is very fast even at temperatures 
well below the freezing point of water.4 Although there 
have been two populations of water protons reported below 
the freezing event,4,8 interpretation of relaxation for the 
dominant component has involved the suggestion that the

* Camille and Her.ry Dreyfus Teacher Scholar 1974-1979.

diffusion of the average water molecule at the protein 
surface is characterized by correlation times on the order 
of nanoseconds at 240 K. The present work was under­
taken to probe the rate at which water molecules sample 
the active site crevice in a metalloenzyme at subfreezing 
temperatures.

Experimental Section
Proton relaxation times were measured at 30 MHz on 

a pulsed NMR spectrometer built in this laboratory.10 The 
90° pulse width was 3 ¡is and the spectrometer recovery 
time was about 5 ns. T t was measured using a 180°-90° 
pulse sequence and T2 by the Gill-Meiboom modification 
of the Carr-Purcell pulse sequence.11 The temperature of 
the probe was regulated to within 1 ° with the Varian 
variable temperature controller using liquid nitrogen as 
the cryogenic fluid and nitrogen as the carrier gas. The 
variable temperature controller was calibrated with a diode 
thermometer.

Bovine carbonic anhydrase (BCA) was obtained from 
Worthington Biochemical Corp. No attempt was made to 
separate the isozymes. Apo-BCA was prepared by two 
methods. Early work was done by dialyzing the native 
BCA against 0.01 M phosphate buffer at pH 5 containing 
0.01 M o-phenanthroline for 7 days with one change of 
buffer.12 The apoenzyme was then concentrated on a 
Diaflow ultrafiltration cell for the NMR experiment. A 
more efficient chelating agent, pyridine-2 ,6 -dicarboxylic 
acid was used in later work.13 Zinc content was determined 
on a Jarrel-Ash atomic absorption spectrometer.

Mn-BCA was made by dialyzing the apoenzyme against 
0.01 M phosphate buffer at pH 8  containing 10 4 M Mn2+ 
for 2 days with one change of buffer. The Mn-BCA was 
then dialyzed against 0.01 M phosphate buffer containing 
10 "5 M Mn2+ at pH 8 . The Mn-BCA was then concen­
trated on a Diaflow ultrafiltration cell for the NMR ex­
periment.

In the control experiment a 8 .6 % native BCA solution 
was dialyzed against a 10 3 M phosphate buffer at pH 8 

containing 2 X 10“5 M MnCl2 for 24 h. Free Mn2+ con­
centration was measured on a Varian E-3 ESR spec­
trometer by comparison of the signal intensity against a 
standard Mn2+ solution using identical conditions of 
modulation amplitude and microwave power. Total Mn 
content was assayed by digesting the protein with am­
monium peroxydisulfate followed by oxidation of the 
manganous ion to permanganate with potassium periodate
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Figure 1. Proton transverse and longitudinal NMR relaxation times at 
30 MHz for a frozen 10% solution of apobovlne carbonic anhydrase 
as a function of reciprocal temperature: (• )  slow longitudinal relaxation 
component; (■) fast longitudinal relaxation component; (O) transverse 
relaxation times.

Figure 3. Proton transverse and longitudinal NMR relaxation times at 
30 MHz for a frozen 10% solution of native carbonic anhydrase 
containing 2 X 10~5 M Mn2+ ion as a function of reciprocal temperature: 
(O) the major longitudinal component; ( • )  the minor longitudinal 
component; (□) the transverse relaxation times.

Figure 2. Proton transverse and longitudinal NMR relaxation times at 
30 MHz for a frozen 10% solution of the manganous derivative of bovine 
carbonic anhydrase as a function of reciprocal temperature: ( • )  
longitudinal relaxation times; (O) transverse relaxation times.

and measuring the permanganate optically at 525 nm. 
BCA concentration was measured optically at 280 nm using 
the absorbance E ^  = 18.14
Results

Proton relaxation data are shown in Figure 1 for a frozen 
10% solution of apocarbonic anhydrase. Longitudinal 
relaxation was characterized by two exponentials: the 
slowest relaxation component plotted passes through a 
broad minimum as a function of temperature and cor­
responds to approximately 65% of the signal intensity. 
The faster longitudinal relaxation component accounts for 
approximately 35% of the signal intensity. Transverse 
relaxation was characterized by a single exponential to 
within experimental error. The slope of T2 against the 
reciprocal of temperature corresponds to an activation 
energy of 6 .6  kcal/mol for the apoenzyme sample; however, 
the meaning of this number is unclear.

Proton relaxation data are shown in Figure 2 for frozen 
1 0 % apocarbonic anhydrase solution which had been

TABLE I
Temp,

Sample DC T,, ms T 2, ms
Mn2+BCA 20 60, 64 35, 36
Mn2+BCA -1 0 2.4 0.90, 0.79
Mn2 + BCA + 5x diamox 20 79, 79 115, 108
Mn2+BCA + 5x diamox -1 0 3.2 1.0, 0.89 

0.86, 0.90
Mn2+BCA + 30x diamox 20 144 112,106
Mn2+BCA + 30x diamox -1 0 5.8, 5.0 102
apo-BCA 20 512 369

dialyzed against successive changes of solution containing 
2 X 10 5 M manganous ion. The dominant form of the 
enzyme contains a manganous ion at the active site region. 
Metal analysis data are consistent with there being a metal 
bound to free ratio in excess of 20 at pH 8 where the NMR 
measurements were made. Transverse relaxation in the 
manganous derivative is characterized by a single relax­
ation time to within experimental error. Longitudinal 
relaxation is characterized by two components: one
component in the range of 60 ms comprises only about 5% 
of the signal and the remaining short component which 
is plotted. An Arrhenius plot of the transverse relaxation 
data gives a slope of 3.1 kcal/mol. The dominant longi­
tudinal relaxation time appears to approach a minimum 
value at high temperatures close to the freezing event.

Two types of experiments were done to determine the 
sources of relaxation. The magnitudes of the relaxation 
effects due to manganese ions not coordinated directly to 
the active site region of the enzyme were determined by 
studying a 8 .6 % native enzyme solution which contained 
2 X 10 5 M manganous ion. Relaxation results for this 
system with zinc at the active site are summarized in 
Figure 3. To within experimental error the transverse 
relaxation is characterized by a single relaxation time and 
an apparent activation energy of 6.2 kcal/mol. The 
longitudinal relaxation is described by two exponentials; 
the faster component which is plotted comprising 60% of 
the signal. The effects of chemical exchange of water in 
and out of the active site region were determined by 
measuring the relaxation rates in frozen and unfrozen 
solutions in the presence of excess inhibitor, diamox. 
These results are summarized in Table I. It is important
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to note that addition of a large excess of inhibitor does not 
restore the water relaxation to the values appropriate to 
the diamagnetic apoenzyme or native enzyme.
Discussion

The data shown in Figure 1 for the metal free carbonic 
anhydrase are similar to that previously reported for other 
diamagnetic protein solutions.8 Two longitudinal relax­
ation times are required to fit the data and the ratio of 
either longitudinal relaxation time to the transverse re­
laxation time is much greater than predicted by the 
equations describing liquid relaxation. 15 The data shown 
in Figure 3, which are for a sample containing more 
manganous ion than is expected to be in equilibrium with 
manganous ion bound at the active site in the manganous 
derivative, are different in some detail from that of the 
metal free sample. However, two longitudinal relaxation 
times are required and the ratio of either of them to the 
transverse relaxation time is large. We therefore conclude 
that the dramatic effects shown in Figure 2 when man­
ganous ion is placed at the enzyme active site are not due 
to extraneous manganese ion, which may be in equilibrium 
with binding sites at the protein surface.

When the manganous derivative of carbonic anhydrase 
is prepared, a very small residual of slowly relaxing 
longitudinal relaxation component is observed which may 
arise from two sources: (1) The equilibrium constant for 
binding of manganese to the enzyme is small enough that 
with present conditions some enzyme molecules may not 
have a manganese ion bound to the active site. (2 ) The 
preparation of a completely zinc free apoenzyme is dif- 
ficult. Frequently a residual zinc concentration on the 
other of 5% is retained. In either case two relaxation 
components would result: a minor one due to the dia­
magnetic molecules and a major one for those containing 
manganese. Since both of these problems are likely in the 
present case, we conclude that for the manganese enzyme 
derivative longitudinal relaxation is characterized by a 
single exponential. In what follows we will therefore 
consider only the short relaxation time representing 95% 
of the signal.

The transverse relaxation time in the manganese de­
rivative is shifted by approximately a factor of 8 at the 
highest temperature compared with the values of the 
apoenzyme. This result implies that although the para­
magnetism makes very significant contributions to the 
transverse relaxation time, nonnegligible contributions 
arising from diamagnetic sources may remain. On the 
other hand, paramagnetic effects are clearly dominant for 
longitudinal relaxation in the manganese derivative.

In general the relaxation equation will contain con­
tributions from each physical or chemical environment 
experienced by the water protons:16

1 _  P p  | P m

T i = l , 2  P i  D P i  m +  r M
(1 )

where Pd is the large fraction of water protons not at the 
paramagnetic site; PM the fraction of water protons co­
ordinated to the manganous ion; T,D the relaxation time, 
either T x or T2, at diamagnetic sites which we may 
characterize using the apoenzyme data; rM the mean 
residence time for the water at the manganous ion site; and 
T,m the relaxation time for the water protons at the 
manganous ion site. By subtraction of the diamagnetic 
term obtained from the apoenzyme data, we may isolate 
the paramagnetic contribution. Since paramagnetic effects 
clearly dominate longitudinal relaxation
1 / P 1 = P M / P lp  (2)

Tlp is estimated to be on the order of 2 jis by making 
absolute intensity measurements to establish the total 
water concentration and assuming that the manganous ion 
has only one coordinated water molecule. In general
1/Pip = l/iT’iM + rM) (3)
where T1M is the longitudinal relaxation time at the 
manganous ion. Estimates for the mean residence time 
for water coordinated to manganese are generally close to 
2 X 10 8 s or shorter. 17 Therefore a very dramatic change 
in the metal ligand exchange rate would be required in the 
present case to place the longitudinal relaxation in the 
intermediate exchange region over the temperature range 
studied. The observed longitudinal relaxation equation 
is then apparently dominated by T1M which simplifies at 
this field strength to

1 / Î 11M “
2 y 2g 2(32S ( S  + 1) 

15 r6

3 Tr

1 + CO \ T C

+ I t )  S(S + X){ i  + o . v ' } (4)

where rc is the correlation time for.the nuclear-electron 
dipole-dipole interaction, y  the proton magnetogyric ratio, 
S  the electron spin quantum number, g  and /3 the usual 
magnetic parameters for the electron, ojj the Larmor 
frequency for the proton, A  the hyperfine coupling con­
stant, ws the Larmor frequency for the electron, and t„ the 
correlation time for the contact interaction represented in 
the second term. A similar equation may be written for 
T2. 18

1 y 2g 2p 2S ( S  + 1) 
1 5  r 1’ i4rc + ' 3 T 'C2V 1  +  g j ,2t c2 j

i(f)’s's + 1)f- + rritv} ,5)
If the scalar term is neglected, the ratio of T1M : T2M at the 
T x minimum becomes 1.83 which is very close to that 
observed in the present experiments shown in Figure 2. 
A significant scalar contribution would greatly increase this 
ratio; therefore, neglecting it appears to be justified.

The major problem to further interpretation is lack of 
precise knowledge of the correlation times appearing in 
eq 4 and 5. In each case two contributions may be im­
portant
1 It c = 1/tM + 1 h i e  (6)
where rie is a correlation time for electron-nuclear in­
teractions which may be T u  or T 2e. We may neglect any 
rotation of the whole protein molecule in this case because 
the complete lack of any protein proton signal in the frozen 
sample requires that the protein move very slowly if at all. 
Although we may put limits on values of rM, it is difficult 
to estimate the values to rie. The magnitudes of the mean 
residence time for water molecules at the active sites of 
manganese enzymes at approximately room temperature 
may range from values slightly longer than that for the 
manganous ion (2 X 10 8 s) 19 to 5 X 10"9 s.20 The activation 
energy for water exchange with the metal is expected to 
be in the vicinity of 8 kcal/mol which indicates that, at 
the temperatures of the present experiments, the mean 
residence time will be long compared with 5 X 10-9 s which 
is the value of the correlation time dominating relaxation 
at the TV minimum at 30 MHz, the frequency of these 
experiments. On this basis therefore it is unlikely that the 
mean residence time of the water molecule at the man-
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TABLE II

465

Equations Parameters
1 /T, = ( 2 K / 5 ) x / ( l  +  x 2) 
1 / T 2 = y / T 2° +  ( K / 1 5 ) { A x  +  

3 x 1 ( 1  +  x 2)}
x  =  e x p { ( l / T -  1 I T 0) E J R }  
y  “  e x p {(l/T  -  1 / T 0) E d / R }

K  =  6.0 X  103 s '1 
E a =  4.0 kcal/mol

E (j = 5.7 kcal/mol 
T 0 =  263.2 K

ganous ion determines the correlation time for the nuclear 
relaxation. The electronic contribution remains.

The assumption that electronic relaxation time, r,e, 
makes a dominant contribution to determining the re­
laxation in this system is supported by the low value of 
the activation energy observed for both longitudinal and 
transverse relaxation. It seems unlikely that the activation 
energy for water exchange from the metal could be as low 
as observed in Figure 2. It is also unlikely that the water 
molecule lifetime could be as short as implied by the value 
of the correlation time at the T x minimum. The ex­
trapolation of this result to temperatures where the protein 
begins to rotate when the solution melts must be made 
with great care because such a rotation will contribute to 
both the effective correlation time, rc, and the electronic 
correlation time represented in eq 8 as rie.

In spite of the uncertainties in these deductions a single 
activation parameter may be assumed for the correlation 
time, tc, and the consequences of this assumption tested 
by comparison with the data. In the present case the 7\ 
data may be fit well assuming a single activation energy 
for the relaxations shown by the solid line in Figure 2. 
The magnitude of the paramagnetic contribution to the 
transverse relaxation time, T2p, which may be directly 
estimated from the data in a similar way, requires that T2 p 
not be dominated by the exchange lifetime appearing 
explicitly in eq 3. Considerations concerning the calcu­
lation of the experimental parameters similar to those just 
presented for T l yields the solid line shown in Figure 2. 
The parameters used to fit both T x and T2 are listed in 
Table II.

The quality of the calculated relaxation times dem­
onstrates that to within the experimental errors of our 
measurements the approximations in eq 4 and 5 and the 
assumption of a single activation energy for the correlation 
time dominating relaxation lead to calculated relaxation 
times which are consistent with the data. Additional 
concerns remain. Outer sphere relaxation contributions 
to the observations may be important in general. Two 
features of the present case would appear to minimize this 
contribution: (1) The diamagnetic part of the relaxation 
is already very efficient and may in some instances 
compete effectively with the first coordination sphere 
paramagnetic relaxation processes. (2) The geometrical

limitations on the access of the water to the active site 
manganous ion coupled with the Tack of macromolecule 
rotation implies that the dipolar contribution to second 
sphere relaxation would decrease more rapidly than r-3.21 

On the other hand, the protein itself represents an ab­
normal ligand because of its size. The protein protons may 
be strongly coupled magnetically. Since the motion of the 
protein is minimal, T 2 for the protein protons is short so 
that proton spin diffusion within the protein molecule itself 
may be rapid on the time scale of the relaxation times 
measured. Since large concentrations of the inhibitor 
molecule changed the water molecule relaxation rate by 
only a factor of 2 in the frozen solutions of the manganous 
derivative, we may conclude either that the inhibitor does 
not effectively displace water at the manganous ion site 
or that there is efficient relaxation of the water protons 
brought about through the protein proton spin system. 
That the inhibitor changes the water proton relaxation rate 
significantly permits the conclusion that exchange of water 
with the manganous ion position in the crevice of the 
protein is rapid; however, failure of the inhibitor to restore 
the basic features of the results for the diamagnetic 
proteins suggest that significant coupling and relaxation 
between the water and protein protons occurs in these 
samples.
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A previously discussed correlation between an increase in hydrogen-bond strength with a decrease in B-O(H) 
distance in methylene-substituted diphosphonic acids is not upheld for hydrogen bonding in unsubstituted 
polymethylenediphosphonic acids. Strong asymmetric hydrogen bonds link -(OH)P(=0)QHf.moieties into 
infinite chains spiralling about axes and cross linking the molecules to form three-dimensiorfat molecular 
chains in both methylenediphosphonic acid (PCP), CH2(P0 3H2)2, and ethane-1 ,2-diphosphonic acid (PC2P), 
(CH2)2(P03H2)2. PCP and PC2P show short P-C bond distances (1.793(2) and 1.786(2) A, respectively) as 
compared with substituted diphosphonic acids (~ 1.83 A). PCP crystallizes in the monoclinic space group, 
P\/c, with unit cell dimensions a = 7.836(4), b = 5.497(3), c = 13.766(7) A, /3 = 103.60(2)°, and Z  = 4. PC2P 
crystallizes in the monoclinic space group P 2 r/c with unit cell dimensions, a = 5.856(2), b = 5.272(2), c = 11.665(4) 
A, /3 = 100.69(2)°, and Z -  2 . Three-dimensional x-ray data were collected for both compounds using a GE 
XRD-490 automated diffractometer. Full-matrix least-squares refinement of PCP gave a final ftF = 0.036 for 
a total of 1017 unique reflections, while a similar refinement of PC2P gave a final R F - 0.046 for 1019 unique 
reflections. Implications for cation coordination and liquid-liquid extraction chelation sites are discussed for 
ionized PCP and PC2P.

Peterson et al.

Introduction

Considerable interest has been focused on methylene- 
substituted and unsubstituted diphosphonic acids, because 
of their favorable binding characteristics toward metal 
cations.3 Recently, structural investigations of both types 
of diphosphonic acids have appeared within this Journal.4,5 

Ethane-l-hydroxy-l,l-diphosphonic acid monohydrate, 
(CH3)C(OH) (P03H2)2-H20,4 gave evidence for what the 
authors believed to be a correlation in disphosphonic acids 
between hydrogen bond strength and phosphorus-oxygen 
bond length. The authors noted that a decrease in the 
P-O(H) bond length correlated with a decrease in hy­
drogen bond distance and a lengthening of the related 
P=0 distance. They explained these effects in terms of 
a delocalization and buildup of negative charge density on 
the phosphonyl oxygens due to attraction of the phos- 
phonic protons to their hydrogen-bond acceptor. However, 
we believe what the authors were observing was the 
P-O(H) bond shortening and P=0 bond lengthening 
which occurs in very strong hydrogen bonds due to the 
formation of a more symmetrical hydrogen bond, not a 
general correlation. A recent structural study of C- 
H2(P0 3H2)2, PCP,5 showed that the above correlation does 
not hold for a molecule where longer hydrogen bonds are 
involved, however, an earlier determination of PCP showed 
somewhat different bond distances.6 Therefore, we wish 
to report the very precisely determined molecular and 
crystal structures of CH2(P03H2)2, PCP, and (CH2)2(P- 
03H2P)2, PC2P. The recently completed structural de­
termination of (CH2)3(P03H2)2, PC3P, will be published 
shortly. Highly accurate structural data on a number of 
diphosphonic acids will be necessary in order to further 
evaluate the small (0 .0 1  A) differences in bond lengths 
involved in the above correlation.

E xperim ental Section

C o lle c tio n  a n d  R e d u ctio n  o f  X -R a y  D a ta . Samples of 
PCP and PC2P were prepared by the method of Moe- 
dritzer and Irani.7 Recrystallization from methanol re-

TABLE I: Experimental Details for PCP

Cell constants: T  -  27 °C, a = 7.836(4) A,
b = 5.497(3) A, c = 13.766(7) A, 0 = 103.60(2) °

Cell volume: 576.33 A3
Molecular weight of asymmetric unit: 176.001

g/mol
Calculated density: 2.026 g cm“3
Measured density: 2.026(2) gem“3 by flotation 

in CH3C1 + CHjBr
Z =  4
Space group: P 2 J c  (C s2h ; no. 14)
Radiation: Mo Ka, X = 0.71069 (Ross 1 filter) 
Attenuator: Cu foil at 10 Q00 Hz 
Take-off angle: 2.0 0 
Maximum 20 : 50.0 ° ( ± h k l )
Scan type: coupled 0-20
Scan width: 1.6 °
Scan speed: 0.1 ° steps
Counting time.: 4 s/step (background 16 s each 

side of peak)
Crystal: 

b axis mounted 
Volume =  0.859 X  10 s cm3 
(-0.01 X  0.01 X  0.0176 cm)
Absorption coefficient = 7.165 cm“1 
Maximum transmission factor = 0.89 
Minimum transmission factor = 0.86 
Number of reflections collected =1017 

ffF for all reflections = 3.60% (1017)
RF for reflections where F a > 1 o F a = 3.39% (965) 
w R y *  = 8.96%

suited in the formation of clear triangular-prism crystals.
(a) P C P . A crystal with approximate dimensions 0.010 

X 0.010 X 0.013 cm was mounted along the b axis for study. 
Preliminary oscillation, Weissenberg, and precession 
photographs revealed 2/m Laue symmetry and the sys­
tematic absences hOl for / = 2n + 1 and OfeO for k  =  2n  +  
1. This is consistent with the centrosymmetric monoclinic 
space group P 2 1/c  [C\h\ no. 14].

A GE XRD-490 automated x-ray diffractometer was 
used for data collection. Accurate unit-cell parameters 
were obtained by least-squares from the angular coordi­
nates of 14 reflections measured in a 26 range of 27-33°.
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TABLE II: Experimental Details for PC2P
■Gèli constants: T= 25 °C, a = 5.856(2) A, 

b = 5.272(2) A, c = 11.665(4) A, 0 =  100.69(2) °
Cell volume: 353.88 A3 
Molecular weight of asymmetric unit: 190.28 

g/mol
Calculated density: 1.783 g cm“3
Measured density: 1.757 g cm“3 by flotation

in CH3C1 + CH2I2 
Z =  4
Space group = P 2 J c  (Cs2h; no. 14)
Radiation: Mo Ka, \ = 0.71069 (Ross 1 filter) 
Attenuator: . Cu foil at 10 000 Hz 
Take-off angle : 2 0
Màximum 2d : 60.0 0 (±hk l)
Scan type: .coupled 0-26 
Scan width: 1.6°
Scan-speed; „ O'.l 0 steps
Counting time: 4 s/step (background 16 s each 

side of peak)
Crystal: 

b axis mounted 
Volume = 0.144 x 10“4 cm3 
(0.036 X 0.032 X 0.013 cm)
Absorption coefficient = 11.874 cm“1 
Maximum transmission.Factor = 0.86 
Minimum transmission factor = 0.67 
Number of reflections collected = 1064 

R p  for all reflections = 4.58% (1017)
R p  for reflections where F a > laF0 = 4.36% (980) 
w R p i  =  12.6%

Details specific to data collection and analysis are given 
in Table I. A description of the instrumentation used in 
this data collection has been given previously.8

(b) P C 2P . A clear parallellopiped crystal with dimen­
sions 0.035 X 0.032 X 0.012 cm was mounted along the b 
axis. Preliminary x-ray photographs established the space 
group P2 j/c also for PC2P. The techniques for obtaining 
space group information, unit cell constants, and data 
collection and reduction were similar to those described 
above. Details specific for PC2P data collection are given 
in Table II.

S o lu t io n  ana. R e fin e m e n t  o f  th e  S tr u c tu r e s , (a) P C P .  
The structure was independently solved; the positions of 
the phosphorus atoms were determined from a three-di­
mensional Patterson map. A Fourier map based on the 
phosphorus positions (Rp = 0.68) revealed the positions 
of the six oxygen and the one carbon atom (Rp = 0.37). 
The positions and isotropic thermal parameters were 
refined by full-matrix least-squares techniques converging 
at an R ¥ = 0.139. Four cycles of anisotropic least-squares 
refinement converged at Rp = 0.060. A difference Fourier 
map clearly revealed the positions of all six hydrogen 
atoms. Anisotropic least-squares refinement of all heavy 
atoms and isotropic least-squares refinement of all hy­
drogen atoms converged after three cycles to Rp =  0.036 
for 1017 unique reflections, R wp2 = 0.089, and Z2 = 1.38, 
where
R p  = EiLFJ- \Fc m F a 

Rwp>= [Zw(F0l - F ' ? ) 2li:wF02]u2 
E 2 = [S w ( F 0 2 - F c2 ) 2I ( N 0 - N r ) ] 1/2

N0 is the number of independent observations and NR is 
the number of parameters varied. A final difference 
Fourier map revealed no peaks above 0.55 e/A3. No 
parameter varied more than A /c = 0.03 in the last cycle 
of the refinement. Table III is a listing of the final 
positional parameters of all atoms and isotropic thermal 
parameters for hydrogen atoms in PCP. Table IV gives 
the anisotropic thermal parameters for non-hydrogen 
atoms in PCP.

TABLE III: Final Positional Parameters and Isotopic 
Thermal Parameters for PCP“

Atom X y z B

P(l) 0.23569(7) 0.34786(10) 0.27013(4)
P(2) 0.28647(8) 0.36825(11) 0.05649(4)
C 0.2105(4) 0.5128(5) 0.15509(17)
0(1) 0.4299(2) 0.3581(3) 0.32868(14)
0(2) 0.1120(2) 0.4498(3) 0.32815(12)
0(3) 0.2099(3) 0.0742(3) 0.24482(13)
0(4) 0.4706(2) 0.2766(3) 0.08854(12)
0(5) 0.1488(2) 0.1647(4) 0.02100(15)
0(6) 0.2604(3) 0.5575(4) -0.02907(13)
H(l) 0.267(3) 0.650(5) 0.167(2) 2.2(7)
H(2) 0.097(4) 0.546(5) 0.134(2) 2.4(6)
H(3). 0.346(4) 0.595(6) -0.042(2) 3.1(8)
H(4) 0.460(4) 0.493(6) 0.349(2) 3.6(8)
H(5) 0.120(5) 0.051(7) 0.223(2) 4.0(9)
H(6) 0.148(4) 0.124(5) -0.029(2) 2.6(7)
“ Estimated standard deviations are given in parentheses.

TABLE IV : Anisotropic Thermal 
Parameters“ (x 104) for PCP6

Atom fi,, B 22 3̂3 fi,2 fi,3 B 2 3
P(l) 44(1) 114(2) 15(1) 3(1) 5(1) -3(1)
P(2) 54(1) 137(2) 15(1) -5(1) 9(1) 3(1)
C 71(4) 123(8) 22(1 ) 4(5) 14(2) 5(3)
0(1 ) 57(3) 149(7) 31(1) -1(3) - 1(1 ) -15(2)
0(2) 68(3) 194(6) 18(1) 31(3) 12(1) 7(2)
0(3) 69(3) 137(6) 26(1) -16(4) 6(2) - 6(2)
0(4) 73(3) 156(6) 30(1) 14(3) 18(1) 15(2)
0(5) 111(4) 266(8) 20(1 ) -82(4) 16(2) -24(2)
0(6) 68(3) 267(8) 27(1) 20(4) 16(2) 36(2)
“ The anisotropic thermal parameter is in the form: 

expi-iBjjh2 + B 12k 2 +  B33P + 2 B l2hk +  2 B l3hl +
2B 23kl)}. 6 Standard deviations are given in parentheses.

TABLE V : Final Positional Parameters and Isotropic 
Thermal Parameters for PC,Pa

Atom X y z B

P 0.24003(8) 0.19065(9) 0.14087(4)
C 0.1312(3) 0.0284(4) 0.00754(17)
0(1 ) 0.2103(3) 0.0394(3) 0.24619(14)
0(2) 0.4968(3) 0.2354(4) 0.13254(17)
0(3) 0.1215(3) 0.4546(3) 0.13885(15)
H(l) 0.233(4) -0.113(5) 0.002(2) 2.2(5)
H(2) 0.173(4) 0.117(4) -0.056(2) 1.4(4)
H(3) -0.032(5) -0.013(6) 0.327(2) 2.8(6)
H(4) 0.448(7) -0.150(7) 0.320(3) 4.9(9)

“ Estimated standard deviations are given in parentheses.

(b) P C 2P . The phosphorus, carbon, and oxygen atoms 
were located from a Patterson map (Rp = 0.48). Three 
cycles of isotropic full-matrix least-squares refinement 
converged at an Rp = 0.13. Four additional cycles of 
anisotropic least-squares refinement converged at an Rp 
= 0.053. The hydrogen atoms were located quite easily 
at this stage from a difference Fourier map. Anisotropic 
(non-hydrogen atom) and isotropic (hydrogen atom) 
least-squares refinement converged after four cycles to a 
final Rp = 0.046 for 1019 reflections, f?wF2 = 0.126, and S2 

= 2.04. A final difference Fourier revealed no electron 
density above 0 .6 8  e/A3. No parameter varied by more 
than A/ff = 0.10 in the last cycle of refinement. Table V 
is a listing of the final positional parameters of all atoms 
and isotropic thermal parameters for hydrogen atoms on 
PC2P, while Table VI lists the anisotropic thermal pa­
rameters of all non-hydrogen atoms of PC2P.

A comparison of the observed and calculated struc­
ture-factor amplitudes is available as supplementary 
material (see paragraph at end of text regarding supple-
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TABLE VI: Anisotropic Thermal 
Parameters0 ( x  10') for PC2Pb
Atom _Btl B 22 B33 B12 B13 B 23

P 111(2) 148(2) 32(1) -11(1) 13(1) -10(1)
C 121(5) 188(6) 34(1) -10(5) 13(2) -14(2)
0(1) 162(4) 215(5) 39(1) 32(4) 13(2) 17(2)
0(2) 132(4) 359(7) 66(2) -84(5) 34(2) -76(3)
0(3) 260(6) 150(5) 51(1) 33(4) 50(2) 7(2)
0 The form of the anisotropic thermal parameter is 

exp { - ( B i2h 2 + B 22k 2 + B„Z2 + 2 B i2hk + 2 B >3hl +
2Bjjfcl)} . b Estimated standard deviations are given in 
parentheses.

TABLE VII: Interatomic Distances for PCP°
Distance, Distance,

Bond A  Bond A

(a) Intramolecular Distances
P(l)-0(1) 1.547(2) P(2)-0(4) 1.493(2)
P(l)-0(2) 1.502(2) P(2)-0(5) 1.551(2)
P(l)-0(3) 1.546(2) P(2)-0(6) 1.549(2)
P(l)-C 1.795(3) P(2)-C 1.791(2)
C-H(l) 0.87(3) C-H(2) 0.88(3)

(b) Non-Hydrogen Bonding Interactions to 3.3 A
0(1)------ 0(2) 2.540(3) 0(5)----- 0(6) 2.487(3)
0(1)------0(3) 2.409(3) 0(5)----- 0(5)' 2.902(4)
0(2)------0(3) 2.578(3) 0(5)----- 0(3) 3.046(3)
0(4)------0(5) 2.549(3) 0(3)----- 0(6) 3.129(3)
0(4)------0(6) 2.599(3) P(l)-----P(2) 3.061(2)

° Estimated standard deviations are given in parentheses.

TABLE VIII: Interatomic and Torsion Angles for PCP°
Angle Deg Angle Deg

0(l)-P(l)-0(2)
0(2)-P(l)-0(3)
0(l)-P(l)-0(3)
C-P(l)-0(1)
C-P(l)-0(2)
C-P(l)-0(3)
P(l)-C-P(2)

(a) Interatomic Angles
112.9(1) 0(4)-P(2)-0(5) 113.7(1) 
114.6(1) 0(4)-P(2)-0(6) 113.4(1) 
102.3(1) 0(5)-P(2)-0(6) 106.7(1) 
109.4(1) C-P(2)-0(4) 113.3(1)
109.3(1) C-P(2)-0(5) 103.2(1)
108.1(1) C-P(2)-0(6) 105.7(1)
117.2(1) H(l)-C-H(2) 108(21)

(b) Torsion Angles 
0(4)-P(2)-P(l)-0(3) 22.3(1)
0(6)-P(2)-P(l)-0(2) 34.5(2)
0(5)-P(2)-P(l)-0(l) 34.9(1)

° Estimated standard deviations are given in parentheses.

mentary material) for both PCP and PC2P.
Scattering factors for neutral atoms were taken from the 

compilation of Cromer and Waber.9 The values for 
phosphorus, oxygen, and carbon atoms were corrected for 
anomalous dispersion using the values of Cromer. 10 

Computational programs used for these structural de­
terminations were RTMON,11 data collection and reduction; 
d a t a l ib ,12 absorption, Lorentz, and polarization correc­
tions; S5XFLS,13 least-squares refinement; S5FOUR,13 Fourier 
synthesis; orffe ,13 distances and angles calculation; and 
o r t e p ,14 molecular drawing. All calculations were carried 
out on the Xerox Sigma V Computer of the Chemistry 
Division, ANL, and the IBM 370/195 of the Applied 
Mathematics Division, ANL.

T h e  M o le c u la r  a n d  C ry sta l S tr u c tu r e s , (a) P C P . In­
tramolecular bond distances are given in Table VII; the 
corresponding interatomic angles and torsion angles are 
given in Table VIII. The hydrogen bond distances are 
given in Table IX. Figure 1  is a drawing of the PCP 
molecule indicating atom labeling. Molecular packing and 
hydrogen bonding are shown in Figure 2. The non-hy­
drogen positions and the bond distances and angles derived 
here for PCP are in good agreement with those of Calvo,5

Figure 2. The unit cell of the PCP crystal showing molecular packing 
and hydrogen bonding.

TABLE IX: Hydrogen-Bonded Distances and Bond 
Angles in PCP°

Bond Distance, A Angle, deg
0(6)-H(3)-0(4) 2.542(3) 170(4)
0(6)-H(3) 0.75(4)
0(4 )—H(3 ) 1.85(4)
0(1)-H(4 )—0(4 ) 2.604(3) 172(4)
0(1)-H(4) 0.81(4)
0(4)-H(4l 1.80(4)
0(3)-H(5i-0(2) 2.565(3) 173(4)
0(3)-H(5i 0.71(4)
0(2)-H(5i 1.87(4)
0(5)-H(6i-0(2) 2.677(3) 170(3)
0(5)-H(6; 0.73(3)
0(2)-H(6) 1.95(4)

° Estimated standard deviations are given in parentheses.

but differ substantially from the earlier report.6 Therefore, 
our present discussion will focus only on hydrogen bonding 
involving the PCP molecule.

Every phosphonyl hydrogen of PCP is asymmetrically 
bonded to two oxygen atoms to form an extensive 
three-dimensional network of hydrogen bonds involving 
all molecules of the unit cell. Each P=0 oxygen is an 
acceptor for two intermolecular hydrogen bonds while each 
P-O(H) oxygen is bonded to a single hydrogen. Three 
distinctive hydrogen bonded configurations are found: (a) 
16-membered rings sitting at an inversion center containing

The Journal of Physical Chemistry, Vol. 81, No. 5, 1977



Structural Investigations of Unsubstituted Polymethyienediphosphonic Acids 469

Figure 3. A 16-membered hydrogen bonded-ring formed by several 
PCP molecules. '

Figure 4. An eight-membered hydrogen-bonded ring formed by two 
PCP molecules.

Figure 5. The PC2P molecule showing atom labels and bond distances.

four hydrogen bonds involving H(4) and H(6 ) where 
0(l)-H(4)-0(4) = 2.604(3) Ä, and 0(5)-H(6)-0(2) = 
2.677(3) A (see Figure 3); (b) eight-membered rings sitting 
at an inversion center containing two hydrogen bonds 
involving H(3) where 0(6)-H(3)-0(4) = 2.542(3) Ä (see 
Figure 4); (c) hydrogen-bonded chains which spiral around 
the b axis (the 2 , screw axis) and contain hydrogen bonds 
involving H(5) where 0(2)-H(5)-0(3) = 2.565(3) Ä. The 
lengths of the various hydrogen bonds probably reflect the 
constraints of the system of which they are a part, i.e., the 
hydrogen bonds of the 16-membered ring are longer than

TAB! X : Interatomic Distances and Hydrogen-Bonded 
Distf ;es and Angles in PC2P°

Bond Distance, A Angle, deg
(a) Interatomic Distances

P-O(l) 1.501(2)
P-0(2) 1.543(2)
P-0(3) 1.553(2)
P-C 1.786(2)
C-H(l) 0.97(3)
C-H(2) 0.94(2)
C-C’ 1.544(4)
P------P 4.395(3)

(b) Hydrogen Bonds
0(3)-H(3)-0(l) 2.527(2) 174(4)
0(3)-H(3) 0.74(4)
0(1)-H(3) 1.86(4)
0(2)-H(4)-0(l) 2.543(3) 152(4)
0(2)-H(4) 0.85(4)
0(1)-H(4) 1.79(4)

a Estimated standard deviations are given in parentheses.

TABLE XI: Interatomic Angles in PC2Pa
Angle Deg

0(l)-P-0(2) 113.3(1)
0(l)-P-0(3) 111.6(1)
0(2)-P-0(3) 107.5(1)
C-P-O(l) 112.4(1)
C-P-0(2) 102.3(1)
C-P-0(3) 109.2(1)
C'-C-P 112.3(2)

“ Estimated standard deviations are given in parentheses.

those of the more constrained eight-membered ring and 
spiral configurations. We have recently shown8,15 that 
di-ferf-butylphosphinic acid exists in the solid state as a 
distinct phosphinic acid dimer composed of an eight- 
membered asymmetrically hydrogen-bonded ring with an 
O-H-O distance of 2.486(9) A. In PCP, no intramolecular 
hydrogen bonding exists even though many intramolecular 
0—O' interactions are within 2.4-3.0 A. (See Table VII.)

(b) P C 2P- Table X contains intramolecular bond dis­
tances and hydrogen bond distances and angles; bond 
angles and torsion angles are given in Table XI. Figure 
5 is a drawing of the PC2P molecule with the atoms 
identified. Molecule packing and hydrogen bonding within 
the unit cell are shown in Figure 6 .

Molecules of PC2P pack within the unit cell such that 
the center of the C-C' bond is located at a center of in-

Flgure 6. The unit cell of the PC2P crystal showing molecular packing and hydrogen bonding.
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Figure 7. An 18-membered hydrogen-bonded ring formed by several 
PC2P molecules.

version (i), thus the asymmetric unit is half of the PC2P 
molecule. For n  odd, molecules within the series (C- 
H2)n(P0 3H2)2 cannot have an inversion center; however, 
when n is even, as in the present case, an inversion center 
is possible. The presence of the center largely determines 
the conformation of PC2P. Thus the CH2 groups are 
staggered when viewed down the C-C bond as are the 
0=P(0H)0H moieties when viewed down the P-P vector. 
In addition, the C-C(H)H is staggered with respect to 
O=P(0H)0H when viewed down the C-P bond although 
this is not required by symmetry. This latter configuration 
must be determined by packing and hydrogen bonding in 
which each phosphonyl oxygen is an acceptor for two 
hydrogen bonds involving OH groups from two separate 
PC2P molecules. Infinite hydrogen bond spirals centered 
on each 2 j axis (parallel to b) extend throughout the lattice 
similar to those previously observed for a number of 
substituted phosphoric and phosphinic acids16

- -HO
\ /
P

/  \
O -H -O

\ /
P

/  \
O - -

In addition, there are large 18-membered hydrogen-bonded 
rings (see Figure 7) formed in which two PC2P molecules 
are linked through hydrogen bonding to two phospho- 
nyl-oxygen acceptors from another pair of molecules. In 
effect, the infinite spirals cross link PC2P molecules in 
forming the large rings (see Figure 7).

There is no intramolecular hydrogen bonding even 
though it is a steric possibility. Each hydrogen is 
asymmetrically bound to two oxygens with P=0 oxygens 
bonding to two hydrogens as in the PCP case. The hy­
drogen bond lengths are: 0(3)-H(3)-0(l) = 2.527(2) A 
where 0(3)-H(3) = 0.74(4) A while 0(1)-H(3) = 1.86(4) 
A, and 0(2)-H(4)-0(l) = 2.543(3) A where 0(2)-H(4) = 
0.85(4) A while 0(1)-H(4) = 1.79(4) A. These hydrogen 
bonds are somewhat shorter than those found for the PCP 
molecule. The shortening probably results from the better 
packing which the molecules can achieve because of the 
inherent center of symmetry of the PC2P molecule.

The phosphorus atom is tetrahedrally coordinated to 
three oxygen atoms and one carbon atom with bond 
distances of P-O(l) = 1.501(2) A, P-0(2) = 1.543(2) A, 
P-0(3) = 1.553(2) A, P-C = 1.786(2) A, and bond angles 
of 0(l)-P-0(2) = 113.3(1)°, 0(l)-P-0(3) = 111.6(1)°, 
0(2)-P-0(3) = 107.5(1)°, C-P-CK3) = 109.2(1)°. The bond 
length of P-O(l), the phosphonyl group, shows consid­
erable double bond character while P-0(2) and P-0(3) 
have normal lengths for P-OH bonds. The it character 
of 0 (1 ) is also reflected in the bond angles involving 0 (1 ) 
which are seen to be large. The P-C-C-P chain is planar 
due to the inversion center on the C-C' bond. The P-C-C'

bond angle of 112.3(2)° in PC2P may be compared to the 
P(l)-C-P(2) bond angle of 117.2(1)° in PCP indicating 
reduced repulsion due to substitution of the less polar CH2 

group. From previous NMR and IR results,7 a significant 
amount of P-P coupling is shown for n  < 3 in this di- 
phosphonic acid series.

D iscussion

The possible correlation between hydrogen bond 
strength, decreased P-O(H) distance, and increased P=0 
distance is not upheld for the PCP and PC2P materials. 
Our structural findings support Calvo et al.5 on the PCP 
structure and we extend the information about the 
phosphonic acids with the PC2P study. In PCP, P-O(-H) 
distances are shown to be equal within errors of the es­
timated standard deviations; however, hydrogen-bonding 
distances varied from 2.542(3) to 2.677(3) A. Also, each 
P=0 is involved in two hydrogen bonds of different 
length. In PC2P, P-O(H) distances differ by 0.01 A with 
the longer hydrogen bond associated with the shorter 
P-O(H) distance in direct conflict with the above corre­
lation. As in PCP, the P=0 group also bonds to two 
different hydrogen atoms. A correlation between P-O(H) 
distances and hydrogen-bonded distances for all di- 
phosphonic acids is thus inappropriate. In the ethane- 
l-hydroxy-l,l-diphosphonic acid material4 very short 
hydrogen bonds (2.450(4) and 2.479(4) A) exist compared 
to 2.527(2) A in PC2P and 2.542(2) A in PCP. It seems 
likely that the correlation observed in the case of eth- 
ane-l-hydroxyl-l,l-diphosphonic acid is appropriate for 
very strong hydrogen bonds and merely reflects the for­
mation of more symmetrical hydrogen bonds at these short 
spacings causing the P-O(H) and P=0-groups to become 
more nearly equivalent.

In the PC2P molecule, a slight decrease in the average 
P-C distance is observed compared to the PCP molecule, 
1.786(2) and 1.793(2) A, respectively. This small difference 
resulting from the introduction of an additional CH2 group 
probably stems from weaker repulsive forces between the 
methylene hydrogens and the phosphonic acid groups. 
These P-C distances are substantially shorter than those 
in the substituted methylenediphosphonic acids; for ex­
ample, in the ethane-l-hydroxy case, P-C bond distances 
of 1.832 and 1.840 A are found.4 The longer distances in 
the latter example are probably due to the presence of 
electron-withdrawing substituents on the methylene 
carbon.

Ionized forms of PCP and PC2P will have up to six 
chelation sites where actinide and lanthanide cations may 
be bound. Assuming a chelation involving intra di- 
phosphonic coordination, varying the 3ize of the carbon 
chain will cause the bite of the ligand to change, therefore 
varying the size of the metal-ligand chelation rings which 
can be formed, their conformation, and stability. Cation 
extraction characteristics of these materials will be dis­
cussed in a subsequent report.

S u p p le m e n ta r y  M a te r ia l A v a ila b le : A listing of cal­
culated and observed structure factor amplitudes (16 
pages). Ordering information is given on any current 
masthead page.
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Propane-1,3-diphosphonic acid, (CH2)3(P0 3H2)2, PC3P, crystallizes in the noncentrosymmetric, monoclinic, 
space group P c [C2, no. 7] with unit cell constants a = 9.540(2), b = 9.964(2), c = 9.705(2) A, (8 = 118.90(1)°, 
and Z  =  4. The asymmetric unit of PC3P consists of two crystallographically unique molecules. The structure 
was solved by a combination of direct methods, Fourier, and least-squares refinement techniques; the fined 
Ry = 0.024 for 1412 independent unique reflections. The two PC3P molecules within the asymmetric unit have 
quite different conformations. Hydrogen-bonded rings of differing size shape the P-C-C-C-P backbone of 
one PC3P molecule into an almost planar conformation, while the backbone of the other molecule is distorted 
into a distinctive nonplanar conformation. Eight intermolecular hydrogen bonds of lengths varying from 2.579(8) 
to 2.711(5) A are involved in four rings of 10,12,14, and 16 members. The hydrogen bond length appears to 
be correlated with the size of the hydrogen bonded ring in which it participates.

Introduction
Chemical and physical properties have been measured 

for the series of methylenediphosphonic acids, (C- 
H2)n(P03H2)2, where n  = 1-6.3 The observed melting 
points, IR spectra, and NMR spectra show interesting 
changes as n  increases. In a previous paper,4 we have 
discussed the molecular and crystal structures of (C- 
H2)(P08H2)2, PCP, and (CH2)2(P03H2)2, PC2P. Each of 
these materials contains an interwoven network of strong 
intermolecular hydrogen bonds formed between phos- 
phonic acid groups. The two halves of P-C-C-P are 
related by a center of symmetry hence the backbone is 
precisely planar. The planar conformations affect both 
the physical and chemical properties of each material. 
Planarity of the backbone is not required for (CH2)3(P- 
0 3 ^2)2» PC3P, hence this molecule is likely to be struc­
turally quite different than PCP or PC2P. An x-ray 
structural investigation of PC3P was undertaken in order 
to investigate the correlation of structure with chemical 
and physical properties and to better define the potential 
binding sites for metal ions.
E xperim ental Section

C o lle c t io n  a n d  R e d u c tio n  o f  X -R a y  D a ta . Propane-
1,3-diphosphonic acid, PC3P, was prepared by the method 
of Moedritzer and Irani.3 Crystals of sufficient size and 
quality were grown from a benzene solution by slow 
evaporation. A diamond shaped plate (0.038 X 0.038 X
0.025 cm) was selected for data collection. Preliminary 
oscillation, Weissenberg, and precession photographs 
showed 2/m Laue symmetry and gave the systematic

TABLE I: Experimental Details for PC3 P

Formula: (CH, )3 (P 03 H3 )2 
Formula weight: 204.06 g equiv 
Space group: Pc  [Cs2, no. 7]
Extinctions: hOl, l = 2n + 1
Cell constants: a = 9.540 (2), b = 9.964 (2), c = 9.705 (2) 

A ,0  = 118.90 (1)°
Cell volume: 807.67 A 3 
Calculated density: 1.68 g cm"3
Measured density: 1.66 g cm"3 [by flotation in HCC13 + 

HCBr3 ]
Number of molecules in the asymmetric unit: 2 ( Z  = 4) 
Radiation: (data collection) Mo Ka, X = 0.71073, 2° 

take-off angle
Absorption coefficient: 5.214 cm "1 
Maximum 20 : 50°
Scan width: 1.6°
Scan speed: 0.1° steps
Counting time: 4 s/step (background 16 s each side of 

peak)
Crystal: b axis mounted

Volume = 0.296 X 10"4 cm3 (0.038 X 0.038 X 0.025 
cm)

Maximum transmission factor = 0.90 
Minimum transmission factor = 0.86 
Number of reflections above o = 1391 
Number of independent reflections = 1412 

Rf factor for all reflections = 0.024 
f?F factor for all reflections above 1 o  = 0.024 
w R f * =  0.057

absences as hOl for l =  2 n + l ,  which is consistent with the 
two monoclinic space groups, Pc[C2, no. 7] and P 2 / c  [Cih, 
no 13]. Accurate unit-cell lattice constants were deter­
mined by least-squares analysis of x-ray powder diffraction
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TABLE II: Final Positional and Isotropic Thermal 
Parameters for PC,!*1

Atom X y 2 Bo

P(l) 0.6384b 0.2892 (1) 0.7396b
P(2) 1.2070 (2) 0.4817 (1) 1.2176 (2)
P( 3) 0.0624 (2) -0.0124 (1) 0.2769 (2)
P(4) 0.6341 (1) -0.1850 (1) 0.7818 (1)
0 (1) 0.4642 (4) 0.2596 (4) 0.6992 (4)
0 (2) 0.6447 (4) 0.3809 (3) 0.6143 (4)
0(3) 0.7199 (3) 0.1575 (3) 0.7551 (3)
0(4) 1.2620 (4) 0.5450 (3) 1.1124 (4)
0(5) 1.2572 (4) 0.3326 (3) 1.2550 (4)
0 (6) 1.2783 (4) 0.5631 (3) 1.3736 (4)
0(7) -0.0139 (4) -0.1543 (3) 0.2421 (4)
0 (8) 0,0206 (3) 0.0673 (3) 0.3830 (4)
0(9) 0.0052 (4) 0.0646 (4) 0.1196 (4)
0 (10) 0.6625 (4) -0.0528 (3) 0.8748 (3)
0 (11) 0.5528 (3) -0.2834 (3) 0.8369 (3)
0 (12) 0.7976 (4) -0.2439 (3) 0.8119 (4)
C(l) 0.7349 (5) 0.3860 (4) 0.9154 (5)
C(2) 0.9137 (6) 0.4023 (5) 0.9769 (5)
C(3) 0.9956 (6) 0.4765 (4) 1.1340 (5)
0(4) 0.2725 (5) -0.0433 (5) 0.3604 (5)
C(5) 0.3503 (5) -0.0967 (5) 0.5277 (5)
0 (6) 0.5179 (5) -0.1507 (4) 0.5769 (5)
H(l) 0.686 (6) 0.461 (5) 0.885 (6) 3.3 (11)
H(2) 0.716 (5) 0.349 (5) 0.984 (6) 2.9 (10)
H(3) 0.928 (6) 0.438 (5) 0.909 (7) 3.6 (11)
H(4) 0.964 (6) 0.305 (5) 0.992 (6) 3.6 (11)
H(5) 0.954 (7) 0.584 (6) 1.122 (7) 5.4 (14)
H(6) 0.983 (6) 0.428 (5) 1.214 (6) 3.4(11)
H(7) 0.308 (5) 0.035 (5) 0.352 (5) 2.3 (9)
H(8) 0.293 (5) -0.111 (4) 0.294 (5) 2.7 (9)
H(9) 0.358 (5) -0.028 (4) 0.594 (5) 2.6 (9)
H(10) 0.281 (5) -0.164 (4) 0.536 (5) 2.4 (9)
H(ll) 0.516 (5) -0.223 (5) 0.530 (5) 2.7 (9)
H(12) 0.584 (5) -0.084 (4) 0.555 (5) 1.8(8)
H(13) 0.429 (9) 0.308 (7) 0.684 (9) 5.6 (23)
H(14) 0.614 (6) 0.333 (5) 0.537 (6) 3.2 (11)
H(15) 1.340 (8) 0.326 (6) 1.270 (8) 4.9 (15)
H(16) 1.283 (8) 0.530 (6) 1.441 (7) 4.2 (15)
H(17) 0.008 (7) 0.022 (6) 0.075 (7) 3.0 (16)
H(18) -0.099 (7) -0.161 (6) 0.235 (7) 4.3 (14)
H(19) 0.681 (6) 0.003 (5) 0.847 (6) 2.5 (11)
H(20) 0.870 (6) -0.188 (4) 0.836 (5) 2.2 (9)
“ Estimated standard deviations are given in

parentheses. 6 The x  and y  coordinates were fixed in the
least-squares refinement because of the polar 
axes along x  and z.

data. The crystal mounted along the crystallographic b 
axis was placed on a GE XRD-490 automated diffrac­
tometer for data collection. Details specific to data col­
lection and analysis are given in Table I. Specific details 
on the instrumentation used in this data collection have 
been described previously.5

S o lu t io n  a n d  R e fin e m e n t  o f  th e  S tr u c tu r e . The 
structure was solved by the application of direct methods 
using the program m u l t a n -74.6 Phillips, Howells, and 
Rogers statistics,7 and \E2 - 1| and \E\ values supplied by 
MULTAN indicated that the noncentrosymmetric space 
group P c  is preferred, and thus two unique PC3P molecules 
per asymmetric unit are indicated. MULTAN supplied the 
coordinates of 26 peaks for a solution whose combined 
figure of merit was 2.513. Analysis of the interpeak 
distances and angles permitted assignment of all 2 2  

non-hydrogen atoms. Subsequent Fourier and isotropic 
full-matrix least-squares refinements converged at Ry =  
0.12. The positions of all hydrogen atoms were located 
from difference Fourier maps. Several cycles of anisotropic 
full-matrix least-squares refinement of all non-hydrogen 
atoms and positional refinement of the hydrogen atoms 
with fixed isotropic thermal parameters (B  =  5 .0  A2) 
converged at R F =  0.028. Further refinement varying the

TABLE III: Final Anisotropic Thermal Parameters“ 
( X  104) for PC3 Pb
Atom 0.1 0 22 033 0.2 01 3 023

P(l) 56 (1) 41 (1) 62 (1) 0 (1) 28 (1) -1 (1)
P(2) 61 (2) 53 (1) 57 (1) -7 (1) 30 (1) -7 (1)
P(3) 57 (2) 61 (1) 58 (1) 4 (1) 30 (1) 6 (1)
P(4) 55 (1) 47 (1) 59 (1) 3 (1) 24 (1) -5 (1)
0 (1) 63 (4) 65 (4) 112 (5) -1 (4) 38 (4) 3 (3)
0 (2) 122 (5) 59 (3) 72 (4) -19 (3) 47 (4) -5 (3)
0(3) 76 (4) 52 (3) 114 (4) 4 (3) 52 (3) -1 (3)
0(4) 88 (4) 92 (3) 66 (4) -19 (3) 43 (3) -8 (3)
0(5) 75 (5) 59 (3) 146 (6) 4 (3) 45 (4) -4 (3)
0 (6) 105 (5) 78 (3) 58 (4) -22 (3) 36 (4) -12 (3)
0(7) 94 (5) 69 (3) 133 (5) -2 (3) 71 (4) -2 (3)
0 (8) 77 (4) 73 (3) 89 (4) 10 (3) 44 (4) -4 (3)
0(9) 104 (6) 78 (4) 71 (5) 7 (3) 34 (4) 8 (4)
0 (10) 111 (5) 55 (3) 83 (4) 12 (3) .52 (4) 2 (3)
0 (11) 73 (4) 71 (3) 78 (4) 15 (3) ■28 (3) -16 (3)
0 (12) 64 (4) 62 (3) 129 (5) 7 (3) 32 (4) 8 (3)
C(l) 67 (6) 72 (5) 72 (5) -4 (4).„42 (5). -7 (4)
0 (2) 79 (7) 84 (5) 58 (6) -11 (4) 36 (5)-; -16 (4)
C(3) 70 (7) 73 (5) 75 (6) -1 (4) 43 (5) -11 (4)
C(4) 71 (7) 75 (5) 70 (6) 11 (4) :35 (5) 14 (4)
C(5) 64 (6) 92 (5) 66 (5) 13 (4) 40 (5) 15 (4)
0 (6) 72 (6) 73 (5) 60 (5) -8 (4) 32 (5) 2 (4)

0 The form of the anisotropic thermal parameter is 
exp[-03u /P + 0_22k 2 + 0 33 P + 20 i2hk  +  2/3,3 A/ +
2(3,3h i ) ] .  6 Estimated standard deviations are given in
parentheses.

isotropic thermal parameters of the hydrogen atoms gave 
a final R ¥ = 0.024, R f  = 0.043, R vf  = 0.057, and S2 = 2.20 
for 1412 unique reflections, where
R f  = z \\F0\ -  IEc||/2 IE0I
R wF* =  [ X w ( F 02 -  F c2)2/ Z w F 02]112

E2= [ ■ Lw{F02 - F c2)2/ ( N 0 - N R )] i n

N 0 is the number of independent observations and N R is 
the number of parameters varied. A final difference 
Fourier map revealed no peaks above 0.33 e/A3. No 
parameter varied by more than A/cr = 0.28 in the last cycle 
of the refinement. The very satisfactory measures of 
agreement which were achieved are attributed to the 
extensive hydrogen bonding which knits the molecules 
tightly and restricts thermal disorder.

A comparison of the observed and calculated structure 
factor amplitudes is available as supplementary material 
(see paragraph at end of text regarding supplementary 
material).

Scattering factors for neutral atoms were taken from the 
compilation of Cromer and Waber.8 The phosphorus, 
oxygen, and carbon atoms were corrected for anomalous 
dispersion using the values of Cromer.9 Computational 
programs used for these structural determinations were 
r t m o n ,10 data collection and reduction; d a t a l - 
iB,nabsorption, Lorentz, and polarization corrections; 
d a t a so r t ,12 data sorting; ssxfls ,13 least-squares refine­
ment; S5FOUR,13 Fourier synthesis; ORFFE3,13 distance and 
angles calculation; and or-tepii,14 molecular drawing. All 
calculations were carried out on the Xerox Sigma V 
computer of the Chemistry Division, ANL, and the IBM 
370/195 of the Applied Mathematics Division, ANL.

Table II is a listing of the final positional parameters 
of all atoms and the isotropic thermal parameters for 
hydrogen atoms in PC3P. Final anisotropic thermal pa­
rameters for all non-hydrogen atoms are given in Table
III.

T h e  M o le c u la r  a n d  C ry sta l S tr u c tu r e . Interatomic 
distances for PC3P are given in Table IV, while interatomic 
angles are given in Table V. Torsion angles are shown
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TABLE IV : Interatomic Distances for PC3Pa

Bond Distance, A Bond Distance, A

(a) Intramolecular Distances
P(l)-0(3) 1.495 (3) P(3)-0(8) 1.499 (4)
P(l)-0 (1) 1.540 (5) P(3)-0(7) 1.551 (4)
P(l)-0(2) 1.545 (3) P(3)-0(9) 1.553 (6 )
P(2)-0(4) 1.495 (5) P (4 )-0 (ll) 1.500 (4)
P(2)-0(5) 1.549 (4) P(4)-O(10) 1.545 (3)
P(2)-0(6) 1.554 (7) P(4)-0(12) 1.556 (4)
P(l)-C(l) 1.780 (10) P(3)-C(4) 1.789 (10)
P(2)-C(3) 1.774 (10) P(4)-C(6) 1.781 (13)
C(2)-C(l) 1.519 (9) C(5)-C(4) 1.518 (10)
C(2)-C(3) 1.526 (10) C(5)-C(6) 1.528 (8 )
C(l)-H (l) 0.85 (5) C(4)-H(7) 0.88 (5)
C(l)-H(2) 0.86 (5) C(4)-H(8) 1.02 (5)
C(2)-H(3) 0.82 (6 ) C(5)-H(9) 0.92 (5)
C(2)-H(4) 1.06 (5) C(5)-H(10) 0.97 (5)
C(3)-H(5) 1.13 (6 ) C(6 )-H (ll) 0.85 (5)
C(3)-H(6) 0.97 (5) C(6)-H(12) 1.01 (4)

fa) Non-Hydrogen Bonding Interactions
0(1)-Q(3) 2.449 (7) 0(7)-0(9) 2.533 (5)
0 (l)-Oi'2 ) 2.544 (7) 0(7)-0(8) 2.534 (5)
0(2)-0(3) 2.527 (5) 0(8)-0(9) 2.488 (5)
0(4)-0(6) 2.470 (5) O (10 )-O (ll) 2.478 (4)
0(4)-0(5) ■ • 2.541 (4) O(10)-O(12) 2.534 (5)
0(5)-0(6) 2.533 (5) 0 (1 1 )-0 (1 2 ) 2.493 (5)
P(l)-P(2) 5.505 (2 ) P(3)-P(4) 5.558 (2 )
P(l)-P(2)' • 4.620 (2 ) P(2)-P(4)' 4.824 (6 )
P(l)-P(3)’ ; 4.763 (3) P( 2 )-P( 2  )’ 4.866 (1 )
P(D-P(4)' •4.543 (2 ) P(3)-P(4)' 4.556 (2 )
P(l)-P(4)' 4.745 (2 ) P(3)-P(3)' 4.859 (1 )

P(3)-P(4)' 4.874 (4)

a Estimated standard deviations are given in paren­
theses.

0(10)

Figure 1. Sixteen-membered ring formed by PC3P asymmetric unit.

TABLE V : Interatomic Angles for PC3 P°

Angle Deg Angle Deg

(a) Interatomic Angles
0(l)-P(l)-0 (2) 1 1 1 .1 (6 )  
0(l)-P (l)-0 (3) 107.6 (2) 
0(2)-P(l)-0(3) 112.4 (3) 
0(4)-P(2)-0(5) 113.2 (2) 
0(4)-P(2)-0(6) 108.2 (2) 
0(5)-P(2)-0(6) 109.4 (4) 
C (l)-P (l)-0 (1) 110.0(6)
C(l)-P(l)-0(2) 103.6(2)
C(l)-P(l)-0(3) 112.1 (5)
C(3)-P(2)-0(4) 113.4 (5)
C(3)-P(2)-0(5) 103.5 (3) 
C(3)-P(2)-0(6) 109.0 (6 ) 
P(l)-C(l)-C(2) 113 .4(6)
P(2)-C(3)-C(2) 113.0 (7)
C(l)-C(2)-C(3) 112.3 (7) 
H(l)-C(l)-H(2) 1 1 1  (5) 
H(3)-C(2)-H(4) 106 (5) 
H(5)-C(3)-H(6) 112 (4)

0(7)-P(3)-0(9) 109.4 (5)
0(7)-P(3)-0(8) 112.4 (3)
0(8)-P(3)-0(9) 109.3 (2)
O(10)-P(4)-O(12) 109.6 (5) 
O (10)-P(4)-O(ll) 108.9(2) 
0(11)-P(4)-0(12) 109.3(2) 
C ( 4 ) - P ( 3 ) - 0 ( 7 )  104.3 (3)
C(4)-P(3)-0(8) 113 .1 (5)
C(4)-P(3)-0(9) 108.3 (6 )
C(6)-P(4)-O(10) 109.1 (3)
C(6)-P(4)-0(ll) 111.9  (4)
C(6)-P(4)-0(12) 108.0 (6 )
P(3)-C(4)-C(5) 114.0 (7)
P(4)-C(6)-C(5) 114.2 (7)
C(4)-C(5)-C(6) 110.7 (7)
H(7)-C(4)-H(8) 109 (4)
H(9)-C(5)-H(10) 107 (4)
H(ll)-C(6)-H (12) 107 (4)

a Estimated standard deviations are given in paren­
theses.

TABLE VI: Torsion Angles for PC3P°

Angle Deg

P(l)-C(l)-C(3)-P(2) -2.7 (8 )
P(3)-C(4)-C(6)-P(4) -42.6 (8 )
P( 1 )-C( 1  )-C(2)-C(3) -175 .7  (3)
P( 2 )-C( 3 )-C( 2 )-C( 1 ) 174.0(3)
P(3)-C(4)-C(5)-C(6) 166.9 (3)
P(4)-C(6)-C(5)-C(4) 168.3 (3)

“ Estimated standard deviations are given in paren­
theses.

in Table VI. Table V II lists the hydrogen bonded dis­
tances and angles. Atom  labels and bond distances are 
shown in Figure 1 while molecular packing and hydrogen 
bonding are shown in Figure 2.

The crystal structure of PC 3P consists o f two crystal- 
lographically unrelated and unique molecules of (C- 
H 2)3(P0 3H 2)2- The atoms in each molecule are oriented 
to form P -C -C -C -P  chains which are linked by hydrogen 
bonded bridges, 0 ( 3 ) -H ( 1 8 ) -0 (7 )  =  2.603(4) A  and 
0 ( l l ) -H ( 1 5 ) -0 (5 )  =  2.580(10) A , forming the asymmetric 
unit of the unit cell (see Figure 1). Analysis of the torsion 
angles (Table VI) of the two independent PC3P molecules 
clearly shows that they adopt differing conformations. The  
torsion angles P ( l ) -C ( l ) -C ( 3 ) -P ( 2 )  =  -2 .7 ° ,  P ( l ) -

pigure 2. Stereoview of the packing of PC3P molecules within the unit cell. The hydrogen bonding is clearly shown.
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TABLE VII: Intermolecular Hydrogen-Bonded 
Distances and Angles0

Ring system 
Angle, (no. of

Bond Distance, A deg members)

0(l)-H (13)-0(4) 2.579 (8 ) 168 (1 0 ) 1 2

0(1)-H(13) 0.57 (7)
0(4)-H(13) 2.02 (7)
0(2)-H(14)-0(l 1 ) 2.584 (10) 159 (5) 12, 14
0(2)-H(14) 0.81 (5)
0(11)-H(14) 1.81 (5)
0( 5 )-H( 15 )-0( 11) 2.580 (10) 169 (7) 1 2 , 16
0(5)-H(15) 0.73 (7)
0(11)-H(15) 1.86 (7)
0(6)-H(16)-0(4) 2.628 (5) 171 (7) 1 2

0(6)-H(16) 0.72 (6 )
0(4)-H(16) 1.92 (6 )
0(9)-H(17)-0(8) 2.711 (5) 161 (8 ) 14
0(9)-H(17) 0.62 (5)
0(8)-H(17) 2.12 (5)
0(7)-H(18)-O(3) 2.603 (4) 168 (6 ) 10, 14, 16
0(7)-H(18) 0.78 (6 )
0(3)-H(18) 1.83 (6 )
O(10)-H(19)-O(3) 2.580 (5) 176 (5) 1 0

O(10)-H(19) 3.68 (5)
0(3)-H(19) 1.90 (5)
O(12)-H(20)-O(8) 2.585 (7) 178 (5) 10, 14
O(12)-H(20) 0.83 (5)
O(8)-H(20) 1.75 (5)

° Estimated standard deviations are given :in paren-
theses.

C (l)-C (2 )-C (3 )  =  -1 75 .7 (3 )°, and P (2 )-C (3 )-C (2 )-C (l)  =  
174.0(3)° for unit 1 [P (l) -C (l) -C (2 ) -C (3 ) -P (2 )]  indicate 
a nearly planar molecular backbone. However, the torsion 
angles P (3)-€ (4 )-C (6 )-P (4 ) =  -4 2 .6 °, P (3)-C (4 )-€(5 )-C (6 )  
=  166.9(3)°, and P (4)-C (6 )-C (5)-C (4) =  168.3(3)° for unit 
2 [P (3 )-C (4 )-C (5 )-C (3 )-P (4 )]  show a distinct nonplanar 
conformation attributed to rotations about the C (4)-C (5) 
and C (5)-C (6) bonds. This result may be contrasted with 
the related (C H 2)2(P 0 3H 2)2, P C 2P, molecule4 where the 
P -C -C -P  chain unit is planar.

The coordination around the P atoms is essentially 
tetrahedral as indicated by the interatomic angles given 
in Table V . Each P is bound to three oxygen atoms and 
one carbon atom. Two P - 0  bond distances represent P - 0  
single bonds while the third shows considerable double 
bond character (see Table IV ). Average P = 0 ,  P -O (H ), 
and P -C  distances are 1.497(3), 1.549(9), and 1.781(8) A, 
respectively. The C - P - 0  angles show small deviations 
from a tetrahedral value depending upon the environment 
of the oxygen atom. The C P = 0  angles have an average 
value of 112.6(8)° whereas C -P -0  angles, where the oxygen 
is hydrogen bonded to phosphonyl oxygens 0 (11 ) or 0 (3 ), 
average to 105.1(10)° and those C - P - 0  angles where the 
oxygen is hydrogen bonded to 0 (4 )  or 0 (8 )  average to 
108.9(13). The latter differences seem to indicate a greater 
amount of strain present for hydrogen bonding involving 
0 (1 1 )  and 0 (3 ) . The 0 (3 )  and 0 (11 ) atoms are involved 
in eight hydrogen bonded ring networks while the 0 (4) and 
0 (8 ) atoms are involved in only five ring networks.

T he average C -C  distance, 1.523(5) A , in P C 3P is ap­
preciably shorter than the C -C  distance, 1.544(4) A , ob­
served for P C 2P. This difference may be attributed to a 
shielding of the carbon atoms from the electron-with­
drawing phosphonic acid groups. In P C 2P, both carbon 
atoms are adjacent to phosphonic acid groups, while in 
P C 3P the central carbon is shielded by the additional 
methylene groups. Average P -C -C  and C -C -C  angles in 
P C 3P are 113.7(7) and 111.5(8)°, respectively.

Table IV  shows the P — P interactions within the unit 
cell. The average P — P interaction distance within a

Figure 3. Fourteen-membered ring formed by hydrogen bonding involving 
three of the four phosphorus atoms. The /  coordinate for each atom 
is given in the circle.

Figure 4. Twelve-menbered ring formed by hydrogen bonding. The 
y coordinate for each atom is given in the circle.

Figure 5. Ten-membered ring formed by hydrogen bonding involving 
only two of the four phosphorus atoms. The y coordinate for each 
atom is given in the circle.

molecule of PC 3P, 5.53(3) A , is larger than the close in­
termolecular P— P interactions of average distance, 4.72(3) 
A. This compound represents a crossover point within the 
series (CH 2)„(P0 3H 2 i2 where members with n > 3 will show 
closer intermolecular P — P contacts than intramolecular 
contacts.

The hydrogen bonding observed in the crystal structure 
of PC 3P is quite similar to that previously observed for 
PC P and P C 2P. Each P = 0  oxygen participates in two 
hydrogen bonds, while each P -O (H ) group is active in a 
single hydrogen bond (Table VII). O f the eight hydrogen 
bonds which are formed, two participate in linking two 
PC 3P molecules into a 16-membered ring (Figure 1). 
However, these hydrogen bonds also participate in smaller 
H-bonded rings (see Figure 3 -5 ). Figures 3 -5  show hy­
drogen-bonded rings of 14-, 12-, and 10-members, re­
spectively, which are formed by the eight hydrogen bonds.
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TABLE VIII: Physical and Chemical Data of
Methylenediphosphonic Acids (CH, )n(P03H2 )2C

n Mp, °C

31 p
NMR°

P=0
stretching, 6

cm' 1

P-OH
stretching, 6

cm ' 1

i 2 0 0 -16 .7 1215 2695,2273
2 220-223 -27.4 1 2 2 0 2690, 2272
3 178 -28.2 1208 2660, 2336
4 217-220 -31.6 1205 2690, 2326
5 155 -31.9 1 2 1 2 2625,2326
6 206-208 -30.6 1170 2675, 2309

o 3ip jvjMR chemical shifts in ppm relative to 85% 
H3P04. 6 KBr pellets. c Reference 3.

Several hydrogen bonds are unique to only one of the ring 
systems. Seven of the eight hydrogen bonds are quite short 
and lie within the range of 2.579(8) to 2.628(5) A ; the eighth 
bond shows a distance of 2.711(5) A. This latter distance, 
which is significantly longer and therefore weaker than the 
other hydrogen bonds, is found only in the 14-membered 
ring, the largest o f the rings which contain unique hy­
drogen bonds.
D iscu ssio n

Tw o different conformations of the same molecule 
existing together in the same crystal is structurally unusual. 
The conformational differences result from group rotations 
about C -C  single bonds in the nonplanar conformer which 
are undoubtedly in response to hydrogen bond and packing 
forces. T he phosphonic acid moieties of the nonplanar 
P C 3P backbone contain atoms P(3) and P(4), which are 
part o f the 10- and 14-membered ring (Figures 5 and 3). 
The 10-membered ring is highly nonplanar and shows 
considerable strain in the puckering o f the P (4)~  
0 (1 0 ) -H (1 9 ) -0 (3 )  part of the ring. The phosphonic ring 
group involving P(4) rotates about the C (5)-C (6) bond to 
form the strong 2.580(5)-A , O (1 0 )-H (19 )-O (3 ), hydrogen 
bond. The phosphonic acid group containing P(3) must 
be rotated also in order to form the strong remaining 
2.585-A , O (1 2 ) -H ( 2 0 -O ( 8 ), and 2.603-A, 0 (7 ) -H (1 8 )-0 (3 ) , 
hydrogen bonds o f the 10-membered ring. Thus, the 
rotations of the phosphonic acid groups to achieve strong 
hydrogen bonds lead to the -4 2 .6 °  dihedral angle between 
P(3) and P(4) as viewed down the C (4)-C (6) vector.

In this study o f PC3P and in the previous study of PCP  
and P C 2P, the longest hydrogen bonds are part of the 
largest hydrogen-bonded rings. As the ring size decreases 
so does the length of the longest hydrogen bonds observed 
in the ring until very short (~ 2 .5 0  A) hydrogen bonds are 
observed for the eight-membered rings and spiral hy­
drogen-bonded units. 15 In PCP, the 16-membered rings 
contain 2.604(3)- and 2.677(3)-A hydrogen bonds, while the 
eight-membered ring and spirals show 2.542(3)- and 
2.565(3)-A  hydrogen bonds, respectively. In P C 2P, spiral 
bonds of 2.527(2) and 2.543(2) A  were observed. In PC3P, 
as was discussed above, similar trends hold. Therefore, 
the trend that the smaller the ring size the stronger the 
hydrogen bonding seems to hold in these unsubstituted 
polymethylenediphosphonic acids.

Moedritzer and Irani3 have measured the melting points, 
the 31P N M R  chemical shifts, and the IR spectra for 
(C H 2)„ (P 0 3H 2) 2 molecules of n =  1, 6  (see Table VIII). 
The structural parameters which we have deduced by x-ray

diffraction for n =  1 -3  show correlations with this chemical 
and physical data. The strongest hydrogen bonding occurs 
in P C 2P corresponding to the highest melting point, 223  
°C , the weakest in PC 3P corresponding to a low melting 
point o f 178 °C , while PCP shows an intermediate hy­
drogen bond strength and a melting point of 200 °C . It 
is quite clear that for n =  4, 6 , since the melting point has 
again increased, the molecules m ay have a center o f > 
symmetry and strong spiral hydrogen bonds may be 
formed. For n =  5, the melting point drops to 155 °C  
indicating a very loose hydrogen-bonded system.

The 31P N M R  data indicate that for n >  3 the influence 
of one phosphonic acid group on the other is completely 
shielded by the methylene carbons. For n =  3, the 
phosphorus atoms are 5.5 A  apart and are not completely 1 
shielded by the methylene carbons. It might, be speculated ' 
that, if a similar hydrogen bonded network is established J 
in solution, the intermolecular phosphorus atoms whicfcP 1 1  
have an average distance of 4.72 A  are actually influencing'^ :̂ ; 
the chemical shifts. 1

The IR  P = 0  stretching frequency shows a constant ' I 
value for n = 1 -3  confirming what has been observed || 
structurally that all P = 0  bond distances in each of the ■ 
three materials fall within a very small range o f  
1.493(2)—1.502(2) A . The P -O -H  frequency remains 
constant at n =  1 , 2  but increases 60 cm"1 for one vibration 
and decreases 30 cm - 1  for the other vibration for n =  3. 
Structurally, all P -O -(H ) distances are similar for all three 
molecules where a range of 1.540(5)-1.556(4) A  is observed; 
however, the minimum and maximum distances listed are 
observed in PC3P and the P -O (H ) frequency changes may . 
be indicative of this deviation.
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A Urey-Bradley type force field was calculated for bromochlorofluoromethane from previously reported vibrational 
data. Many of the ambiguities inherent in the previously reported general valence force field (GVFF) are thereby 
avoided. Harmonic frequencies were used to improve the fitting of iq. Calculated frequencies and potential 
energy distributions obtained from the two force fields are compared. Differences in the descriptions of v2  and 
j/3 between the two force fields are discussed.
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I. In tro d u ctio n
W e recently reported vibrational assignments and 

normal coordinate analyses of bromochlorofluoromethane1 
and 1 -brom o-l-chloro-l-fluoroethane2 as part of an effort 
to study the normal vibrations of simple chiral molecules. 
A  problem which arises in the determination of the force 
fields of these molecules is the lack of symmetry; thus the 
number of force constants required for complete de­
scription of the molecule far exceeds the number of ob­
served frequencies. In the case of bromochlorofluoro­
methane, 55 distinct force constants are required to define 
the potential energy in a generalized valence force field 
(GVFF) yet there are only nine fundamental modes. A  
G V F F  for bromochlorofluoromethane, constructed by 
transferring the 55 force constants from similar molecules 
and fitting nine fundamental frequencies, had been re­
ported earlier by El-Sabban and Zwolinski;3 however, we 
found this force field to be inadequate for the description 
of the observed frequenices of the deuterated species. 
Thus, a GVFF was calculated using 24 frequencies of four 
isotopic species and 21 force constants. 1 The resulting field 
was somewhat ambiguous, because selected interaction 
constants had to be neglected. The choices of interaction 
constants utilized, however, can influence the resulting 
diagonal constants to a certain extent.

Here, we report an alternative approach to the force field 
of bromochlorofluoromethane. The Urey-Bradley force 
field (UBFF) provides a useful formalism for dealing with 
the ambiguities inherent in the G VFF treatment of this 
molecule, since 45 off-diagonal elements in the force 
constant matrix

^ = a 2 W a s , a s , -  i*j  ( D
are replaced by six quadratic terms of the form4,6

F ^ ^ V / d r , 2 (2)

where S, and Sj are internal coordinates, Fi; is a nonbonded 
quadratic interaction constant, and ri; is the corresponding 
nonbonded distance. The redundancy introduced by 
adding ri; as a coordinate leads to the necessity of including 
six linear, nonbonded interaction constants, F'ip in addition 
to a linear ben d-bend interaction constant, p , the 
“ intramolecular tension” .4'6 W ith  the widely used 
assumption4’7

F'u = - O . lF i j  (3 )

 ̂Present address: Department of Chemistry, Syracuse University,
Syracuse, N.Y. 13210.

a pentatomic molecule of tetrahedral or similar structure 
can be described by 17 force constants. Thus, the 
Urey-Bradley formalism seems especially suitable for the 
treatment of a molecule of Ci symmetry since the rather 
arbitrary omission of certain interaction constants is 
avoided.
I I . E xp erim en tal S ection

Synthesis of HCBrCIF and DCBrCIF, structural data, 
instrumentation utilized, as well as Raman and m id-in­
frared data were previously reported.1 Near-infrared 
spectra (4000-6300 cm4 ) were obtained on a Cary 14 
spectrophotometer. Samples were contained in a 1 0 -cm  
gas cell equipped with Infrasil windows. Sample pressure 
was ca. 300 Torr for the near-infrared measurements.

The Urey-Bradley Z  matrix was calculated using a 
slightly modified version of the Schachtschneider program 
u b z m .8 The kinetic energy matrix elements computed 
previously1 were utilized. The force field was perturbed 
to reproduce the observed frequencies using standard 
procedures.8 All computations were carried out on a 
Univac 1110 computer.
I I I . R esu lts  and D iscu ssio n

The observed fundamental frequencies for HCBrCIF  
and DCBrCIF are listed in Table I, along with calculated 
frequencies and differences between observed and cal­
culated values using both G VFF and U BFF.

Although the overall frequency fit is better with the 
Urey-Bradley field (0.50 vs. 0 .6 0 % ), the accuracy of the 
calculated C -H  and C -D  stretching frequencies remains 
unsatisfactory. In an attempt to improve this situation 
the restrictions of eq 3 were removed for F 'H..F, and
F  H~Br and these constants were varied independently. 
Although the overall frequency fit improved slightly, the 
discrepancies between observed and calculated frequencies 
persisted in the C -H  stretching modes.

Scherer and Overend9 reported a similar problem with 
the U BFF description of the C -H  and C -D  modes of 
methyl halides. For these molecules, the error, A, could 
be reduced drastically by the use of harmonic frequencies,

instead of the observed frequencies, v,. For HCBrCIF, 
sufficient data to calculate all harmonic frequencies are 
not readily available due to Fermi resonance between 
several overtones ar.d fundamentals. 1 Thus, the C -H  
stretching mode was treated as the only significantly 
anharmonic vibration.

Values for wi were obtained from the overtone 2»u 
observed at 5930.3 (d<) and 4475.0 cm 1 (d^, by a diatomic 
approximation of the mode. The harmonic frequencies are 
found to be 3146.8 and 2317.0 cm 1 for do and di com-
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TABLE I: Observed and Calculated Frequencies (cm"1) for HCBr3sClF and DCBr35ClFe
Calculated frequencies

Observed frequencies GVFF A “ UBFF6 A UBFF“ A

HCBr35ClF
v , 3025.7 cj, 3146.8d 3039.4 -13.7 3058.4 -32 .7 3162.7 -15.9
v 2 1310.9 1301.7 9.2 1312.8 -1 .9 1311.9 -1 .0
y3 1205.0 1203.3 1.7 1206.4 -1 .4 1206.3 -1 .3
v , 1078.3 1073.8 4.5 1081.4 -3 .1 1082.0 -3 .7
y5 787.8 795.2 -7 .4 791.7 -3 .9 791.4 -3 .6

(y5 784.4) (791.2 -6 .8 ) (789.2 -4 .8 ) (788.8 -4 .4 )
y6 663.8 669.7 -5 .9 653.1 10.7 652.5 11.3
V, 426.7 425.9 0.8 427.2 -0 .5 427.3 -0 .6

(y, 422.8) (422.0 0.8) (423.5 -0 .7 ) (423.5 -0 .7 )
V, 314.5 309.8 4.7 314.2 0.3 314.2 0.3
y, 225.7 225.1 0.6 225.7 0.0 225.7 0.0

(y, 222.6) (221.7 0.6) (222.2 0.4 (222.2 0.4
DCBr35C1F

y, 2264.0 u , 2317.0d 2251.1 12.9 2218.0 46.0 2295.3 21.7
v 2 974.6 977.3 -2 .7 972.5 2.1 972.2 2.4
y3 919.2 922.5 -3 .3 917.1 2.1 917.4 1.8
y„ 1083.0 1088.4 -5 .4 1081.8 1.2 1082.3 0.7
ys 749.7 743.8 5.9 745.9 3.8 746.5 3.2

(ys 746.3) (740.1 6.2) (743.0 3.3) (743.5 2.8)
y6 620.7 614.0 6.7 629.3 -8 .6 627.4 -6 .7
y, 424.9 422.9 2.0 424.6 0.3 424.8 0.1

(y, 421.4 (419.2 2.2) (421.0 0.4) (421.2 0.2)
y8 313.0 309.2 4.1 314.1 -0 .8 313.6 0.3
y„ 224.2 224.7 -0 .5 224.7 -0 .5 224.7 0.5

(y, 221.1 (221.3 -0 .2 ) (221.2 -0 .1 ) (221.2 -0 .1 )

°  A  = I'obsd _ Scaled- 6 Standard UBFF. c UBFF, using tu, instead of y,. d Harmonic frequencies. e Frequencies for 
31C1 species in parentheses.

TABLE I I :  Potential Energy Distribution in Terms of Diagonal Force Constants“
Mode Frequency, cm 1 Description: GVFF Description: UBFF

v, 3025.7
HCBrCIF

0.99 C-H 1.01 C-H
V2 1310.9 0.68 HCC1; 0.26 HCF 0.83 HCF; 0.27 HCBr
v3 1205.0 0.50 HCF; 0.45 HCBr 0.64 HCC1; 0.49 HCBr
VA 1078.3 0.95 C-F 1.11 C-F

787.8 0.83 C-Cl; 0.22 FCC1 0.77 C-Cl; 0.35 C-Br
Vt 663.8 0.56 C-Br; 0.21 FCBr; 0.17 CICBr 0.45 C-Br; 0.20 C-Cl; 0.17 CICBr
V 2 426.7 0.50 FCC1 0.56 FCC1
y8 314.5 0.50 FCBr; 0.42 C-Br 0.58 FCBr; 0.24 C-Br
V9 225.7 0.65 CICBr; 0.21 FCC1 0.73 CICBr

v\ 2264.0
DCBrCIF

0.97 C-H 1.04 C-H
V7 974.6 0.39 HCC1; 0.21 C-F; 0.20 HCBr 0.85 HCF; 0.27 HCBr
V 3 919.2 0.68 HCF; 0.27 HCBr 0.59 HCC1; 0.27 HCBr; 0.24 C-Cl
VA 1083.0 0.78 C-F; 0.20 HCC1 1.11 C-F
VS 749.7 0.68 C-Cl; 0.14 FCC1; 0.14 HCC1 0.58 C-Cl; 0.21 C-Br
Vb 620.7 0.46 C-Br; 0.22 HCBr; 0.20 FCBr 0.45 C-Br; 0.15 CICBr
vn 424.9 0.50 FCC1 0.57 FCC1

313.3 0.50 FCBr; 0.43 C-Br 0.58 FCBr; 0.24 C-Br
V9 224.2 0.65 CICBr; 0.20 FCC1 0.73 CICBr

“ Only major contributors are listed.

pounds, respectively (Table I). It is apparent that the use 
of the C -H  harmonic frequencies shifts the calculated C -H  
frequencies in the right direction and improves the overall 
frequency fit (0.38 vs. 0 .5 0 % ), although discrepancies 
between observed and calculated values still persist.

Otherwise, the agreement between observed and cal­
culated frequencies in the U B FF is good for the heavy 
atom bending, the hydrogen-carbon-halogen bending as 
well as the C -F  and C -C l stretching modes. The only 
other mode exhibiting a sizable difference between ob­
served and calculated frequencies is y6, the C -B r stretching 
fundamental. W e attribute this difference to extensive 
Fermi resonance of v$ with 2y8 and v1 +  y9 in the d0 and 
with 2 y8 in the d, species, 1 which prevents an accurate 
determination of the unperturbed frequencies.

The potential energy distributions (PED) of the two UB  
fields are not significantly different although K cli differs 
by ca. 8 % . The main contributions of internal coordinates 
to the normal modes (cf. Table II) are similar for U BFF  
and G VFF for v Y and vA through pg, although the mixing 
between internal coordinates differs to some extent for the 
two force fields. As expected, the agreement is good 
particularly for the three low frequency bending motions. 
There are, however, some differences in the PED  of v2 and 
y3 as decribed by G VFF and U BFF. It is these modes 
where difficulties in the calculations are expected, because 
these two modes are combinations of three internal co­
ordinates; the other seven fundamental modes can be 
described by one internal coordinate as the major con­
tributor.
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TABLE III: Relative Raman Intensities (v, = 100) and 
Depolarization Ratios of v2 and#3 of 
Bromochlorofluoromethane-d0 and -d,

HCBrClF " DCBrCIF
/  p I  p

V2 6 (L40 19 005
v, 4 0.30 7 0.24

In the d0 species, v2  is calculated to be a mixture of the 
HCC1 and H C F  internal coordinates (0.68 and 0.26, re­
spectively) in the G V F F , whereas in the IJBFF approach, 
this same mode is described as a mixture of the H CF and 
H C B r coordinates (0.83 and 0.27, respectively). For the 
deuterated species, the UBFF description of v2  is the same 
as it is in the do compound, whereas the G VFF description 
of this mode changes appreciably between d0 and dj due 
to the introduction of the C -F  mixing. Similar behavior 
is exhibited by v3. Here, however, the G V F F  predicts a 
similar composition of v3  for both d0 and di compounds 
(0.50 H C F  and 0.45 HCBr; 0,68 H C F and 0.27 HCBr, 
respectively), whereas the U B F F  predicts different 
compositions (0.64 HCC1 and 0.49 H C B r for d0 and 0.59 
HCC1, 0.27 H C B r, and 0.24 C -C l for dj).

T he above-mentioned changes in the description o f v2  

and v3  pose some interesting questions about the validity 
of the calculated force fields. It should be pointed out that 
in the Urey-Bradley calculations, there is little compu­
tational ambiguity since no force constants were omitted. 
Before comparing the U BFF results with the ones obtained 
using the G VFF, one has to ascertain that the G VFF PED  
obtained in ref 1  is not dependent on the choice of the 
interaction constants. Both available GVFF calculations,1,3 
however, agree in the overall description of v2  and v3. v2  

is a mixture of H C F  and HCC1 coordinates and v3  is a 
mixture of H CBr and H C F coordinates, although the 
composition varies between the descriptions in ref 1  and
3. Inspection o f Table II reveals that the differences in 
the descriptions of v2  and v3, for both the do and dj species, 
can be explained as an interchange of composition by v2  

and v3  between G VFF and U B FF approaches. Similar 
effects are not uncommon in force field calculations when 
new interaction constants are introduced or interaction 
constants are varied strongly. Since the hydrogen- 
carbon-halogen interaction constants in the UBFF are well 
within the range of previously published values (cf. Table
IV), and no constants were omitted, the UBFF PED  might 
prove to be more reliable.

Unfortunately, it is virtually impossible to distinguish 
experimentally between the different descriptions of v2  and 
v3. However, an attempt was made to clarify the nature 
of the change in the character of v2  and v3  upon deuteration 
as suggested by the G VFF results. If indeed a sizable 
change occurs upon deuteration, gas-phase IR  band en­
velopes as well as Raman depolarization ratios should be 
indicative of this change. The relative Raman intensities 
as well as the depolarization ratios are indeed different for 
v2  and v3  of the d0 and di compounds (cf. Table III). 
Depolarization ratios are only very qualitative indicators. 
The gas-phase infrared band envelopes should be much 
more sensitive, since different contributions to a normal 
mode should alter the direction of the dipole change within 
the inertial axis framework, thus giving rise to different 
rotational-vibrational envelopes. The analysis of the band 
shapes, however, is complicated by the fact that in this 
molecule, none of the inertial axes coincides with any bond; 
thus all bands are hybrids of A , B, and C type envelopes. 
Preliminary results indicate that the observed band shapes 
are rather similar for d0 and dx compounds. The situation

TABLE IV : Refined Urey-Bradley Force Constants“ for 
Bromochlorofluoromethane

UBFF6 UBFFC Lit. values

K-cci 2.0398 2.0315 2.09d
kcF 4.0867 4.0867 4.10e
kcH 3.9207 4.2783 3.906-g-4.37c4
K C B i 1.8813 1.8813 1.72d

H q i C F 0.4814 0.4814 0.24e
H c i c h 0.1132 0.1132 0.02^-0.29d
RciCBr 0.2886 0.2886 0.08e
R f c h 0.0272 0.0248 0.lU -0.27d
H FCBr 0.5988 0.5936 0.21e
#HCBr 0.1988 0.1995 0.25d
F q - f 0.8430 0.8430 0.72e
F Cl- H 0.6418 0.6626 0.57d-0.93f .*
F Cl- Br 0.5246 0.5246 0.55e?  *
F F- H 1.3763 1.3836 1 . 1 2 ■ -
F F- -Br 0.4445 0.4445 0.55e - »*•.- • •
F h - Br 0.6302 0.6009 0.48d-0.95f
P -0.2307 -0.2307 •(-0 :2 )-(-0 .3)e -

“ For nomenclature of the force constants, see ref 12.
All values are reported in mdyne/A. The bending 
constants are not normalized. 6 UBFF, observed fre­
quencies. c UBFF, harmonic frequencies for vt. d Ref­
erence 9. e Reference 10. f Reference 11. 'e Reference 
12.

is further complicated by the presence of Fermi resonance 
between v3  and v5  +  i>7 in the d{, species. Thus, the question 
of whether the changes in v2  and v3  are real cannot yet be 
answered unambiguously. This ambiguity is another 
consequence of the asymmetry of the molecule; i.e., without 
substantially more data, some aspects of the field will 
remain indeterminant.

Table IV  shows the refined U rey-Bradley force con­
stants along with a range of values of published force 
constants for halomethanes.9“12 The standard errors8 
calculated for the force constants are ca. 7 %  on the average 
for stretching and nonbonded constants and ca. 2 5 %  on 
the average for the generally very small bending force 
constants and for p. Most of the stretching and nonbonded 
force constants seem to transfer well between bromo­
chlorofluoromethane and previously reported molecules; 
even methyl halide force constants agree reasonably well 
with the refined constants obtained for HCBrClF. For the 
halogen-carbon-halogen bending constants, however, a 
similar trend is observed in both G VFF and U B FF cal­
culations: these constants must be increased considerably 
to fit the observed frequencies. Table IV also shows the 
value of K c_h, the carbon-hydrogen force constant, ob­
tained from the harmonic frequencies. Three other force 
constants, namely, the nonbonded interactions F f .h , F Ci- h , 
and FBr_H were varied after the harmonic values for v\ were 
introduced; however, the overall frequency fit could not 
be improved significantly since v2  and v3  depend very 
critically on the values of these three constants. Use of 
harmonic frequencies for v2  and v3  certainly would improve 
the overall frequency fit; unfortunately, 2 v2  and 2 v3  were 
observed in the cf) compound, but not in the dj molecule.

In summary, the UBFF has been shown to yield a better 
overall frequency fit than the G V F F  (0.38 vs. 0 .6 0 % ) for 
a molecule as complex as bromochlorofluoromethane. The 
definition of the potential energy by only 17 force constants 
eliminates most of the ambiguities inherent in other force 
fields. Significant additional improvement of the force 
field would require further harmonic and band contour 
analyses.
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Monte Carlo quasi-classical trajectories have been used to study the reactions Cl + HBr HC1 + Br at 300 
and 1000 K. A semiempirical valence-bond (London equation) formulism was used to represent the poten­
tial-energy surface. The surface was not adjusted for this reaction system, but was computed using parameters 
adjusted with kinetic information for related systems. The distributions of product molecules among vibrational 
and rotational states were computed and compared with experimental results (at 300 K); the agreement is good. 
The computed thermal rate coefficient is in good accord with the reported measured value. The effect of reactant 
vibrational energy on product distributions and reaction rate was investigated. The principle of detailed balancing 
in quasi-classical trajectories was also examined for a limited set of conditions for this system.

I. In trod u ction
W e present here the results of a quasi-classical trajectory 

study o f the forward and reverse reactions Cl +  HBr ^  
HC1 +  Br. The main purposes of this study are to examine 
the influence of reactant, vibration, and translational 
energy on the reaction rate and product energy parti­
tioning, and to test the principle of detailed balancing 
applied to quasi-classical trajectories. The potential-energy 
surface (described in detail in section II) is of the sem­
iempirical valence-bond formulism of Raff, Stivers, Porter, 
Thompson, and Sims. 1 Since the surface is obtained from 
atomic parameters adjusted to give agreement of the 
energy barriers with the activation energies of other 
reactions2 (H 2 +  Br —*■ H Br +  H  and H 2 +  Cl — HC1 +
H), the first step in this work was to compute results that 
can be compared with experimental data to check the 
validity of the surface.

Atom -diatom ic molecule reactions involving hydrogen 
and halogen atoms have been studied extensively. Polanyi 
and co-workers,3 using infrared chemiluminescence 
techniques, have obtained extensive detailed information 
about the distribution of energy among internal states of 
products in exothermic reactions and about the effects of 
reactant vibration and rotation on endothermic reactions

t Current address: Department of Chemistry, University of
Toronto, Toronto, Ontario M5S1A1, Canada.

* On leave from the Los Alamos Scientific Laboratory, 1975-1976.

by application of the principle of microscopic reversibility.
There have been several experimental studies of the 

reaction considered in this work. Maylotte, Polanyi, and 
W oodall3d have reported results of infrared chemilu­
minescence measurements of reaction product energy 
distributions and reaction rates for this and similar re­
actions. Airey4 has studied this system in relation to the 
Cl +  HBr puked chemical laser. Wodarczyk and Moore5 
have measured the reaction rate for this system when the 
reaction is initiated by the laser photolysis o f Cl2 in a 
flowing C12/H X  gas mixture. Bergmann and Moore6 have 
studied the isotope effect on this reaction rate for the 
substitution o f deuterium; they found that DBr reacts 
more slowly than HBr. There has also been a great deal 
of experimental data reported for related reactions. 
Cowley, H om e, and Polanyi30 studied Cl +  HI —  HC1 +  
I at enhanced collision energies using infrared chemilu­
minescence, and Polanyi and co-workers30,1 have measured 
the effect of reactant vibration on the rate and product 
energy partitioning in F +  H C l —*• H F  +  Cl.

Polanyi and co-workers3b'7 have made use o f the prin­
ciple of microscopic reversibility to extract information 
about endothermic reactions from experimental chemi­
luminescence data of the reverse, exothermic reactions. It 
is reasonable to question whether the results of quasi- 
classical trajectories obey the principle of detailed bal­
ancing since the forward and reverse processes are not the 
same in the calculations. This was the subject of a detailed
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three-dimensional trajectory study for the case o f F +  H 2 
—*• H F +  H ; the results indicated that microscopic re­
versibility would yield dependable information concerning 
the endothermic reaction, if the exothermic data referred 
to room temperature reagents.7 Kuppermann and co- 
workers8,9 found discrepancies between the forward and 
reverse reaction probabilities computed from collinear 
quasiclassical trajectories for F +  H 2(o =  0) HF(u =  2,3) 
+  H  and H  +  H 2(o =  0) <=* H 2(d =  1) +  H . Because of the 
limitations o f available computer time we were not able 
to carry out extensive calculations to check detailed 
balance; we have, however, included in this work some 
examples to illustrate the degree to which the principle 
is obeyed for this reaction system.
II . P o ten tia l-E n erg y  S u r fa c e

The potential-energy surface was obtained from the 
semiempirical formulation o f R aff et al. 1 This nonionic, 
valence-bond formalism, which treats the systems as 
consisting o f three electrons moving in the potential of a 
proton and the nonpolarizable Br+ and Cl+ cores, contains 
atomic parameters for each of the halogens. W e make the 
assumption that these atomic parameters are the same for 
the atoms regardless of the chemical environment in which 
they are considered.

T he analytical form of the potential is the London  
equation:
V =  Q a b  +  Q b c  +  Q a c  ~  { ^ [ ( ^ a b  -  ^ b c ) 2

+ (¿BC “  ^A c)2 +  (^AC ~ ^Ab )2 ] }1/2 (1)
where Qy and Jy are the Coulomb and exchange integrals, 
respectively. They are defined in terms of the singlet- (’Ey) 
and triplet-state (3Ey) energies using the Heitler-London
equations:
Qa = 1h [%  + 3^ j] ( 2 )
and
J y = ' / 2 [ 1E y - 3Eij] (3 )
Overlap terms are neglected in eq 1 -3 . The singlet-state 
energies are given by the Morse function
‘Ey = 'Dy {1  -  eX p [-ay (R y  -  R ey)] } 2

-  >Du (4 )
and the triplet-state energies are given by the Peder-
sen-Porter10 functions:
%  = 3A j { l  +  e x p [ - 0 y(Ry -  Reij)] } 2

- 3Aj (5)
for fly <  A cy and
3£y = Cy(Ry + ^ y ) eX p(-O yR y) (6)

for f ly  >  f l cy.
The values of the atom-pair potential parameters are 

listed in Table I. The parameters for HC1 and HBr were 
taken from ref 2. The singlet-state parameters for BrCl 
were obtained as follows: 1D  was taken from the com­
pilation given by Herzberg. 11 The Morse exponential 
constant a was computed from
a =  oje(2n 2  cixBtC1/D eh ) 1 / 2  (7 )
where ¿¿BrCl is the reduced mass of BrCl, c is the speed of 
light, D e is the dissociation energy (from ref 15), h is 
Planck’s constant, and œe (=  440 cm "1) is the fundamental 
vibrational frequency reported by Clyne and Coxon. 12 The

J. C. Brown, H. E. Bass, and D. L. Thompson

TABLE I: Potential-Energy Surface Parameters

Param­
eter

Atom pair 
HBr“ HCP BrCl

'D, eV 3.91825 4.61534 2.275b
a, au"1 0.95878 0.95848 1.0373°
3D, eV 1.3668678 1.34956 1.51172
0, au"1 0.8360 0.79 0.32402
Re, au 2.673 2.41 3.11720d
C, eV au 12312.0 17634.0 12434.72
A, au -  2.9774 -  2.88770 -  2.&3518
a, au"' 2.366 2.561 2.196
Rc, au 3.7 3.5 3.4
“ From ref 2. b From ref 11. ° Computed from data 

reported by Clyne and Coxon, ref 12. “ From ref 13.

Figure 1. Contour map of the potential-energy surface for collinear 
collision paths of CIHBr. Contour energies are in units of kcal/mol.

equilibrium internuclear separation Re was taken from the 
semiempirical calculations o f Pohl and R aff . 13

The remaining BrCl parameters were computed by the 
method described by R aff et al. 1 In this formulation the 
potential-energy surface is parameterized through the 
electron core integral
r x = <0 x ( i ) b Z x /Ax l0 x (i)> (8 )

where </>x is the appropriate atomic orbital. T he value of 
the integral fx, the adjustable parameter in this formu­
lation, was obtained by adjusting the barrier in the 
minimum potential-energy reaction pathway of
X + H2 -  HX + H (X = Cl or Br)

to be in slight excess of the experimental activation en­
ergy.2 These atomic parameters are assumed to be 
transferable for descriptions of the forces in other reac­
tions. The atomic parameter (fx) values used are those 
computed by Porter et al.2

Figure 1 is a contour map of the potential-energy surface 
for collinear configurations of CIHBr. There is a slight well 
in the Cl— H Br reactant valley. This well increases in 
depth slightly as the CIHBr angle goes to 90° as can be 
seen by examining the contour map for this configuration 
in Figure 2.
I I I . C om p u tational M ethods

The basic methodology and equations for the classical 
mechanical problem have been described in detail by
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Figure 2. Contour map of the potential-energy surface for collision 
paths with the Br-H-CI angle equal to 90°. Contour energies are in 
units of kcal/mol.

Porter, Karplus, and Sharma . 14 A  fourth-order R unge- 
K u tta -G ill15 integrator was used to integrate the 1 2  
coupled, first-order differential equations; a constant step 
size of 4 or 8  X 10"16 s was used, depending on the initial 
conditions. The integration accuracy was checked by 
varying the step size, back integrating, and constancy of 
total energy. The statistical error in samples of trajectories 
was computed as previously described . 16

T o define the initial states of the collision trajectories 
values must be specified for the following variables: the 
impact parameter b, the relative translational velocity VT, 
the internal energy quantum numbers v (vibration) and 
J  (rotation), the diatomic vibrational-phase p, the reac­
tion-shell radius Rs (a constant), and the orientation angles 
8 , 4>, and y (the angles 6  and 0  describe the orientation of 
the diatom bond and y  the orientation of the plane of the 
diatomic angular momentum). M ost of the variables were 
assigned values by Monte Carlo selection from the ap­
propriate probability density functions. 17 However, since 
we wished to study the effect of nonequilibrium values for 
certain of these variables most of the calculations reported 
here were done by arbitrarily assigning values to either or 
both v and Vt and averaging over the other variables by 
the M onte Carlo procedure.

The Monte Carlo selection procedures have been de­
scribed elsewhere.17 Briefly, the procedure we used is as 
follows. The values of the relative velocity are selected 
from the appropriate distribution:
f(V I ) = A V I 3 exp(~nV 1 2 /2KT) (9 )
between the limits Vr>min (=  9.8 X 104 cm /s) and Vr-max (=
1.47 X 106 cm /s) in eq 9, A is the normalization constant, 
p is the atom -diatom ic molecule reduced mass, k is the 
Boltzmann constant, and T  is the temperature. Impact 
parameter values were selected by choosing random values 
of the orbital angular momentum quantum number l from 
a flat distribution on the range 0  to lmla, where (max is given 
hy
bmax =  [ L x f i m a x  +  1 ) ]  U 2 ( h / 2 n p V x)  ( 1 0 )

(We found that 6 max =  7 au includes all reactive collisions 
for the conditions considered here.) The impact parameter 
values are given by

b = W +  l ) ] 1 / 2 (h /2npV r) ( 1 1 )

The vibrational phase was selected using the method o f  
Porter, Raff, and Miller. 18 The orientation angles 8 , <j>, and 
y, and the internal states (when averaged over) were se­
lected in the usual way. 17 The value of the reaction-shell 
radius Rs was fixed at 10 au; at this separation the in­
teraction of the atom with the diatomic molecule is 
negligible. The vibrational state v was held constant in 
most of the calculations and the rotational state J  was 
selected by playing the M onte Carlo game . 17 •

The rotational energy of the product molecule is 
computed using
Et ’ =  L ' 2 / 2 p r e 2  (1 2 )
I / ,  the angular momentum of the diatom, can be computed 
exactly. In eq 12 p and re are the reduced mass and 
equilibrium separation, respectively, of the diatom. The  
final state rotational quantum number J '  is given by the 
closest integer solution of
Et = B [ J ' ( J '+  1 )]  - D [ J \ J '  +  1 ) ] 2 ( 1 3 )
where B and D  are constants.11 The product vibrational 
energy Ev'  is given approximately by
Ev =  EVI -  Ex (1 4 )
where E „ ' is the total internal energy of diatom; Ev/  can 
be computed exactly. In using eq 14 it is assumed that 
the vibrational-rotational coupling energy is small relative 
to the vibrational energy. The product vibrational 
quantum state v ' is then the closest integer solution of
Ev ' =  (v' +  ‘ ¿ k  -  (v \  +  1A )2k^eXe (1 5 )
where <oe and wex e are constants. 15

IV . R esu lts  and D iscu ssio n
W e have carried out a series of quasi-classical trajectory 

calculations for the reactions Cl +  HBr ¡¿ B r  +  HC1. One 
of the objectives of this study was to compare the relative 
effectiveness of reactant energy in different vibrational 
states for promoting reaction. Also of interest is the testing 
of detailed balancing in quasi-classical trajectory calcu­
lations; these comparisons are made at 300 and 1000 K  
with the HC1 or HBr molecule initially in the u = 1, 2, 3, 
or 4 vibrational state. The distribution of energy among 
the various product molecule modes was also examined. 
The reaction rates and product energy distributions are 
compared with experiment.

The thermal rate coefficient k for Cl +  H Br -*• HC1 +  
Br has been measured by Wodarczyk and Moore5 at 295 
K  by the laser photolysis of Cl2 in a flowing Cl2/H B r  gas 
mixture; they obtained k =  4.5 X 1012 cm3/molecule s. The 
value obtained in these trajectory calculation is 30.2 X 1012 
cm3/m olecule s. This comparison indicates that the 
potential-energy surface used in this work is a reasonable 
one. It should be noted that this surface was not calibrated 
using kinetic data for this reaction.

Arnoldi, Kaufmann, and W olfrum 19 have measured the 
effect of reactant vibration on Br +  HC1 —* H Br +  Cl. 
They report that at room temperature that exciting HCl(i> 
=  0) to v =  2 gives a rate enhancement o f 1011. W e did 
not compute the v =  0  rate because of the very low reaction 
probability (based on the Arnoldi et al. 19 results a rate 
coefficient of about 10 cm3/molecule s is estimated). W e  
can, however, compare our computed rate coefficient of 
(5.6 ±  3.2) X 101Z cm3/moleeule s at 300 K  for HCl(u =  2) 
with the experimental value19 for v =  2 of (8 .8  ±  3.1) X 1011
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Figure 3. Computed distribution of final vibrational states for Cl +  HBr 
—* HCI(v') +  Br at 300 and 1000 K; initial vibrational and rotational 
states thermally distributed.

Figure 4. Computed distribution of final vibrational states for Cl +  HBr(v 
=  1) —► HCI(v') +  Br at 300 K; initial rotational states thermally 
distributed.

cm 3/m olecule s. The agreement is good.
The distribution of product vibrational states has been 

measured for the reaction Cl +  H Br —* HC1 +  Br by 
M aylotte, Polanyi, and W oodall3d using an “ arrested 
relaxation” variant of the infrared chemiluminescence 
technique. They found N (v '=  2) /N {v ' =  1) =  0.4 with a 
reactant gas temperature of approximately 300 K . [Here, 
N (v ' =  i) is the number of product molecules in the tth 
vibrational state.] Our calculations gave N (v ' =  2) /N (v ' 
=  1) =  0.38 at 300 K . This close agreement again supports 
our choice of the potential-energy surface. The overall 
distributions of HC1 molecules among the final vibrational 
states are shown in Figure 3 at 300 and 1000 K , with initial 
v and J  selected from thermal distributions; N(v 0 is the 
number o f molecules formed in the o'vibrational state. 
There is a definite temperature effect on the product 
vibrational distributions. Particularly noticeable is the 
shift in the relative populations of the v ' = 0  and v ' =  2  
states; at both temperatures approximately half of the 
product molecules are in the v ' =  1  state.

The effect of initial vibration on the product vibrational 
distribution is shown in Figure 4 for the case of Cl +  HBr(u 
=  1 ) -*• HCl(i>0 +  Br at 300 K . For these conditions the

Figure 5. Computed distribution o f final rotational states for Cl +  HBr 
—*• HCI( v', J') 4- Br at 300 K; initial vibrational and rotational states 
thermally distributed. The points are" the computed results; the solid 
line is a smooth curve fitted to the points.

final vibrational states 1, 2, and 3 are about equally 
populated, in contrast to the peaking that occurs under 
thermal conditions as shown in Figure 3.

The rotational states of the product molecules were 
computed by solving eq 13 for J. The distribution of 
products among rotational states at 300 K  is shown in 
Figure 5 for final vibrational states (v') equal to 0 ,1 , and
2 . Due to the large number of product rotational states 
available, the statistical fluctuations of the data points in 
Figure 5 are large. A  solid line was drawn through the 
points by taking the average between the value for two 
successive J  states and then visually drawing a line through 
the points so obtained. The curves should be considered 
only qualitatively correct. M aylotte, Polanyi, and  
Woodall3d measured the most probable rotational quantum  
number O') for v ' =  1 to be 13 ±  1 compared to 12 -13  
found here and for u' =  2 to be 3 ±  1 compared to 9 found 
here. Figure 6  shows the effect of increasing reactant 
temperature on the rotational state distribution. The 
increased temperature shifts the rotational distribution to 
higher J '  values but the most dramatic effect is the de­
creased breadth of the J '  distribution.

In Figure 7 comparisons of the partitioning of the energy 
available to products ET among rotation EK, vibration Ew, 
and translation ETi  are illustrated for various conditions. 
The reaction probability is also given in Figure 7 for each 
set of conditions. There is not a significant change in the 
partitioning of the available energy for the processes Cl
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nz

10

(b)
V ' *  I

TABLE II: Computed Rate Coefficients for the Reaction 
Br + HCl(u) -* HBr + Cl for 300 and 1000 K

T, K fe(1 0 13 cm1 /molecule s)

300

1000

0.56 ± 0.32 
2.12 ± 0.94 
2.96 ± 0.92 

b
0.56 ± 0.56 
4.34 ± 1.52 
3.88 ± 1.88 
7.06 ± 1.74

a Only 150 trajectories were computed for v = 1 , T  = 
300 K; no reactions occurred. 6  No reactions were 
observed out of the 250 trajectories computed for v = 0, 
T  =  1000 K.

1000 "K

Figure 6. Computed distribution of final rotational states for Cl +  HBr 
—► HCI( v', J') +  Br at 1000 K; initial vibrational and rotational states 
thermally distributed. The points are the computed results; the solid 
line is a smooth curve fitted to the points.

Figure 7. Computed partitioning of the energy available to the products 
in Cl +  HBr —► HCI +  Br for various concitions. The reaction probability 
Pr is given for each case: (a) 300 K, vand J thermally distributed; (b) 
300 K, v =  1, and J thermally distributed; (c) 1000 K, vand Jthermally 
distributed; and (d) £^, =  0.65 eV, vand Jthermally distributed.

Figure 8. Computed product vibrational state distributions as a function 
of initial vibrational state at 300 and 1000 K for the reaction Br +  HCI(v) 
—  Cl +  HBr(v').

+  H Br (u and J  thermal) and Cl +  H B r (v =  1  and J  
thermal) as can be seen by comparing Figures 7a and 7b, 
however, the reaction probability is doubled. Changing 
the temperature from 300 to 1000 K  produces a change in 
the partitioning, see Figures 7a and 7c, and about a 30 %  
increase in the reaction probability. A  dramatic change 
in energy partitioning is brought about by fixing the 
relative translational energy at 0.65 eV (which corresponds 
to approximately the energy difference in the v =  0  and 
u =  1 states of HBr) as illustrated in Figure 7d in which 
the internal states are thermally distributed for 300 K . It 
is interesting to note that the increased translational 
energy causes a decrease in the reaction probability.

The rate coefficient and the distribution of energy 
among various product modes with HCI in the vibrational 
states v =  0 ,1 ,  2, 3, and 4 at 300 and 1000 K  were com­
puted for the reaction Br +  HCI. The calculated rate 
coefficients are given in Table II. The distributions of 
product vibrational states for different initial reactant 
vibrational states are shown in Figure 8  for T  =  300 and 
1000 K . In these calculations, increasing the initial vi­
brational energy shifts the distribution o f product m ol­
ecules to higher vibrational states. The fraction of the total 
available energy in the vibrational modes o f the products 
also increases with v at 1000 K  but does not at 300 K.
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Figure 9. Computed partitioning of available energy among product 
modes as a function of initial vibrational state at 300 and 1000 K for 
the reaction Br +  HCI(v) —► Cl +  HBr(v').

The partitioning of the available energy from the Br +  
HCl(o) reactions for v = 1, 2, 3, and 4 is shown in Figure 
9 for the temperatures 300 and 1000 K . A t both tem ­
peratures, changes in v cause significant changes in energy 
partitioning. A t 300 K , vibration is the dominant mode 
for deposition of the available energy for u = 2 and 3 with 
translation becoming more important for v = 4. However, 
at 1000 K  vibration is more important than rotation and 
translation for only v =  4, being essentially comparable to 
translation for v =  3. Perhaps, the most interesting facet 
of these results is the dramatic shift in the relative im­
portance of rotation and translation as v goes from 2  to
4.

Because of the combination of quantum mechanical 
rules (for assigning initial states) and classical mechanics 
(for computing the motion and thus assigning the final 
states) it is reasonable to question the validity of detailed 
balancing in quasi-classical trajectory calculations. Since 
we have computed rate coefficients for the forward and 
reverse reactions

Cl + HBr Br + HC1
fcr

we have the information to check detailed balancing in this 
case. A  completely unequivocal statement on detailed 
balancing in quasi-classical trajectories would, however, 
require results of greater statistical accuracy than the 
computer time available for the present work permits. W e  
should be able to detect a gross violation of the principle 
with the present results.

The equilibrium constant is
K  = k t /k r =  e 'AGIRT

where AG =  A if  -  T a S is Gibb’s free energy. If we make 
the assumption that the entropy change AS is negligible 
then we can write
k f = k r exp (~ A H /R T )

L et us consider the process Cl +  HBr(i> =  0) — Br +  
HCl(u =  1 ). The heat of reaction is -1 6 .5  kcal/m ol for Cl 
+  HBr(o =  0) —► Br +  HCl(u =  0), and thus for the process 
we are considering the equilibrium constant computed 
from K  =  exp (-A H /R T)  gives 54.8 at 1000 K . The tra­
jectory computed forward rate coefficient is 5.12 X 1013 
cm 3/m olecule s and the reverse 5.6 X 1012 cm3/m olecule

Figure 10. Computed differenital scattering cross section for Cl +  HBr 
—*■ HCI +  Br at 300 K. The angle 0 is the angle between the final 
molecule velocity and the initial atom velocity.

Figure 11. Computed differential scattering cross section for Cl +  HBr 
—*• HCI +  Br at 1000 K. The angle 0 is the angle between the final 
molecule velocity and the initial atom velocity.

s. W e obtain from these results K tmi = 9.2.
Product angular scattering distributions were also 

computed for thermal distributions at 300 (see Figure 1 0 ) 
and 10 0 0  K  (Figure 1 1 ) for Cl +  HBr -► HCI +  Br. Plotted 
in Figures 10 and 11 are the differential scattering cross 
sections {1 (6 )/s in  0 ), where 0  is the angle m ade by the 
product molecule velocity and the initial reactant atom  
velocity. Therefore small 0 values correspond to scattering 
into the forward hemisphere. There are, to our knowledge, 
no published results for the scattering distributions for this 
reaction. There are results (unpublished) by M cDonald  
and Hershbach20 for scattering in Cl +  H I —► HCI +  I, 
which strongly peaked in the forward direction for the two 
sets of conditions studied: relative translational energies 
of about 5 kcal/m ol and thermal collision energies for 400
K . As can be seen in Figures 10 and 11 the trajectory 
results predict definite forward scattering for Cl +  H B r
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—*■ HC1 +  Br at 300 and 1000 K . W e are not certain how 
close an analogy there is between the Cl +  H Br and Cl +  
H I systems, though it does seem reasonable to expect 
qualitative similarities in the scattering. Trajectory cal­
culations on Cl +  H I -*• HC1 + 1 using a surface of the same 
formulation as used here gave forward scattering at 
temperatures of 1000 and 2000 K , but isotropic to 
backward scattering at 300 K .21
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Coupling between Tracer and Mutual Diffusion in Electrolyte Solutions
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The coupling between tracer and mutual diffusion in electrolyte solutions is experimentally realized and 
theoretically analyzed. The essential coupling terms are the electrical diffusion potential gradient, and the 
activity coefficient gradient, arising from the individual excess chemical potential of each ion.

I . In trod u ction
Self-diffusion processes are among the most simple 

transport phenomena occurring in a given medium and are 
generally measured by special techniques using isotopically 
or spin-labeled compounds. On the other hand, the 
phenomenon of mutual or chemical diffusion, which can 
be easily observed experimentally, has been studied by 
many classical techniques. However its complete analysis 
involves a detailed consideration o f several complicated 
effects.

The relationship between the chemical diffusion coef­
ficient of an electrolyte and the separate ionic self-diffusion 
coefficients is simple at infinite dilution (Nernst Hartley 
relation) but becomes more complex for finite values of 
the concentration. The equation describing these two 
phenomena requires different polynômes, and the terms 
beyond the limiting laws in C 1/2 were calculated only a few 
years ago. 1“3

T he problem considered in the present study is the 
interdependence of tracer diffusion and of mutual diffusion 
in electrolyte solutions when these processes occur si­
multaneously.

 ̂With the technical coworkship of Yvette Roumegous.

Self- and mutual-diffusion processes are closely related 
in the following ways: (a) They are both consequences of 
the thermal motion of the particles and are expressed by 
the square-average displacement by unit time, (b) In an 
electrolyte solution, the value of the self-diffusion coef­
ficient depends essentially on the ion-solvent interaction; 
other interactions give only a small contribution when the 
solution concentration is below 1  M .

Therefore, the tracer diffusion coefficient in the presence 
of a concentration gradient of electrolyte will depend not 
only on the local and instantaneous values of the con­
centration in the solution, but also on the fields of forces 
involved in the electrolyte diffusion.

In this case, we shall have together a tracer and an 
electrolyte flow which can occur in different directions.

W e shall assume that a steady state will be locally es­
tablished after a very short time; this means that the 
potentials and the corresponding fields take well-defined 
values at any place and any time. Also, in each elementary 
volume of the solution, an electrolyte flow and a tracer flow 
(of same or opposite direction) occur simultaneously. The  
tracer diffusion process, which has only a small dependence 
on the electrolyte concentration, occurs even in the 
presence of a countercurrent flow of electrolyte. In fact,
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it can even be accelerated by this countercurrent move­
ment.

A ll these processes are generally nonstationary on the 
time scale o f a diffusion experiment; consequently, a 
complicated set o f differential equations is obtained, the 
solution of which is nonanalytical and only available 
through the use of numerical methods.

The coupling of tracer and mutual diffusion has several 
features and the most important o f them are listed as 
follows:

The flow of the solvent which corresponds to the mutual 
diffusion of electrolyte and solvent in the chemical gradient 
of concentration. This solvent flow is negligible in dilute 
solutions, and its contribution to the tracer flow, in C 1/2, 
is only a small electrophoretic effect. 1

The electrical field which is established in the chemical 
gradient o f concentration, if the ions of the diffusing 
electrolyte have different mobilities. This phenomenon 
leads to the largest coupling effects, even in dilute solu­
tions; it was analyzed and observed by Plonka4 in m em ­
branes and independéntly by Turq and Chemla5 in so­
lutions.

T he gradient of the activity coefficient of the tracer 
which exists for both lbns independently of their respective 
mobilities. This leads to a new effect not observed pre­
viously.

The aim of the present study is to distinguish between 
these different effects in a few experimental cases. For 
this purpose, we shall give briefly the mathematical ex­
pressions of flows and forces involved in these processes.

e, being the charge of the particle i.
The system we consider is composed of a solvent, an 

electrolyte dissociated into v2  ions 2 and v3  ions 3, at the 
concentration C and a tracer 1  at the concentration Cy «
C.

In the expression of the electrical field S, we shall neglect 
the perturbation coming from the diffusion of 1 .

T he chemical potential o f the solute 2 -3  is
h = V2fl2 + V3H3

The flow of the particle 2 is
—y —y —y . t — y
J 2  = C 2 u2  = - B 2 C 2 V h 2  +  B 2 C 2 e2E + C2 A v 2

where Ao2 is the electrophoretic effect on this.particle 2. 
(This effect will be developed further.) /  :

The analogous expression for J 3  is obtained by replacing 
2 by 3. The electroneutrality of the solution prevents any 
charge separation, then v
-y ->■ '
J 2  = J 3  ~ 1

—y —y  * —y  —y
£  =  VyByVhy -  v 2B 2^ P 2 | ,  V yA ijy - y 2 A v 2  

v2 B 2 e2 -  v yB 3e 3* v2 B 2 e \ -  vyBye3

For. a symmetrical electrolyte v2  = v3  and v2  =  v3.
For dilute solutions (Debye-Huckel domain), it will be 

possible to make the following extrathermodynamic hy­
pothesis '

V p 2 =  V p 3

I I . F lo w s and F orces
T he equation giving the flow J, o f the particle i  is

1
k

where C, is the concentration of the particle i, VL is its 
velocity, Bt is the mobility of the particle i, and Y.kFf is 
the sum of all the forces applied to the particle i.

The forces acting on the particle i  are the following. 
(1) The Gradient of the Chemical Potential:

which is equivalent to assume the equality.of the activity 
coefficients of both ions o f the,electrolyte. W e shall have 
in this case

E =
(By -  B 2)VjU

(v 2  + v 3 )(B 2 e2  -  B 3 e3)
+

A u3  -  A v2  

E 2 e2  -  B 3 e3

(b) The tracer species 1 is allowed to move separately 
from the other ions and must drag its ionic atmosphere, 
in the so-called relaxation field a X i with

hi = +  kT  In (Crfi)

H°i is the standard chemical potential of the species i, 7 , 
is its activity coefficient, and kT  is the Boltzmann factor. 
The corresponding force is

—y
-y -y V C-
F f  = - V p °  -  k T ^ - ±  -  k T  V In 7 ,- 

Ci

In a given medium, the standard chemical potential p°, is 
a constant and the first term V/n°, vanishes. The term  
kT(yCi/CO  represents the ordinary diffusion process and 
feTV In 7 ; the effect of the gradient of activity coefficient. 

In the D ebye-H uckel approximation
e-2K

n 7 i  ”  ”  2 D k T ( l +  K a)
where K  is the Debye K  and D  the dielectric constant of 
the solvent, and

F™'  = eiAXi

The evaluation of the relaxation field requires the use of 
a convenient system of continuity equations.

By examining these cpntinuity equations it can be seen 
that the only effect of the coupling between self- and 
mutual-diffusion for the relaxation effect in the diffusion 
of the tracer species is to replace the tracer diffusion term  
kiBi by  
—y  —y  
kjBi -  kjBj

(where kt is the external force acting on the particle i). kjBj 
=  v for both 2  and 3 species. In the linear response region

By A v 2 +  B 2 A u3  

V B 2  +  By B 2  +  By

and for the limiting law contribution

In 7 ± = - - - - - - - - - - - - - - - - - - - -
2 D k T ( l +  K a)

(2) Coulomb Forces, (a) An electrical field exists in a 
solution if the ions of the diffusing electrolyte have dif­
ferent mobilities:

F:e eiE

J iiel = C 1B 1 - l - V p i  +  e ^ E -

with
q 2  = d (n j) 

and

v \ e i2
B j3 D k T K ( l -

-

q)
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K 2 =
4:71

m r ï

D  is the dielectric constant of the medium.
(3) Forces Resulting from an Electrophoretic Term. 

The calculation of Av2 and Au3 is classical as far as the 
limiting law is concerned.6 W e obtain the following values
jB 3A i>2 +  B 2 V p K ( B 3 -  B 2)2 

B 3 +  B 2 “  1271-17(1 +  K a ) ( B 3 +  B 2 y

and

A v3-  A v2 , Vp f  K (B 3 -  B 2) ~l 
B 2e2 -  B 3€3 e 2(B 2 +  B 3) j_67rr?(l +  K a )(B 3 +  B 2)J
The above expression deals with the limiting law and 
involves the finite size correction 1 +  Ka.

Expression of the Total Tracer Flow. W e are now able 
to write

J x =  -C ^ B .V ju , + C [B ,exE  +  + C 1 A v 1

In the next section we shalf consider how it is possible to 
realize at a practical level an experiment of coupled self- 
and mutual-diffusion in electrolyte solutions.
I I I . E xp erim en tal S ection

W e have used the open-end capillary method of A n­
derson and Saddington7 which we have used previously in 
the determination of self-diffusion coefficients.8'9

A  capillary tube of small cross section and open at one 
end is filled with a solution-containing the isotopic tracer. 
This capillary tube is immersed in a vessel, the volume of 
which is very large in comparison with the inner volume 
of the capillary tube. In a self-diffusion experiment the 
electrolyte concentration in the capillary tube and in the 
external vessel are identical.

In the coupled self- and mutual-diffusion processes, the 
electrolyte concentration in the capillaries and in the vessel 
differs. The concentration can be either higher in the 
capillary tube or in the vessel.

The tracer flow from the capillary tube will be coupled 
to an electrolyte flow of the same or opposite direction. 
W hat is measured in the experiment is the perturbation 
of this tracer flow from the coupling with the electrolyte 
flow.

The main difficulty in the interpretation of the results 
arises from the fact that this process is ijonstationary, with 
a diffusion coefficient varying in time and space, because 
the different diffusion coefficients depend on the con­
centrations, and the flows on their gradients.

In order to simplify the treatment of the results, all the 
experiments were performed in capillaries of constant 
length and for diffusion times always very close to one 
another for a given tracer ion. Under these conditions, it 
is possible to measure the hulk tracer flow (or more 
precisely the ratio of the radioactivity in the capillary after 
diffusion over the initial radioactivity).

From this ratio 7  we can define an “ apparent diffusion 
coefficient” for the tracer. This coefficient is not really 
a diffusion coefficient, because the tracer flow is not simply 
proportional to the concentration gradient of the tracer.

T his “ apparent diffusion coefficient” is simply a con­
venient way of describing the influence of the coupling on 
the tracer flow.

For long diffusion times, we have

where l is the capillary length, t  the diffusion time, and 
7  the ratio mentioned above. For small diffusion time, the 
apparent diffusion coefficient is given by

It is recognized in studies on self-diffusion that both these 
expressions give the same numerical result over a large 
range for 7 .
IV . N u m e rica l S o lu tion  o f  th e P rob lem  U sin g  the  
F in ite  D iffe re n c e  M ethod

In order to obtain a quantitative treatment o f the 
phenomenon, we have integrated with a finite difference 
method the partial derivative equations corresponding to 
the coupled diffusion process:
9Ci
— -  +  V Ji = 0  for the tracer 
dt

dC
—  + V -J = 0  for th e  supporting electrolyte  
or
The calculations were made for a capillary 3 cm in length; 
the diffusion time corresponded to the operating conditions 
of each experiment.

The corresponding Fortran programs were executed on 
the 10070 CII computer of the University of Paris VI.

Two kinds of computation were made: (a) calculations 
with only zeroth order terms (without Debye-H uckel’s 
correction of activity or transport coefficients) (finzer); 
(b) calculations including all electrostatic corrections for 
the C 1/2  terms (limiting laws) (finfrst).

The principle of the finite difference method is very 
simple: we cut time and space in sufficiently small in­
tervals in order to replace the partial derivative equation 
by a finite difference equation. For practical reasons, in 
order to limit the price of such a calculation, the ele­
mentary space intervals are equal to 1 / 1 0 0  of the total 
length of the capillary. W e have verified that this fraction 
was sufficiently small to allow the diffusion process to be 
correctly simulated.

Having chosen the space interval, the time interval 
cannot be selected in an arbitrary way; an upper limit is 
fixed by the self-diffusion coefficient of the considered 
species. This time step must be shorter than the char­
acteristic diffusion time in the previously chosen space 
interval. This characteristic diffusion time is given by
t = A l2/D

for Al = 3 X 10“2 cm, D  =  10“5 cm 2/s :  t =: 102 s.
Practically, a At of 100 s is sufficient to obtain the right 

convergence of the process. The choice of a smaller At does 
not noticeably improve the results. The physical meaning 
of this condition is very simple: to apply the finite dif­
ference method, we need a time step smaller than the 
diffusion time of the particles through the space steps. 
This time step varies as the second power of the distance 
step.

In our coupled diffusion problem, we must remark that 
we cannot treat the electrolyte flow and the tracer flow 
symmetrically. In fact, the electrolyte flow is not modified 
by the tracer, present only at very low concentration, and 
it is only the tracer which undergoes the coupling effects.

W e shall calculate successively these two flows; this 
means that the tracer flow will be adjusted at each time 
and at each point to the conditions arising from the 
electrolyte flow. W e shall now give the algorithm of the 
finite difference method: we need the first and second
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derivatives of the concentrations

tj) = [ C ( x i+1, t j ) -  C (x i -1, t j ) ]  /2 A /

02C
h )  =  [ C ( x i+1, t j)  +  C (X i-u t j)

-  2 C ( x ,,  f; ) ]  /A  l 2

W e also need the divergence of some supplementary flows.

^  [ j ^ x , ,  f , ) ]  =  [ j s(x i+1 , tj) -  J s( x , .u t j ) ]  12A l

TABLE I: Verification of the Product 
Rule in the EPG Effect

C2 C'2 H
 M 1 

1 
!-

!i
*

v
? ( 1 - 7 - ° ) -  

(1 -  7 _R )

1 0 - ’ 1 0 “2 0 .2 9 8 6 9 0 .2 2 2 1 9
5 X 1 0 -2 1 0 "2 0 .3 0 0 3 0 0 .2 2 1 6 8
2 X 1(T2 1 0 - 2 0 .2 9 0 9 0 .2 1 9 1 9

1 0 - 2 1 0 ' 2 0 .2 8 7 4 0 . 2 1 9 4 0

steady state experiment, for the same gradient o f con­
centration of tracer, the sum of the apparent diffusion 
coefficients equals twice the value of the self-diffusion  
coefficient.

In addition the fundamental algorithm is written as

C ( * „  1(„ )  -  c < * „  (,) =  A t  [ , » * * •

_  d J S( X j ,  t j )

dx
The calculation of the concentration increments is made 
at each time step for the supporting electrolyte and for the 
tracer. After the calculation has been made, the obtained 
concentrations permit the evaluation of the total flow of 
the tracer through the capillary and the calculation of its 
apparent diffusion coefficient.
V . E le ctr ic a l D iffu s io n  P oten tia l (E P G )

B y taking a supporting electrolyte the ions of which 
present a great difference in electrical mobilities, it is 
possible to realize an electrical diffusion field sufficiently 
intense so that the corresponding effects predominate and 
exceed all other contributions (namely, the relaxation and 
electrophoresis effects, gradient o f activity coefficient). 
Under these conditions, the essential coupling term be­
tween tracer and mutual diffusion is the term of the 
electrical potential gradient.

For very high dilution, we can neglect the concentra­
tion-dependent effects and we obtain

J ,° E = - C lB ,V n 1
2e2(B 3 + B 2)

and, by replacing the chemical potentials at the same 
approximation

JxOF. = -  D ,V C ,  -  D
e .C .jB ,  -  B 2) g  

l e2C2(B3 + B 2y L2

the coupling term is precisely
e . C ^ B . - B , )  

l e2C2{B 3 + B 2)
V C 2

Sum Rules. Some simple sum rules can be derived for 
this limiting value. If we consider the flows J ioD and J j°R 
of a given tracer in the presence of two opposite gradients 
of supporting electrolyte V C 2 and - v C 2, we have

J t u = - D 1 VC 1

(B3 - B 2)el C l ^  
l (B3 + B 2)e2C2 V 2

J ,OR — —D iVCl +  D  i (B3 -  B 2)e1C l IT 
(B3 +  B 2)e2C2 2

and

7 r D +  i oR = 2Ji°s

This means that the sum of the direct and reversed 
perturbed flows of the tracer is constant and equals twice 
the flow of tracer in self-diffusion. W e can see that in a

D f  + D ,R = 2D ,s

In the semi-infinite case of the open-end capillary m eth o ^  : 
the integrated flow out of the capillary'is proportional to *  
1  -  7 . 7  is related to the apparent;diffusion coefficient

y )2

In this case we shall have
i  -  7 °  +  i  -  7 jR =  2 (1  -  7 i S)
Y lD +  7: R = 27 l s

and
(D ,u ) 1/2 + ( D j ) 1 2 = 2 ( Di )S\l/2 (1 )
for capillaries operating in the same conditions.

Product Rules. W e can write in the case of low coupling:

X ° D = Jx°S + V

JS*  = J ° S -  e !c
iJ1ODllt/ 1ORl=  IJ!03 !2 -  0 ( e ic2)

then, for the open-end capillary method
= (L>,s )2 (2 )

which is consistent with ( 1 ) at the second order in the 
coupling term. The product rules can also be written4 as
( 1 - 7 D) ( 1 - 7 R ) = ( 1 - 7 S)2

From open-end capillary experiments performed by 
Turq and Chemla,5 it is possible to test this product rule. 
The results are given in Table I from which we observe 
that products are in good agreement.

Amplification of the Effect. T o  refine the interpretation 
of these phenomena, we can introduce the concentration 
dependent terms, involving all corrections in Cl/2 as in ref 
5.

T o  give a new amplified example of the electrical dif­
fusion potential gradient, we have carried out a set of 
experiments in which the ions of the supporting electrolyte 
have very different mobilities as
A °h + =  3 4 9 .8 1  and A ° n o 3- =  7 1 -4 6

W e have studied the perturbation of the tracer diffusion 
of Ag+ resulting from the simultaneous diffusion of H N 0 3 
with a concentration range between 2 X 10“2 and 1.1 X 10“1 
M . First o f all, we have measured the self-diffusion 
coefficient o f silver in these media without any concen­
tration gradient.

The self-diffusion coefficient of the silver ion decreases 
slowly with increasing concentration. The coupling shows 
an important effect: a countercurrent of H N 0 3 accelerates 
the diffusion of Ag+ tracer (Table II) quite considerably.
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TABLE II: Tracer Ag* in HN03 (D, 10 "  cm !/s)

489

Coupled Self
Inactive solution C, M AgNOj 10" 

HNO, 10" 
AgN03 10" 
HNO, 10"

AgN O,10" 
HNO, 10"

AgNOj 10"
h n o 3 10"

AgNO, 10" 
HNO, 10"

Active solution C, M (Ag tracer) AgNOj 10"
h n o 3 10"

AgNO,10" 
HNO, 10"

AgNOj 10" 
HNO, 10"

^exp 2.21 ± 0.03 0.99 ± 0.01 1.55 ± 0.02 1.56 ± 0.02
D FINFaST (caled) 2.204 0.922 1.597 1.610
D FINZER (caled) 2.244 1.011 1.667 1.667
Av capillary length, cm 2.933 2.928 2.923 2.922
Tav 0.528 0.508 0.378 0.375
t, 1 0 -s 6.948 15.781 17.220 17.190

- T h e product rule is verified in a satisfactory manner: 
HNO3 self-diffusion of Ag+: DAg* =  1.55 X 10“5 cm2/s  

H N O 3 coupled diffusion of Ag+ (2 X 10 2 M -N H 0 3 1.1 X 
^ 0  1 M): D DAg+û RAg+ = 1-523 X 10 5 cm 2/s  

. ■ T h e preceeding description can become quantitative by 
. using the finite différence method as mentioned above. As 
it is shown in Table II we observe a qualitative and 
quantitative agreement even without ionic strength cor­
rections as in the case of the first approximation.
V I . G rad ient o f  A c tiv ity  C oeffic ien t (A C G )

It is possible, by chosing a supporting electrolyte the 
ionic mobilities of which are identical, to perform an 
experiment where the electrical diffusion field is zero. 
Under these conditions, the essential coupling term be­
tween tracer and mutual diffusion is the activity coefficient 
gradient.

The tracer flow is now written as

+  C l T S - ^ ( l n 7 l )JvC

d l n 7 l  e, /  8 N e 2  \ 1 / 2  1

dC 4 n D k T ( l +  K a ) 2 \ lOOODfeT > C *75

= - A /C 1' 2 

The coupling term is

-* V Cdip -  D XCXA  ~ 1/2

This coupling term exhibits an increment of the tracer flow 
in the direction of the electrolyte concentration gradient. 
Important is that this effect is proportional to C 1/2  and 
therefore dependent upon ionic strength. W e can, as for 
the electrical potential gradient effect, define some sum  
and product rules:

J XD +  J XR =  2 j j s
in a steady state experiment and for two tracer species 1  
and Y in the same gradients of the tracer and of the 
supporting electrolyte
Uipl = 1J  ipl /Q\

D l D \

and therefore the coupling term is proportional to the 
self-diffusion coefficient of the tracer.

Experimental Determination. As for the electrical 
diffusion potential (EPG) effect, we must distinguish two 
kinds o f experiment: “ out” diffusion. The supporting 
electrolyte concentration in the capillary is larger than in 
the external vessel; “ in” diffusion. The electrolyte con­
centration in the capillary is lower than that in the con­
tainer.

D inap and D outap are calculated from the experimental 
ratio 7 .

TABLE III: Influence of the Tracer in the Activity 
Coefficient Gradient Effect“

Ds
10" M

Ds
10" M ^out Dto

(A n -
Dont)
expt

(A n -
A u t)ealedb

Na* 1.29 1.32 1.25 1.38 0.13 ± 3 0.13
Ag2 1.57 1.526 1.49 1.68 0.19 ± 3 0.16
r  1 . 9 9 2.02 1.97 2.17 0.20 ± 3 0.20

_ “ Na+, Ag\ I" in a gradient of KN03. D, 10" cm2/s., „  ,  o  ----  1 -------------- 1
0 The calculated values are obtained by the finite differ­
ence method.

TABLE IV : Verification of the Proportionality Rule 
for the ACG Effect“

Na* Ag” T
A W A d f  0.958 0.963 0.983
A n/A elf 1 057 1.085 1.082

“ The ratios -DoutADself and A n /A elf are independent 
from the nature and the charge of the tracer ion.

TABLE V : Influence of the Supporting Electrolyte 
in the ACG Effect“

( A n -  ( A „ -
A u t )  Hout)

0(10" D( 10" x 100 X 100
Salt M) M) A u t An expt caled

KNO, 1.29 1.32 1.25 1.38 13 ± 3 13
CsBr 1.30 1.26 1.28 1.35 07 ± 2 10
Csl 1.32 1.33 1.26 1.39 13 ± 3 11

“ Na+in KN03, CsBr, Csl. D, 10" cm’ /s.

In order to verify that the activity coefficient gradient 
(ACG) effect is the essential term, we have taken an 
electrolyte with only a small residual EPG  effect as K N 0 3. 
First, we have determined that the AC G  effect is mainly 
independent of the nature and of the charge of the tracer 
ion, but proportional to its self-diffusion coefficient as 
verified for N a+, Ag+, and T  (Tables III and IV).

The concentration in the supporting electrolyte varies 
from 10 2 to 10 1 M  and that of the salt containing the 
element of the tracer is equal to 10 2 M  in order to prevent 
any adsorption.

W e have also verified, as shown in Table V , for a given 
tracer, that the AC G  effect is, for dilute solutions, only 
slightly dependent on the nature of the supporting elec­
trolyte, if its ionic mobilities are close to one another. This 
has been done for N a+ in K N 0 3, CsBr, and Csl (for Csl, 
the ionic mobilities are identical to the precision o f the 
experimental determinations). Detailed values are given 
in Table V I with the results o f the finite differences 
method.

In order to separate the contribution of the residual EPG  
effect and the ACG effect we will now examine in the next 
section the exact balance between these two effects in the 
experimental cases studied above.
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TABLE VI: Tracer Na+ in CsBr and Csl (D, IO'5 cm ’ /s)
Coupled Self

Na+ in CsBr
Inactive solution NaCl 10'2 NaCl 10'2 NaCl 10'2 NaCl 10"
C, M CsBr 10'2 CsBr 10" CsBr 10'2 CsBr 10"
Active solution Na*Cl 10 '2 Na+Cl 10'2 Na+Cl 10 '2 Na+Cl 10"
C, M (Na tracer) CsBr 10'1 CsBr 10" CsBr 10'2 CsBr 10"
D(expt) 1.28 ± 0.01 1.36 ± 0.02 1.30 ± 0.02 1.26 ± 0.01
D FINZER 1.336 1.334 1.335 1.335
D FINFRST 1.230 1.3299 1.280 1.279.
Capillary length, cm 2.930 2.930 2.930 2.930-
t, 104 s 15.670 9.231 15.710 15.280

Na+ in Csl
Inactive solution NaCl 10'2 NaCl 10'2 NaCl 10'2 NaCl 10"
C, M Csl 10'2 Csl 10" Csl 10'2 Csl 10"
Active solution Na+Cl 10 '2 Na+Cl 10" Na+Cl 10" Na+Cl 10"
C, M (Na tracer) Csl 10'1 Csl 10" Csl 10" Csl 10"
D(expt) 1.38 ± 0.02 1.26 ± 0.01 1.31 ± 0.02 1.31 ± 0.02
D. FINZER 1.332 1.338 1.335 1.335
D FINFRST 1.225 1.335 1.280 1.279
Capillary length, cm 2.930 2.930 2.930 2.930
t, 104 s 15.750 9.836 15.192 15.020

Comparison between the EPG and the ACG Effect. 
T he electrical field takes the simple form

E = j - ( 2 t 2° -  1 ) [ |  +  6 C 1' 2 ]  V p

= M 2 Ì 2 ° -  1) ô  +
e2

k T  K
[_2  67T7? 1 +  K a D 2° +  D  3°

In aqueous solutions at 298 K  for 1 -1  electrolyte 
kT

V p

6 niq 
Taking

K =  8 .0 7  X 1 (T 6C 1 / 2

P = (2t2 -  1 ) -  +[ 1
k T  K

2 67177 1 +  K a D 2

k T  f  d  In 7  + 1  -*■ 
2 ,C  L d In C  J •

° + T > 3 °]

E  =  — A p = 2/3e 2 e 2C L d In C
T he EP G  contribution to the tracer flow is therefore

d In 7 -,
X e = 2 C . B ^ —

e2  C
r  d l n ^ - 1

L d In C J V Cd In C
The A C G  contribution to the tracer flow is therefore

e/jA = - C 1 B 1 V ( k T la y 1) = - k T
C i d In 7 1 

"C  d l n C 5 ,  V C

=  -  kT
Ci d  In 7 ± 
C d l n C -BjVC

The last equation is written assuming that the D ebye- 
Huckel approximation where 7 * =  is valid.

In the experiments, to prevent adsorption phenomena 
we need a certain amount of an electrolyte having one ion 
in common with the tracer. The concentration of this 
electrolyte will be m m o le /1 , the total electrolyte con­
centration will be c =  m +  x m o le /1 , where x is the con­
centration of the diffusing electrolyte.

W e have the following relationship for V p  and d In X /d  
In 7 ±

U r  ->
V p  =  2 feTV In ( * 7 ± ) =  2 k T —  +  2 kT V  In y ±

VP
x

r  d  In x  1

: L1 + JkTA  In 7 ± d In 7 +.
In 7 + =  -  A C 1 / 2  =  -  A (x  +  m ) 1

TABLE VII : Influence of the Residual 
EPG on the ACG Effect

Electrolyte t°2 (J,E/J'1A>
KN03 0.5070 0.279
CsBr 0.4970 -0.119
Csl 0.5012 0.051

and
d In x  _ - 2 C 1 / 2  

d i n  7 + A x

W e obtain for the relative values o f the EP G  and ACG  
flows:

4 ^ - )e2  \  d In 7 + /

J iA =  — 2— ( 2 t2° -  1 ) 1 -  +  6 C 1 
e2

1 -
2 C

with

5 C 1
6707 Z)2 + D 3

J A  _ /  + e il  '

X y -  \ v k T  l0  7t c 2 ' - c .
- 2 e !

(2 f2° -  1) -  -

m 1 / 2
In

X

A (C 2 ' - C 2)

C 21 /2 +  m 1 / 2  

C 2 ' 1 /2 +  m 1 /2

2  A ( C 2 ' 1 / 2  +  C 21/2)
rC2 ' 1 / 2 - m 1 /2

_  m  In ( (C 2 ' -  m ) /( C 2 -  m 
A  A

C 21 /2 -  m 1 /2

c 2 3 /2

- C 2

(C 2 ' - C 2)
W e have the following values for ( J iE/J i A) (Table VII).

It is always difficult to eliminate the electrical field effect 
completely and we must in any case separate the con­
tribution of this effect to the total coupling.
V I I . C onclusion

In this study we have considered a self-diffusion process 
coupled with a chemical diffusion phenomenon occurring 
in the same or in the opposite direction.
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The first conclusion drawn from this work is that the 
transport o f a given ion is only slightly influenced by a 
simultaneous chemical flow, which gives support to the 
description of the phenomenon by a random walk model.

The mathematical analysis and the experimental results 
show that the perturbation occurring through the chemical 
gradient comes essentially from the electrical diffusion 
potential gradient (EPG). The other important corrective 
terms-result from the electrophoresis and the activity 
coefficient gradient (ACG ).

W e  have derived the equations for the flow of the tracer 
ion in its most general form involving both chemical and 
tracer concentration gradients and have shown that the 
same macroscopic flow can accelerate a given type of ion 
and decelerate ions o f an opposite charge.

W e have also shown the importance of the influence of

Oxygen Penetration into the Bulk of Palladium

a ionic activity coefficient gradient, experimentally as well 
as theoretically.

This opens the way to measurement of the individual 
ionic chemical potential, or at least of its gradient in the 
presence o f several types of interactions.
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The interaction of 0 2 with polycrystalline Pd was investigated; above 250 °C  a significant amount of oxygen 
is incorporated into the bulk at pressures far below the dissociation pressure of PdO. The rate of uptake into 
previously unexposed Pd foil was pressure independent, suggesting (1) that penetration into the bulk occurred 
from an oxygen-saturated surface and (2 ) that the rate was limited by the process in which chemisorbed oxygen 
moved out of the surface layer toward the interior of the Pd. The temperature dependence of the uptake rate 
in this pressure-independent region was characterized by an Arrhenius A factor of 5.2 X  1020 atoms cm“2 min“1 
and an activation energy of 17 kcal mol“1 (71 kJ mol“1). After about 100 monolayers of oxygen were incorporated, 
the uptake rate began to decline and became unobservable after about 350 monolayers were incorporated. 
Equilibrium oxygen pressures above such extensively oxygen-treated samples were much lower than the reported 
dissociation pressures of PdO indicating that the palladium-oxygen system under these conditions should be 
characterized as a solid solution of oxygen in palladium. The role which this incorporation of oxygen may play 
in catalytic processes is discussed.

1. In trod u ction
Pd has received considerable attention as,a catalyst, 

especially in studies o f the oxidation of carbon monoxide. 
The interaction of oxygen with Pd is a key feature in such 
reactions, but one that has not been fully understood. 
Investigators1“6 have cited evidence for some incorporation 
of oxygen into the bulk of Pd (above 250 °C ) upon ex­
posure to 0 2 at pressures well below the dissociation 
pressures of PdO at these temperatures.4,6“13 Attempts to 
characterize and understand this phenomenon have been 
few and far from conclusive.3,5,6 Raub and Plate3 discuss 
their results in terms of a solid solution of oxygen while 
Chaston5 disagrees, suggesting that the oxygen uptake 
results from the oxidation of base metal impurities. 
Schmahl and Minzl6 showed that Pd is not soluble in PdO  
but reported some data which support limited solubility 
of O in Pd. T he possibility that the catalytic activity of 
Pd depends on oxygen uptake has been aptly demon­
strated , 1,2,14“16 and experimenters have resorted to pro­
longed pretreatment o f the heated substrate with 0 2 to 
achieve a stable catalyst. 1,14“15,17 20

The importance of oxygen incorporation into transition 
metals under conditions far removed from those where 
bulk oxide is stable has recently received renewed attention

in the catalysis and surface science literature. Excellent 
work on Pt21,22 and Ir23,24 has underscored the importance 
of studying the role which this oxygen incorporation plays.

The purpose of the work reported here was to extend 
and clarify our previous work1 by examining the rate, 
extent, and reversibility o f oxygen uptake and the de­
pendence of these quantities on the substrate temperature, 
gas phase pressure, and substrate history. W e have de­
veloped a qualitative model of the uptake which is con­
sistent with our data and that o f others. The results 
appear to follow the trend already established for P t21,22 
and Ir23,24 and point to the importance of investigating 
thoroughly the role of incorporated oxygen in influencing 
catalytic properties.
2. E xp erim en tal Section

Experiments were performed in a bakeable, stainless 
steel, ion-pumped vacuum chamber equipped with a 
calibrated capacitance manometer, the reference side of 
which was pumped with a small oil diffusion pump. 
Background pressures in the 730-cm 3 experimental 
chamber were determined with a Bayard-Alpert type 
ionization gauge. Gases were introduced through a variable 
leak valve to selected pressures (measured with the ca-
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TO TA L UPTAKE/(monolayers 0 )

Figure 1. Uptake rate at 750 °C of oxygen on polycrystalline palladium 
as a function of the total oxygen uptake. The ordinate is arbitrarily scaled 
to 100 and this value corresponds to the rate shown in Figure 2 for 
750 °C (1.06 X 1017 atoms cm-2 min'1). One monolayer is taken as 
equivalent of 2 X 1015 oxygen atoms/cm2 of surface (macroscopically 
determined).

pacitance manometer) after the experimental chamber was 
isolated from the ion pump with a gold-seal high vacuum  
valve. Reagent grade gases were used throughout.

The substrates were polycrystalline Pd foils, usually 100 
X 10 X 0.127 m m , mounted between insulated stainless 
steel feedthru leads which provided for resistive heating. 
Substrate temperatures were calibrated as a function of 
the applied voltage using an iron-constantan thermocouple 
spot-welded to the palladium. The thermocouple was 
attached and this calibration procedure was carried out 
after the oxygen uptake experiments were completed. 
Effects due to the oxidation of walls or feedthrus were 
proven negligible, as the rate of oxygen uptake at a given 
temperature was found to be proportional to the geometric 
Pd surface area over the range 6 -2 0  cm 2. Spurious 
pressure variations due to gas temperature changes were 
proven negligible in background experiments with N 2.
3. R esu lts

Prior to measuring the rate of oxygen uptake, the sample 
was gradually heated to 750 °C  while pumping to keep the 
total pressure below 2 X 10"7 Torr (1 Torr =  133.3 Pa). 
Upon reaching 750 °C  the temperature was fixed until the 
pressure dropped below 3 X 10 8 Torr; then the sample was 
cooled to room temperature. The experimental chamber 
was then isolated, the ion gauge was turned off, and 0 2 was 
introduced to a pressure of 3.5 X 10 2 Torr. After exposure 
for a period long enough for weakly bound CO to be 
displaced by oxygen , 18 the experimental chamber was 
evacuated to a pressure of 10“6 Torr, isolated again, and 
refilled with a known pressure of 0 2, usually 3.5 X 10“2 
Torr. The substrate was then heated while monitoring 
pressure as a function of time with the capacitance ma­
nometer.

In preliminary experiments reproducibility was a serious 
problem because the oxygen uptake rate (d P /d f) was a 
strong function of substrate history. However, when the 
above preliminary recipe was followed with samples from

T  (K)

Figure 2. Arrhenius plot of the temperature dependence of the rate 
of oxygen incorporation into new palladium. The gas phase oxygen 
pressure at the start of each experiment was about 3.5 X 10"2 Torr.

the same stock, reproducibility was satisfactory, although 
still not excellent. Auger analysis of the starting material 
revealed small amounts of carbon and sulfur on the surface; 
however, the first heating in oxygen, at pressures as high 
as those used here, removes nearly all of this contami­
nation .25

Figure 1 shows the variation of the rate with the total 
amount of 0 2 taken up at 750 °C . Here we have used the 
convenient units of monolayers, assuming 2 X 1015 atoms 
cm ' 2 and a surface area based on a smooth surface o f 2 0  
cm2. A t this temperature the rate was constant for about 
1 0 0  monolayers and then began to fall o ff quite sharply. 
Note particularly that continued uptake of oxygen is 
observed to the extent of about 345 monolayer units from  
gas phase 0 2 at a pressure of about 3.5 X 10“2 Torr, well 
below the reported dissociation pressure of 45 Torr .7' 13 
After 345 monolayers, the rate of uptake became too slow 
to measure reliably with our apparatus.

W e attempted to measure the equilibrium pressure of 
0 2 over the 150 and 345 monolayer substrates by heating 
at 900 °C  for up to 4 h. The pressure attained over the 
150 monolayer substrate was around 2 X 10 ' 3 Torr. For 
the 345 monolayer substrate, equilibrium pressures were 
inconsistent but on the order of 10' 2 Torr. This is to be 
compared with the dissociation pressure of PdO which is 
greater than 1  atm at 900 °C .7' U In addition, heating (900 
°C) of the 345 monolayer substrate for up to 2 days under 
high vacuum effected no return to the starting conditions 
of Figure 1 . Instead, after the quick uptake of a few  
monolayers, the Pd behaved much like a 230-monolay- 
er-old substrate in its capacity to incorporate oxygen.

W ith relatively new substrates (left side of Figure 1) 
below 750 °C , we observed a linear decrease in pressure 
with time from the starting oxygen pressure ( ~ 3 .5  X 10' 2 
Torr) down to below 2 X 10' 3 Torr, at which point the 
pressure levelled off. By varying the pressure we noted 
that the rate below 740 °C  was independent of 0 2 pressure 
between 3.8 X 10 1 and 2 X 10 3 Torr. Pressure effects 
above 750 °C  were not determined. Figure 2  shows, in 
Arrhenius form, rates observed on new substrates at 
various temperatures. Below 350 °C  the rate dropped off
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Figure 3. Electron micrograph of a new Pd surface (X 5200).

Figure 4. Electron micrograph of Pd which has taken up 345 monolayers 
of oxygen (X 5200).

to some unobservably small value (cf. ref 26). For the 
temperatures and pressures discussed here, the rate, R, is 
well represented by
R  =  (5 .2  ± 2 .4 )  X 1 0 20 a tom s cm "2 m in - 1  

X e x p ( - 1 7  ± 1 kcal m o T l /R T )  (1 )
Electron micrographs of the new and the extensively 

oxygen-exposed Pd are shown in Figures 3 and 4, re­
spectively. A  considerable increase in surface roughness 
appears to accompany the oxygen penetration. This seems 
reasonable when we consider that penetration of oxygen 
must really involve some exchange o f positions for the 
oxygen adatom and a Pd atom is the underlayer. The  
crevices might result from this exchange occurring pref­
erentially at grain boundaries, as discussed by Uliman and 
M adix . 27 One thing seems clear, the uptake of oxygen is 
not simply chemisorption followed by diffusion into the 
bulk.
4. D iscu ssio n

The fact that below 750 °C  the rate of oxygen pene­
tration into a new substrate is independent of pressure in 
the range 3.8 X  10“1 to 2 X  10“3 Torr indicates that ad­

sorption is a fast step under these conditions and that the 
surface is saturated with almost a complete monolayer o f  
adsorbed oxygen. The disappearance of oxygen T.EFT) 
spots as well as a decrease in the work function of the Pd  
(1 1 1 ) surface unaccompanied by any 0 2 desorption caused 
Ertl and Koch2 to conclude that chemisorbed oxygen 
moves into the bulk of Pd above 250 °C . It must be this 
movement away from the surface which is the rate-limiting 
step for the work reported here. They also report an 
activation energy for this process of 2 0  kcal m ol- 1 ,2 which 
is in reasonable agreement with our value o f 17 kcal m ol'1. 
It can be expected that pressure will begin to affect this 
rate at very high temperatures, when oxygen surface 
coverage decreases. In passing it is worth noting that 
penetration into the bulk has been reported on the Pd
( 1 1 1 ) surface but has not been carefully studied on other 
single crystal surfaces.6,28,29

The change in rate with the amount taken up (Figure
1 ) is not exactly what would be predicted by ordinary 
homogeneous diffusion kinetics, although the latter portion 
shows the expected “ reciprocal” shape.30 The departure 
from simple diffusion kinetics on new substrates is ex­
pected considering the energy barrier and the step-by-step 
character of the process.

The fact that the equilibrium pressure of oxygen above 
the Pd with 345-monolayers of oxygen is drastically smaller 
than the equilibrium (dissociation) pressure o f PdO , 
coupled with the fact that Pd is insoluble in PdO ,6 leads 
us to conclude that we are dealing with a solid solution of  
low concentration of oxygen in Pd, rather than stoichio­
metric PdO mixed with Pd. The 345 monolayers of oxygen 
thus corresponds to a maximum solubility o f about 8  X 
10' 5 atoms of O /atom  of Pd based on the total number of 
Pd atoms in the sample. It is believed that this is not a 
true saturation solubility, as kinetic factors probably 
precluded further oxygen uptake. For example, consider 
a situation in which the Pd is truly oxygen-saturated near 
the surface but the oxygen concentration gradually drops 
off into the bulk: the diffusion-limited rate o f uptake 
would be extremely small in this case. As expected for 
solution thermodynamics, the equilibrium pressure of 0 2 
was lower after 150 monolayers o f uptake than after 345  
monolayers.

W e expect that this solid solution is a precursor to the 
formation o f the bulk stoichiometric oxide. Consider Pd  
at 400 °C  with a pressure of 5 X 10' 5 Torr of 0 2 in the gas 
phase above it. Ertl2 showed that the Pd surface is es­
sentially saturated with adsorbed oxygen under these 
conditions. Since the bulk senses almost unit activity of 
oxygen at the surface, we must ask why the bulk oxide is 
not formed. Although the small departure of the surface 
coverage from unity might be responsible, it seems more 
logical that the saturation concentration of the solid so­
lution of oxygen increases rapidly but smoothly with 
surface coverage and when the dispersed oxygen atoms 
become dense enough to strongly sense one another, 
stoichiometric PdO microcrystallites result. This corre­
sponds to the dissociation pressure and any further in­
crease in oxygen content will not change the chemical 
nature of this oxide, only the crystallite size. This explains 
the constant dissociation pressure found by Schmahl6 over 
a wide range of oxygen/Pd atom ratios. The formation 
of such uniformly dispersed microcrystallites has been 
directly observed in the initial oxidation o f T a  by N a ­
kamura et al.31 W e should note that the formation of an 
essentially saturated surface layer of oxygen under con­
ditions where the bulk oxide is unstable is by no means 
limited to Pd. Chesters and Somorjai,32 for example, have

The Journal o f Physical Chemistry, Vol. 81, No. 5, 1977



494 Comnunications to the Editor

recently observed a structured surface oxide on gold well 
below the dissociation pressure of gold oxide.

Finally we should remark that our observations are 
consistent with the break-in period associated with the use 
of P d  in the catalytic oxidation o f CO . 1'2,14' 16 Baddour et 
al. 14 observed an increasing rate of C 0 5 formation with 
time during the fcreak-in period, after which the rate 
stabilized. This break-in was also achieved using only 
oxygen pretreatment. 14 Considering the tendency of 
adsorbed oxygen to migrate into the bulk of new Pd, and 
the variation of the rate with total uptake and, therefore, 
with time (Figure 1), it is easy to see how this phenomenon 
could arise. The rate of C 0 2 production on these catalysts 
is proportional to the surface coverage o f oxygen and, 
under steady-state conditions for a new catalyst, the 
oxygen coverage can be depleted by both the reaction to 
form C 0 2 and by penetration into the bulk. After long 
exposure to oxygen, the latter becomes insignificant. W e  
should clarify that, under the conditions used, 14 the oxygen 
coverage was very small, while under our conditions here 
it is very large. The change in the rate of C 0 2 production 
could also be attributed to a change in surface properties 
as the oxygen concentration increases. W e thus conclude 
that many reports of oxidative catalysis over Pd could 
probably best be referred to as being over Pd containing 
a significant amount of oxygen in solid solution near the 
surface.
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C O M M U N I C A T I O N S  T O  T H E  E D I T O R

Temperature-Jump Study on the Aquation of the 
Iro n (III) Complex by Dodecylpyridinium 
Chloride-Solubilized Water in Chloroform

Sir: In recent years reactions in reversed micelles have 
attracted much attention, especially with regard to their 
similarity to enzymatic functions. 1 Reversed micelles are 
formed in nonpolar and less polar solvents such as benzene 
and chloroform. It has seemed therefore impossible to 
apply the Joule heating temperature-jump (T-jum p) 
technique to rapid reactions in these media, because this 
method has been thought to require high conductivity for 
the sample solution .2

In the present communication we obtained successfully 
detailed information regarding the dynamic properties of

metal ions solubilized in reversed micelles, that is, the 
aquation o f the 1 : 1  complex (D P -F eC l3) o f anhydrous 
ferric chloride with dodecylpyridinium chloride (DPC1) by 
DPCl-solubilized water in chloroform by means of the 
T-jum p technique.

Monomeric DPC1 undergoes a 1:1 complex formation 
with FeCl3 in chloroform below the critical micelle con­
centration (cmc) of DPC1; cmc =  (4.5 ±  0.2) X 10“4 M . The  
formula and dissociation constant for this complex were 
determined spectrophotometrically by the molar ratio 
method: K d =  (6.6 ±  4.0) X 1 0 10 M  at 20 °C .3'4 It was 
similarly confirmed that above the cmc, FeCl3 also formed 
a 1:1 complex with DPC1.4

In order to interpret the observed water effects on (i) 
the absorption spectra, (ii) the relaxation time, and (iii) 
the relaxation amplitude of T-jum p signals obtained above
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Wavelength ( nm )

Figure 1. Water dependence of the difference spectra for the 
chloroform solution of 0.50 M DPCI and 3.0 X 10 3 M FeCI3 at 20 °C, 
using a pair of cells with 0.2-cm pathlength. The concentrations of 
water, b, were as follows; (a) 0.02 M, (b) 1.1 M, (c) 1.7 M, (d) 2.2 M, 
and (e) 2.8 M.

the cmc o f DPCI, the following simple mechanism was 
assumed:

DP-FeClj + H20 è  DP-FeCl3(OH2

DP-FeCl3(OH2) + H20 ^  DP-FeCl3(OH2)
fe,

K eQ = k lK /k 2

(1)

(2)

(3)

(i) Figure 1 shows difference spectra taken from 320 to 
450 nm at 2 0  °C , using a reference cell containing constant 
concentrations of FeCl3 (3.0 X 10 3 M ) and DPCI (0.50 M ) 
in the absence of water and a sample cell containing the 
same amounts of FeCl3 and DPCI and a variable amount 
of added water (1 .0 -2 .8  M ) .5 The observed decrease of 
absorbance was essentially caused by the aquation of 
D P -F e C l3 because adding water without FeCl3 did not 
change the spectrum in this wavelength region.

The following equation was derived from mechanism  
1-2:

0.20 
A A A e a \K ^ b 2

+ 1 (4)

where AA is the measured difference absorbance with a 
cell o f 0.20 cm pathlength, At =  tDP-Feci3 -  CDP-Feci3(0 H2)2> a 
and b are the analytical concentrations of FeCl3 and H zO 
(a «  b), respectively.

A  straight line was obtained from the plot of -0 .2 0 / AA  
at 380 nm vs. 6~2 as shown in Figure 2, leading to K eqAe 
=  6.2 ±  0.6 M “3 cm 1 at 410 nm.

(ii) The T -jum p measurements were performed with a 
Union Giken temperature-jump apparatus.6 Relaxations 
were observed at 410 nm for a solution containing 3.0 X 
10 ' 3 M  of FeCl3, 0.50 M  of DPCI, and 1 .0 -2 .8  M  of water. 
T he solution was thermostated at 15 °C  before temper-

{  M"2)

Figure 2. Plot of -0.20/A A at 380 nm against the reciprocal square 
of water concentration (b2).

l / f 2
101

Figure 3. Plot of 1 /r2 against the square of water concentration (b2). 
The line is drawn by the least-squares fitting using Yokogawa Hew­
lett-Packard calculator. Sample solutions contain 3.0 X 10 3 M FeCI3, 
0.50 M DPCI, and 1.0-2.8 M of H20  in chloroform.

ature rise of 5.0 ±  0.5 °C . Tw o relaxation times (r, and 
r2) were observed under this condition. The faster re­
laxation time (fi) coincided with the calculated rise time 
of the temperature of solution.6,7 This relaxation might 
arise from reversed micellation. It would be concluded that 
the relaxation due to reversed micellation is much faster 
than the observed one due to the temperature rise. 1 / t x 
was independent of the water concentration (1 .0 -2 .8  M ): 
1/ t! =  (3.8—4.3) X 104 s 1.

Another slower relaxation time (r2) was due to the 
aquation of D P -F eC l3 by DPCl-solubilized water. The  
following expression was derived for r2, assuming that 
reaction 2  was the rate-determining step:
l / r 2 =  k xK b 2 +  k 2 (5)

As shown in Figure 3, l / r 2 was linearly proportional to 
the square of the water concentration (fe2). From the 
intercept and the slope of the straight line constructed by 
least-squares analysis, we obtained kxK  =  (2.0 ±  0.3) X 10 
M  2 s 1 and k 2  =  (7.8 ±  0.5) X 102 s l. Using eq 3, was 
determined to be (2.6 ±  0.3) X 10"2 M  2. Inserting this 
value into K ^A t  =  6.2 ±  0.6 M  3 cm-1, A« in eq 4 became

(iii) The amplitude measurements of the slower re­
laxation could yield information on the reaction enthal­
pies.2̂  The following expression was derived for the overall 
equilibrium of eq 1  and 2 :

A A m ' = - ( R T 2/2 .30A eA H  d T a ^ l /K ^ b 2  +  2 )  (6 )
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Figure 4 . Plot o f A  An“1 at 4 1 0  nm against i f 2.

where A A m is the measured relaxation amplitude at 410 
nm , AH = HDP-FeC (̂OH2)2 “  2f / H20 -  H DP_FeCl3, d T  =  5.0 ±  
0.5 K , and T  =  293 K . It was noted that a plot of A A m 1 
g ain st b~ 2  gave a straight line, as shown in Figure 4. Since 
Ae and K eq are already known, the enthalpy could be 
estimated from the slope: AH  =  -3 8  ±  15 kcal mol“1. This 
value was in agreement with the enthalpy of the aquation 
of free Fe(III) ion evaluated by Bernal and Fowler.9

Acknowledgment. W e  are grateful to Professor M . 
Fujimoto for his encouragement and to Professors K . Yagi 
and S. Nishida for their permission to use the apparatus. 
W e  also wish to express our thanks to Professors T . Tsuji 
and T . Furukawa for their valuable discussions.J

Supplementary M aterial Available: Appendices I, II, 
and III contain the three derivations for eq 4, 5, and 6  (3 
pages). Ordering information is given on any current 
masthead page.
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Solubility Product Constant of Calcium Fluoride
Publication costs assisted by the National Science Foundation

Sir: In a paper appearing recently in this journal, Steam s 
and B em d t1 present evidence that the classical solubility 
product of calcium fluoride is not a constant at a given 
temperature and pressure but changes as a function of the 
composition of the solution phase. Some thermodynamic 
arguments in support of this finding were offered. The  
implications of this conclusion are so far-reaching as to 
demand further consideration.

Stearns and Berndt used a fluoride-selective electrode 
to measure the concentration o f free fluoride ion in a. 
solution containing a known stoichiometric concentration 
of added calcium ion and excess solid calcium fluoride. In 
effect, the concentration solubility product constant K 'sp, 
was calculated by
tf'sp  = ( [ C a 2 + added] +  ‘ M F “ ] ) [ F “ ] 2 (1 )
and was found to increase by a factor of 2  over a range of 
added calcium ion from 0 to 0.01 M , after which it de­
creased to near its original value with further additions of 
calcium ion. Anomalies in the value of K sp derived from  
measurements with the fluoride-selective electrode have 
been reported before.2

W e have now repeated the measurements of Steams and 
Berndt (at 25 °C  rather than at 20 °C ) using the calcium 
ion-selective electrode as well as the fluoride electrode. Our 
measurements suggest that the activity solubility product 
is indeed a constant within the experimental error inherent 
in the electrode system. The results suggest that the 
variability observed by Steams and B em dt (and confirmed 
by us when the fluoride electrode alone was used) m ay he 
due to adsorption of ions on the solid CaF2. Under these 
circumstances, the system can no longer be defined by 
measurements o f the fluoride ion concentration alone.

The cell can be represented by
F-(ISE)ICaF2(s) + Ca2+(m)ICa2+(ISE)

where m is molality and s represents a solid phase. If both  
electrodes respond in Nernstian fashion, one can write for 
the em f E  o f cell A
E  =  £ °ca - E \  + k lo g  (ctCa- a F-2)

=  constant -  fcpK sp ( 2 )
where k is (RT  In 10 )/2F. The em f of the cell should thus 
be constant if the activity product is a constant. T he  
measurements were made at an ionic strength of 1 . 0  m ol 
kg“1, maintained by addition o f appropriate amounts o f  
KC1. In this way it was hoped that the liquid-junction  
potentials would be stabilized and that changes in the 
activity coefficients o f Ca2+ and F“ would be minimized. 
It was therefore possible to monitor independently the 
molalities (rather than the activities) of the two ions by  
measuring the potentials of the calcium-responsive and 
fluoride-responsive electrodes individually with respect to 
a saturated calomel reference electrode (SC E). B y  
measurements in solutions of K F /K C 1 and in solutions o f  
CaCl2/K C l, the standard em f values for the cells SCE|ISE 
were found to be -177 .9  and 108.0 m V for the fluoride and 
calcium electrodes, respectively, at 25 °C . T he corre­
sponding Nernst slopes were 59.42 and 29.74 m V  per 
decade.

The salts used (K F, KC1, CaCl2, and CaF2) were of 
reagent quality. Calcium fluoride was digested repeatedly 
under successive portions o f boiling distilled water over 
a period of 2  days. Potassium fluoride was dried to 
constant weight, and a solution o f recrystallized calcium
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TABLE I: Equilibrium Data for Solutions of Calcium 
Chloride Saturated with Calcium Fluoride at 25 °C

Added 
CaCl2, m 103m Ca2+

104-
m p-

10‘ °- 
K '  sp 
(eq  1)

1010- 
K'sp 

(eq 3)
E (cell A), 

mV
0 0.855 6.36 4.8
0.000 431 1.16 5.41 2.05 3.38 4.5
0.001 030 1.66 4.63 2.71 3.57 5.2
0.001 997 2.50 3.76 2.94 3.53 4.4
0.003 108 3.51 3.22 3.38 3.64 5.4
0.005 279 5.46 2.63 3.74 3.77 5.9
0.009 155 9.00 1.99 3.66 3.56 5.2
0.013 27 ' 12.8 1.76 4.13 3.95 6.5
0.023 72 22.3 1.36 4.41 4.14 7.1
0.037 96 ■ 35.6 1.06 4.29 4.01 6.7
0.055 33 - \52.0 0.868 4.18 3.92 6.4
0.079 30 75.9 0.715 4.06 3.89 6.3
0.100 1 96.9 0.625 3.90 3.78 5.9
0.116 8 115 0.563 3.70 3.65 5.5
0.130 3 129 0.529 3.64 3.61 5.4

chloride was standardized. An Orion 96-09 lanthanum  
fluoride electrode was used. The calcium ion-selective 
electrode made use of a membrane incorporating a neutral 
ligand carrier. 3 The electrodes were mounted, together 
with a commercial saturated calomel reference electrode, 
in the top of a water-jacketed titration cell provided with 
a magnetic stirrer and maintained at 25.0 °C . The cell was 
charged with a weighed quantity of 1 m KC1 and known 
excess of calcium fluoride. After the em f (measured by 
a Corning M odel 112 pH  electrometer) between each 
indicator electrode and the SCE had reached a constant 
value, successive weighed portions of a CaCl2/K C l  solu­
tions (ionic strength 1 .0 ) were added and the measure­
ments repeated. The ion-selective electrodes were cal­
ibrated on the molality (m) scale by em f measurements 
in solutions having the compositions CaCl2(m), KC1 (1 -  
3m) or K F (m ), KC1 (1 -  m), where m was varied over the 
range encountered in the reported experiments. Although 
as much as 1 2  h, with stirring, was sometimes required for 
equilibrium, the calibration remained essentially un­
changed over the series of measurements.

The results of the measurements o f ion molalities in 
solutions of calcium chloride saturated with CaF2 are given 
in the first three columns of Table I. From these data, 
it is possible to calculate an apparent solubility product 
(K 'ap =  mCa2+mF 2) in three different ways. The first is by 
use o f eq 1, as was done by Stearns and Berndt. 1 The  
others follow from the equations
K '  sp = m Ca2+(m easured)m F- 2 (m easured) (3 )
and
log K 's p = { E - E ° Cli + E °F)/k  (4 )

The fourth column shows that our measurements of mF 
confirm the variability found by Stearns and Berndt. 
W hen K 's„ is calculated from the measured molalities of 
both Ca2* and F ions, however, K 'sp is more nearly 
constant (fifth column).

The em f of cell A  is listed in the last column of Table 
I. It is evident that the data are adequately represented 
by an em f of 5.5 ±  1 m V, leading to a value of 3.31 X 10 10 
for K  sP in 1 m KC1. W hen an estimate of 7 ±(CaF2) by the 
Br^nsted-Guggenheim equation with interaction pa­
rameters appropriate to an ionic strength of 1 .0  is applied, 
one finds 3.1 X 10' 11 for the thermodynamic activity 
product. This is in acceptable agreement with 4.9 X 10“11, 
the literature value for this equilibrium constant.4

It is noteworthy that the residual liquid-junction po­
tentials in the measurement of the calcium and fluoride

ion molalities cancel in the calculation o f log K  ap by eq
4. Although the fluoride electrode is very suitable for 
measurements of this type, the stability and reproducibility 
of the calcium ion-selective electrode leave something to  
be desired. For this reason, an uncertainty of 1 m V  does 
not seem unreasonable for this design of the experiment. 
W e therefore conclude that K sp is in fact constant over a 
significant range of solution compositions but that the 
system cannot be completely defined by measurement of 
the fluoride ion molality alone.

A  possible clue to the reasons why the system defies 
simple definition is to be found in the results given in 
Table I for the first solution, which contained no added 
Ca2+. For this solution, one should be able to calculate K 'sp 
from either of the experimental parameters, mCa2+ or mF, 
as follows:
K ’ Sp =  4 m Ca2+3 ( 5 )
or
K 'sp =  0 .5 m F - 3 ( 6 )
The values o f mCa2+ and mF- determined experimentally 
for this saturated solution are in fact 8.55 X 10”4 and 6.36 
X 10 4 mol k g '1, respectively, far removed from the an­
ticipated stoichiometric ratio o f 1:2, so that eq 5 and 6 
would lead to highly disparate values for K '  The product 
mCa2+mF 2  is nonetheless in reasonable accord with the main 
body of data, indicating that there is no serious experi­
mental error. This observation suggests that F ' is being 
adsorbed on the surface of the solid phase.

Another illustration o f this same effect is given by an 
experiment in which CaF2 was added to a solution already 
in equilibrium with a known amount of the solid phase. 
In the absence of any surface effects, one would expect no 
change in the composition of the aqueous phase. N ev­
ertheless, a rapid significant increase in mCa2+, with a 
compensating decrease in my, was found, consistent with 
further surface adsorption of fluoride ions. The possibility 
that inclusion of soluble calcium in the CaF2 was re­
sponsible for this result was minimized by repeated ex­
traction and digestion o f the CaF2 added. Anion ad­
sorption would explain an initially low apparent K ap 
calculated from a measurement of the free fluoride ion 
concentration alone but cannot account for the decrease 
observed at higher molalities of calcium ion.

A t the pH of our solutions (about 6.0), ion pairing 
between H + and F " is negligible and, furthermore, is 
relevant only to those calculations based on mF- alone. 
Steams and Berndt controlled both the ionic strength and 
the pH with an acetate buffer, thus introducing the further 
complication of Ca2+-A c~ ion pairing. This may be ex­
pected to reduce their calcium ion concentrations by a 
factor of 5 but probably did not alter their conclusions. In 
both their study and ours, the existence of Ca2+-F~ ion 
pairs has been ignored. Again this simplification is ir­
relevant when both mca2+ and mF are measured inde­
pendently. Although this equilibrium would alter the mass 
balance considerations necessary to the Stem s and Berndt 
method o f calculating K 'sp, the effect is not serious.

Finally, Stearns and Berndt1 give as their criterion for 
saturation equilibrium the relations
MCa2+,aq = Mca2+,s (7 )

and
UF~,aq =  MF",s (®)
where n is the chemical potential. W e believe that these 
equalities apply only to the electrochemical potential or
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when the potential difference between the two phases is 
zero. In the words of Guggenheim ,5 “ For the distribution 
o f ionic species i between two phases a, f) of different 
chemical composition the equilibrium condition is equality 
of the electrochemical potential...” . On the other hand, 
the classical definition of the solubility equilibrium
PCa2+,aq +  MF- =  McaF2,s (9)
is valid for both the chemical and electrochemical po­
tentials. Furthermore, it is well established that activities 
of electrolytes derived from the em f o f cells containing 
electrodes of the second kind (as, for example, Ag|AgCl or 
Pb|PbS04) agree with those calculated from vapor pressure 
measurements or other colligative properties. If the Gibbs 
energy of the solid varied appreciably with the ionic 
concentration o f the solution, agreement would not be 
found. Equation 9 does not lend support to the idea that 
a CaF2l9 varies with the solution composition or that the 
activity product is merely an approximation to the true 
constant.

The study of Stearns and B em dt draws attention to the 
need for complete characterization of systems containing 
finely divided solids. Surface adsorption of ions in the 
calcium fluoride system, a function of both specific surface 
area and the ionic strength of the solution in equilibrium 
with the solid phase, can account for the apparent vari­
ability of the solubility product constant.

Note Added in Proof. Since this communication was

subm itted, we have been able to make surface area 
measurements on the digested CaF2 used in these ex­
periments. The specific surface area was 5 m 2 g“1, or 
probably large enough for surface energies to influence 
solubility and adsorption properties. Furthermore, 
electrophoresis measurements on colloidal C aF 2 suspen­
sions with and without added Ca2+ and F showed the 
particles to be carrying significant charge. T he authors 
are grateful to John Horn and James Adair o f the De­
partm ent of Materials Science and Engineering for co­
operation in these measurements.

Acknowledgment. This work was supported in part by 
the National Science Foundation under Grant C H E 73- 
05019 A02.
R eferen ces and  N otes

(1) R. I. Stearns and A. F. Berndt, J. Phys. Chem., 80, 1060 (1976).
(2) J. J. Lingane, Anal. Chem., 39, 881 (1967).
(3) W. E. Morf, D. Ammann, E. Pretsch, and W. Simon, Pure AppL Chem, 

36, 421 (1973).
(4) J. Bjerrum, G. Schwarzenbach, and L. G. Sillen, “ Stability Constants 

of Metal Complexes” , Part II, The Chemical Society, London, 1958.
(5) E. A. Guggenheim, “ Thermodynamics” , North Holland Publishing Co., 

Amsterdam, 1949, p 332.

Departm ent o f Chem istry J . B . M acask lll
U niversity o f Florida R og er G . B a te s*
G ain esville, Florida 3 2 6 1 1

Received October 12, 1976

A D D I T I O N S  A N D  C O R R E C T I O N S

|||4977, Volum e 81

R . A . O rw oll, R . H . Rhyne, Jr., S . D . Christesen, and
S . N . Y o u n g : Volume Changes of Mixing for the System  
p ,p  -Di-rc-heptyloxyazoxybenzene +  Xylene.

Page 181. The title on this page incorrectly mentions 
p,p  -Di-n-hexyloxyazoxybenzene, whereas the article is 
concerned only with p,p-Di-n-heptyloxyazoxybenzene. 
The same error occurred in the table of contents for the 
issue.— R. A . Orwoll
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