


T H E  J O U R N A L  O F

P H Y S I C A L C H E M I S T R Y
BRYCE CRAWFORD, Jr., Editor
STEPHEN PRAGER, A ssociate Editor
ROBERT W. CARR, Jr., C. ALDEN MEAD, Assistant Editors

EDITORIAL BOARD: C. A. ANGELL (1973-1977), F. C. ANSON (1974-1978),
V. A. BLOOMFIELD (1974-1978), J. R. BOLTON (1976-1980), L. M. DORFMAN (1974-1978),
W. FALCONER (1977-1978), H. L. FRIEDMAN (1975-1979), H. L. FRISCH (1976-1980),
W. A. GODDARD (1976-1980), E. J. HART (1975-1979), W. J. KAUZMANN (1974-1978),
R. L. KAY (1977-1981), D. W. McCLURE (1974-1978), K. MYSELS (1977-1981),
R. M. NOYES (1973-1977), R. G. PARR (1977-1979), W. B. PERSON (1976-1980),
J. C. POLANYI (1976-1980), S. A. RICE (1976-1980), F: S. ROWLAND (1973-1977),
R. L. SCOTT (1973-1977), W. A. STEELE (1976-1980), J. B. STOTHERS (1974-1978),
F. A. VAN-CATLEDGE (1977-1981), B. WEINSTOCK (1977)

Published by the
AM ERICAN CHEMICAL SOCIETY  
BOOKS AND JOURNALS DIVISION

D. H. Michael Bowen, Director 
Marjorie Laflin, Assistant to the Director

Editorial Department: Charles R. Bertsch, 
Head; Marianne C. Brogan, Associate 
Head; Celia B. McFarland, Joseph E. 
Yurvati, Assistant Editors 

Magazine and Production Department: 
Bacil Guiley, Head

Research and Development Department: 
Seldon W. Terrant, Head

Advertising Office: Centcom, Ltd., 50 W. 
State St., Westport, Conn. 06880.

© Copyright, 197?, by the American 
Chemical Society. No part o f this publication 
may be reproduced in any form without 
permission in writing from the American 
Chemical Society.

Published biweekly by the American 
Chemical Society at 20th and Northampton 
Sts., Easton, Pennsylvania 18042. Second 
class postage paid at Washington, D.C. and 
at additional mailing offices.

Editorial Information
Instructions for authors are printed in 

the first issue of each volume. Please conform 
to these instructions when submitting man­
uscripts.

Manuscripts for publication should be
submitted to The Journal of Physical 
Chemistry, Department of Chemistry, Uni­
versity o f Minnesota, Minneapolis, Minn. 
55455. Correspondence regarding accepted 
papers and proofs should be directed to the

Editorial Department at the ACS Easton 
address.

Page charges of $60.00 per page may be 
paid for papers published in this journal. 
Ability to pay does not affect acceptance or 
scheduling of papers.

Bulk reprints or photocopies of indi­
vidual articles are available. For information 
write to Business Operations, Books and 
Journals Division at the ACS Washington 
address.

Requests for permission to reprint
should be directed to Permissions, Books and 
Journals Division at the ACS Washington 
address. The American Chemical Society and 
its Editors assume no responsibility for the 
statements and opinions advanced by con­
tributors.

Subscription and Business Information
1977 Subscription rates— including surface

postage

U.S. PUAS
Canada,
Foreign

Member $24.00 $33.00 $34.00
Nonmember 96.00 105.00 106.00
Supplementary

material 15.00 19.00 20.00

Air mail and air freight rates are avail­
able from Membership & Subscription Ser­
vices, at the ACS Columbus address.

New and renewal subscriptions should 
be sent with payment to the Office o f the 
Controller at the ACS Washington address. 
Changes of address must include both old 
and new addresses with ZIP code and a recent 
mailing label. Send all address changes to the 
ACS Columbus address. Please allow six 
weeks for change to become effective. Claims 
for missing numbers will not be allowed if 
loss was due to failure of notice of change of 
address to be received in the time specified:

if claim is dated (a) North America— more 
than 90 days beyond issue date, (b) all other 
foreign— more than l  year beyond issue date; 
or if the reason given is “ missing from files” . 
Hard copy claims are handled at the ACS 
Columbus address.

Microfiche subscriptions are available 
at the same rates but are mailed first class to 
U.S. subscribers, air mail to the rest o f the 
world. Direct all inquiries to Special Issues 
Sales, at the ACS Washington address or call 
(202) 872-4554. Single issues in hard copy 
and/or microfiche are available from Special 
Issues Sales at the ACS Washington address. 
Current year $4.75. Back issue rates available 
from Special Issues Sales. Back volumes are 
available in hard copy and/or microform. 
Write to Special Issues Sales at the ACS 
Washington address for further information. 
Microfilm editions of ACS periodical pub­
lications are available from volume 1 to the 
present. For further information, contact 
Special Issues Sales at the ACS Washington 
address. Supplementary material men­
tioned in the journal appears in the microfilm 
edition. Single copies may be ordered directly 
from Business Operations, Books and Jour­
nals Division, at the ACS Washington ad­
dress.

PUAS, Other
U.S. Canada Foreign

Microfiche
Photocopy

$2.50 $3.00 $3.50

1-7 pages 4.00 5.50 7.00
8-20 pages 5.00 6.50 8.00

Orders over 20 pages are available only on 
microfiche, 4 X 6  in., 24X, negative, silver 
halide. Orders must state photocopy or m i­
crofiche if both are available. Full biblio­
graphic citation including names of all au­
thors and prepayment are required. Prices 
are subject to change.

American Chemical Society 
1155 16th Street, N.W. 
Washington, D.C. 20036 
(202)872-4600

Member, ft Subscript-™ Services. 
American-Chemical Society 
V.Ü. Sox 3357 '
Columbus, Ohio 43210 
(614)421-7230

Editorial Department 
American Chemical Society 
20th and Northampton Sts. 
Easton, Pennsylvania 18042 
(215)258-9111

Notice to Authors last printed in the issue of January 13, 1977



T H E  J O U R N A L  OF

P H Y S I C A L  C H E M I S T R Y

Volume 81, Number 6 March 24, 1977

JPCHAx 81(6) 499-592 (1977' 

ISSN 0022-3654

Reaction Rates for O3 +  HC1 —► O + O2 + HCl, Cl + O3 -*■ CIO + O2, and HC1 + 0  —*■ OH + Cl at
Elevated Temperatures......................................................................................................Chul Park 499

Oxidative Déméthoxylation of Methoxylated Phenols and Hydroxybenzoic Acids by the OH Radical.
An in Situ Electron Spin Resonance, Conductometric Pulse Radiolysis, and
Product Analysis Study .......................................... Steen Steenken* and Peter O’Neill 505

Decomposition of Chloral Hydrate in Aqueous Solution by the Action of Ultrasound
. . . Yoshiro Sakai,* Yoshihiko Sadaoka, and Yoshinori Takamaru 509

Warming-Induced Reactions in 7 -Irradiated Naphthalene Solutions in Freon-Mixture Glass
. . . Akira Kira,* Takashi Nakamura, and Masashi Imamura 511

Deuterium Isotope Effect on Hydrogen Atom Abstraction by Methyl Radicals in Acetonitrile at 77
K. Evidence for T u n n e lin g .................................................................................Estel D. Sprague 516

Ionic Vs. Molecular Nature of Monomeric Ammonium and Hydronium Nitrate. Infrared Spectra of
H30+N03 and NH-t+NOa Solvated in Argon Matrices . . . . G. Ritzhaupt and J. P. Devlin* 521

Thermodynamics of the Lithium-Lithium Deuteride S y s te m ...................................Ewald Veleckis 526 ■

Thermometric Titration Studies of Ligand Binding to Macromolecules. Sodium Dodecyl Sulfate to
/5-Lactoglobulin.............. Gordon C. Kresheck,* Walter A. Hargraves, and David C. Mann 532

Photogalvanic Effect in the Thionine-Iron System
. . . Tadayoshi Sakata, Yasuhiro Suda, Jiro Tanaka, and Hiroshi Tsubomura* 537

Thermal Variations of Rotatory Power. Conformational Equilibrium and Conformer
Rotivities Determinations . . . Robert Lauricella, Josette Kechayan, and Hubert Bodot* 542

Determination of the Specific Heat Capacities of Aqueous Sodium Chloride Solutions at High 
Pressure with the Temperature Jump Technique

. . . K. G. Liphard, A. Jost, and G. M. Schneider* 547

Study of Oxygen Isotopic Exchange over Ultraviolet Irradiated Anatase Samples and Comparison 
with the Photooxidation o f Isobutane into Acetone

. . . Henri Courbon, Marc Formenti, and Pierre Pichat* 550

Analysis of Torsional Spectra of Molecules with Two Internal C3u Rotors. 3. Far-Infrared and Gas 
Phase Raman Spectra of Dimethylamine-do, -d3, and -d6

. . . J. R. Durig,* M. G. Griffin, and P. Groner 554

Selective Carbon-Hydrogen Bond Fission in Partially Deuterated 3-Methylpentane Glasses 
Irradiated at 77 K as Studied by Electron Spin Resonance

. . . Takahisa Ichikawa* and Nobuaki Ohta 560

Utility of Pulse Nuclear Magnetic Resonance in Studying Protons in Coals
. . . B. C. Gerstein,* C. Chow, R. G. Pembleton, and R. C. Wilson 565

Electron Spin Resonance Spectra of tert-Butyl Substituted Naphthalene Anion Radicals
. . . Ira B. Goldberg* and Barrie M. Peake 571

Calculation of the Electronic Spectra of Chlorophyll a- and Bacteriochlorophyll a-Water Adducts
. . . Lester L. Shipman* and Joseph J. Katz 577

The Compressibility and Electrical Conductivity of Concentrated Aqueous Calcium Nitrate Solutions
to 6 kbar and 150 ° C ..........................................L. Pickston, S. I. Smedley,* and G. Woodall 581

1A



Hydrogen-1 and Carbon-13 Nuclear Magnetic Resonance Investigation of Nicotinic Acid, Its Anion, 
and Cation in Water and Water-Dimethyl Sulfoxide Mixtures. Influence of Dimethyl Sulfoxide 
on Relative Acidities

. . . Tauqir Khan, Jean-Claude Halle, Marie-Paule Simonnin, and Robert Schaal* 587 

COMMUNICATIONS TO THE EDITOR

Selective Capture of Migrating Holes by Pyrene and Naphthalene in y-Irradiated Butyl Chloride
Glasses at 77 K ............................Akira Kira,* Takashi Nakamura, and Masashi Imamura 591

■  Supplementary and/or miniprint material for this paper is available separately (consult the masthead page 
for ordering information); it will also appear following the paper in the microfilm edition of this journal.

* In papers with more than one author, the asterisk indicates the name of the author to whom inquiries about
the paper should be addressed.

AUTHOR INDEX

Bodot, H., 542

Chow, C., 565 
Courbon, H., 550

Devlin, J. P., 521 
Durig, J. R., 554

Formenti, M., 550

Gerstein, B. C., 565 
Goldberg, I. B., 571 
Griffin, M. G., 554 
Groner, P., 554

Halle, J.-C., 587

Hargraves, W. A., 532

Ichikawa, T., 560 
Imamura, M., 511, 591

Jost, A., 547

Katz, J. J., 577 
Kechayan, J., 542 
Khan, T„ 587 
Kira, A., 511, 591 
Kresheck, G. C., 532

Lauricella, R., 542 
Liphard, K. G., 547

Mann, D. C., 532

Nakamura, T., 511, 591

Ohta, N., 560 
O’Neill, P., 505

Park, C., 499 
Peake, B. M., 571 
Pembleton, R. G., 565 
Pichat, P., 550 
Pickston, L., 581

Ritzhaupt, G., 521

Sadaoka, Y., 509 
Sakai, Y., 509 
Sakata, T., 537

Schaal, R., 587 
Schneider, G. M., 547 
Shipman, L. L., 577 
Simonnin, M.-P., 587 
Smedley, S. I., 581 
Sprague, E. D., 516 
Steenken, S., 505 
Suda, Y., 537

Takamaru, Y., 509 
Tanaka, J., 537 
Tsubomura, H., 537

Veleckis, E., '526

Wilson, R. C., 565 
Woodall, G., 581

2A The Journal o f Physical Chemistry, Voi. 81, No. 6, 1977



T H E  J O U R N A L  O F

P H Y S I C A L  C H E M I S T R Y
Registered in U. S. Patent Office © Copyright, 1977, by the American Chemical Society

VOLUM E 81, N U M B ER  6 M ARCH  24, 1977

Reaction Rates for 0 3 +  HCI —*> O +  0 2 +  HCI, Cl +  0 3 —► CIO +  0 2, and HCI +  0  —►>
OH +  Cl at Elevated Temperatures

Chul Park

Ames Research Center, National Aeronautics and Space Administration, Moffett Field, California 94035 (Received February 23, 1976; 
Revised Manuscript Received October 15, 1976)

Publication costs assisted by Ames Research Center, National Aeronautics and Space Administration

A mixture of ozone and hydrogen chloride, diluted by oxygen and argon, was heated by a shock wave process 
in a shock tube to a temperature in the range 480-1300 K at pressures from 4 to 8 atm. From the variations 
in the concentration of 0 3, determined by the attenuation of 2537-A radiation, the rate coefficient for the reaction 
0 3 + HCI * 0  + 0 2 + HCI was determined to be kx = (4.0 ±  1.5) X  10 10 exp( -10,408/T) cm3/s  for temperatures 
of 480-720 K. From the concentration of CIO remaining at the end of ozone decomposition, determined also 
by 2537-A attenuation, the rate coefficients for the reactions Cl +  0 3 -*• CIO + 0 2 and HCI +  O - »  OH +  Cl 
were deduced to be k4 — (1.35 ±  0.40) X  10 11 and k2 = (2.0 ±  1.0) X  10-14 cm3/s , respectively, at T ^  1100
K.

In an earlier work,1 the author studied the process of 
ozone decomposition in 0 3-C l2 mixtures in a shock tube. 
The study yielded rates of two exchange reactions in­
volving Cl, O, and CIO at temperatures in the range of 
1000-1400 K. The present paper reports a sequel to that 
work and describes parallel experiments conducted with
0 3-H Cl mixtures.

Kinetics of Ozone Decomposition in 0 3-HCl 
Mixtures

In the present work, the ozone decomposition process 
was studied with a mixture of ozone and hydrogen chloride. 
The concentration of HCI was kept always much greater 
than that of 0 3. The 0 3-H Cl mixture was diluted by 0 2 
or 0 2-A r mixture. In such a system, the concentration of 
HCI and 0 2 can be considered unchanged during the 
reaction. Changes in temperature and pressure can also 
be neglected. As the mixture is compressed and suddenly 
heated behind a shock wave, ozone decomposes initially 
through thermal dissociation (process 1). The resulting 
oxygen atoms react with HCI, triggering a chain of re­
actions. From the known orders of magnitude of rate 
coefficients involved,2 one expects the dominant ozone- 
removing reactions to be as follows:

0 3 + M -» 0  + 0 2 + M -  25.4 kcal/mol k , (1)
HCI + O -  OH + Cl -  0.8 kcal/mol k , (2)
HCI + OH -> HjO + Cl + 16.3 kcal/mol k 3 (3)
Cl + 0 3 — CIO + 0 2 + 38.9 kcal/mol (4)
CIO + O -> Cl + 0 3 + 54.9 kcal/mol k s (5)

where M is an unspecified third body. Although many 
other reactions can occur simultaneously with those of (1) 
through (5), there are several reasons why such additional 
reactions can be neglected in the present test conditions. 
For example, the reaction O +  0 3 -*■ 0 2 +  0 2 can be 
neglected because the rate of 0 3 removal by the process 
is much smaller than that by (1) and that of 0  removal 
is much smaller than that by (2).

When 0 3 has disappeared completely, there remains a 
finite concentration of CIO. The residual CIO concen­
tration can be related to the initial concentration of 0 3 and 
HCI and the coefficients of the governing rates kx through 
k5 by integrating the rate equations associated with the 
processes. Of the five resulting rate equations (for 0 3, O, 
OH, Cl, CIO), those expressing O atom and OH radical can 
be eliminated because, under the conditions of interest, 
most likely a steady state exists for these species; since the
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FAST SLOW

Figure 1. Residual concentration of CIO as function of K a and Kb, 
obtained by numerical integration of eq 6 -8 .

HC1 concentration is high, reactions 2 and 3 can take place 
so rapidly that the rates of production of 0  and OH can 
be considered balanced by their rates of removal. By 
expressing the remaining variables in the nondimensional 
form
7 , = (O )/(O 3)0, Y2 = (C l) /(O 3)0
y 3 = ( c io ) / ( o 3)0
Ka = M 0 3)o/M M ) , Kh = fes(O 3)0/fe2(HCl) 

r = fc,(M )f
where the subscript 0 refers to the initial condition t = 0, 
the rate equations become

d Y J d r  = - ( 1  + KaY1)Y x (6 )

d Y 2/dr = (1 -  K^YJY, +  Y J il + KbY3) (7)

d Y 3/d r = KaYxY2-  KbYxY3l{l  + K bY3) (8 )

To obtain the residual concentration of CIO, the rate 
equations are integrated from r = 0 to r = °°. The initial 
values are Y^O) = 1 and Y2(0) = Y3(0) = 0. Figure 1 shows 
the result of the numerical integration.

As Figure 1 shows, the residual CIO is a moderately 
strong function of i fa and Kh. Within the regime Ki < l ,  
which will be referred to hereafter as “ fast decomposition” , 
one can distinguish two different limiting regions de­
pending on the magnitude of Kh. In the region Kh < 1, 
the solution of (6) and (8) approaches

Y3(°°) ^ Ka =  fe4(O 3)0/[fei(M )] (9 )

In the opposite regime, Kh > 1, the solution becomes

Y 3(oo) -> 2K JK b = 2k2M H C l)/[fc ,fc5(M )] (10 )

By measuring the concentrations of the residual CIO, 
therefore, information regarding the rate coefficients k} 
to k5 can be obtained.

In the slow decomposition regime, Ka > 1, a different 
approach is necessary. Here, the Cl concentration, as well 
as the O and OH concentrations, is in quasi-steady state. 
This leads to the differential equations for 0 3 and CIO of 
the form

d Y 1/d r  = - L 2 + l / ( l  +  i f b Y 3)]Y1 ( 1 1 )

d Y 3/d r = 2 Y j / ( l  +  KhY3) (12 )

That is, there is an equivalent of quantum efficiency of 
ozone decomposition by the thermal process (1) which is 
initially 3 and decreases toward 2 as time progresses. By 
measuring the initial rate of decay of ozone, and dividing

the apparent rate coefficient by 3, one obtains kx. 
Equations 11 and 12 hold, however, only in the early 
portion of the decomposition process r <  1. In the later 
period, t > 1, processes neglected in the reaction scheme 
o f eq 1-5 could become important. One example is a 
hypothetical reaction
CIO + 0 3 -  Cl + 2 0 2 + 29.5 kcal/mol k 6 (13)

This reaction has not yet been verified, but is energetically 
possible, especially at the relatively high temperatures 
prevailing in the present test conditions. By defining Kc
by '
* c = M 0 3)o/ [ M M ) ]  . (1 4 )

the differential equations become .
d Y ./d r t  12 +  1 /(1  + KbY3) + 2KCY3]Y X' ,  (1 5 ) f *

d Y 3/d r = 2 Y j / ( l  + KbY3) (1 6 )
In the regime r < 1, Y3 is small and hence (15) reduces to
(11). When r >  1, Y3 approaches 2 /3  and (15) becomes
dY 1/dT ^ - ( 3  + V 3Kc)Y 1
That is, the equivalent quantum efficiency could become 
significantly larger than 3 depending on the magnitude of 
Kc.

The reactions discussed above are all initiated by de­
composition of 0 3. In addition, 0 2 could decompose via 
the reaction
0 2 + HC1 -> OH + CIO -  55 kcal/mol (17)

The processes that ensue ultimately lead to combustion 
of HC1
2HC1 + ' / jOj -> HjO + Cl2 + 14 kcal/mol (18)

accompanied by a substantial change in pressure and 
temperature. The rate-limiting step for this process is 
reaction 17, which requires reaction times much longer 
than are of interest here, i.e., over 1 s. Hence decompo­
sition o f 0 2 and associated combustion o f HC1 are ne­
glected in the present work.

In the present work, the thermal decomposition rate 
coefficient kj was determined from the initial slope of 
ozone decomposition. Then, through the measurement of 
(C10)„, under the two different operating regimes de­
scribed above, the coefficients k4 and k2 were deduced.
The coefficients kA and k2 were determined from the test 
data using a scheme involving a computer calculation 
rather than using Figure 1; although Figure 1 is concep­
tually correct and useful in showing in what regime a rate 
measurement should be conducted, it is numerically in­
accurate, by up to about ± 20% in the present work, be­
cause the reverse reactions are neglected. To derive more 
accurate relationships between the rate coefficient values 
and (C10)„, a family of theoretical curves (of the same 
format as the test data) was generated with the computer 
by integrating the rate equations for 0 3, O, Cl, CIO, and 
OH with k2 and k4 as variable parameters, allowing for the 
reverse reactions and without invoking the quasi- 
steady-state assumption. In the calculation, internal modes 
are assumed to be fully excited but temperature and 
pressure relax toward the equilibrium values (see section 
o f Test Results. Thermal Decomposition Rates). The 
theoretical curves were then compared with the experi­
mental data; through a process of trial and error the curve 
that most closely matched the data was then selected.

Experimental Design
The basic experimental setup and test procedures are 

described in ref 1. The only significant difference between

The Journal o f Physical Chemistry, Vol. 81, No. 6, 1977
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ARRIVAL OF SHOCK WAVE

Figure 2 X Typical oscillograph trace showing end-wall pressure'p5 and 
attenuation of 253*? A in a slow decomposition: p , =  507 Torr; 
0 3:0 2:HCI =  0 .07^ .93 :97 ; Us =  490 nj/,s; p 5 =  4.43 atm; r 5 =  531
K.

the present and the previous work concerns hydrogen 
chloride. The electronic grade (99.999%) hydrogen 
chloride was used as a test gas here. The test gases were 
charged into the driven section through a monel dispersing 
tube. The three gases, 0 3 + 0 2 mixture, HC1, and argon, 
were charged into the driven section in various different 
sequences. No difference was observed in the test results.

Test Results. Thermal Decomposition Rates
Figure 2 is a typical oscillograph record taken in a slow 

decomposition experiment. The upper trace in the picture 
shows the end-wall pressure and the lower trace is for the 
attenuation of 2537-A radiation. As seen here, the end-wall 
pressure stays constant, at least over the duration of the 
decomposition process. The attenuation trace deflects 
abruptly in two steps; once when the primary shock wave 
crosses the optical path and again when the reflected shock 
crosses the optical path. The sudden increases in at­
tenuation are due to shock compression of ozone. After 
the second compression, the level of attenuation stays 
nearly constant for a short while. This is believed to 
correspond to the incubation period in which electronic 
and vibrational excitations of ozone take place. Thermal 
decomposition occurs after the incubation period is passed. 
In the slow decomposition process, attenuation of radiation 
is at first principally due to ozone because ozone is the only 
species in large enough concentration here. However, 
toward the end (later than 2.5 ms after the shock arrival 
in the case shown) the CIO concentration reaches a level 
large enough to affect the net attenuation. Since the trace 
is a logarithm of attenuation, deflection is directly pro­
portional to the concentration o f the absorbing species.

The temperature and pressure indicated for Figure 2 are 
the “ excited-frozen” values, i.e., the values reached after 
the internal degrees of freedom are fully excited but 
chemical compositions are the same as ahead of shock 
wave. These values are chosen in the present work, as well 
as in ref 1, as the prevailing parameters because, as 
mentioned earlier, all reactions of concern occur within an 
early period during which the two parameters remain 
virtually unchanged. Computer calculations involving 14 
species (O, H, Cl, 0 2, H2, Cl2, HC1, OH, CIO, 0 3, OCIO, 
ClOO, H20 , and H 0 2) reveal that the equilibrium state 
reached by the mixture is generally at a slightly (i.e., by 
30 K) higher temperature and a lower (by 0.2 atm) pressure 
than indicated here, presumably because of the processes 
involving (17) and (18).

From the attenuation level observed prior to the shock 
arrival, the absolute ozone concentration in the test gas

2.0 -  ’

Figure 3. Absorption cross section of 2537 A in ozone.

Figure 4. Time for incubation of 0 3 preceding thermal decomposition 
as determined by 2537-Á  attenuation.

was determined. The value of absorption cross section, 
at room temperature, was taken to be2 am = 1.148 X  10-17 
cm2 for this purpose. From the deflection o f the atten­
uation trace during the incubation period immediately 
after the shock arrival, one can deduce the absorption cross 
section of ozone at elevated temperature. The cross-section 
measurement is facilitated by operating at low pressures 
(e.g., reflected shock pressures of 1.5 to 3 atm in the present 
work) because the incubation period becomes longer at low 
pressures. Figure 3 shows the values o f the absorption 
cross section determined by this method, normalized by 
the room temperature value. The present data are 
compared with those obtained by Jones and Davidson3 at 
2485 A. As seen here, two results are comparable. The 
present results can be approximated by
a /o 298 = 1 /[1  + 50 e x p ( -3 7 8 0 /T ) ]

Figure 4 shows the lengths of incubation time r pre­
ceding thermal decomposition, determined using 2537-A 
attenuation, as a function of temperature with argon, 0 2, 
and HC1 as collision partners. The time r is defined as 
shown in the inset. Vibrational relaxation times of 0 2 
given by Mullikan and White6 are shown also for com­
parison. As seen in the figure, HC1 is 5 to 10 times more 
efficient as a collision partner compared with argon or 0 2 
in the range of temperatures tested. The present data 
values for 0 2 and argon are of the same order of magnitude 
as for 0 2 vibrational relaxation, leading one to speculate 
that the incubation mainly involves vibrational relaxation 
of 0 3. For argon or 0 2 as a collision partner, the test results 
can be represented approximately by

tp = (5.9  ± 2 .5 ) X 1CT9 ex p (7 1 9 0 /T ) 
s atm ( 0 2-A r)

The Journal o f Physical Chemistry, Voi. 81, No. 6, 1977
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TABLE I: Experimental Results on Coefficients o f Thermal Decomposition Rate o f Ozone, 0 3 + M ~ » 0 + 0 2 + M

M
P s, 
atm

T „
K

10"6
(O,)0
cm 3 log k l M

P„
atm

TX 55
K

10-.6
(O,)0,
cm"3 log fe,

Ar

O,

4.44
4.55
4.55 
4.39
4.63
4.56
5.29
6.64 

'6 .85
6.70

'2 .56
6.58
2.44
6.58 
6.38
5.29 
2.55 
5.13 
2.50 
5.49 
5.37 
5.23
4.93
4.59 
4.69 
4.95 
4.36
4.93
4.53 
5.02
4.53

■ 541
566
567 
570 
584
603
604 
630
633
634 
637 
651 
671 
694 
710 
712 
742 
596 
610 
617 
634
640
641
654
655 
669 
696 
703 
734 
773 
806

3.35
3.78
3.37
4.16
3.04 
3.24
3.46
3.80
4.03
3.62
1.38 
4.34 
1.44
4.05
4.05
4.17
1.46 
5.84 
5.58 
4.60 
4.22 
5.66 
4.82 
5.53
4.81
4.62
6.10
4.62
5.03 
4.09 
6.20

-18 .51
-18 .01
-17 .99
-18 .02
-1 7 .8 2
-1 7 .6 9
-17 .57
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while for HC1, the best fit is

rp = (2 .8  ± 1) X lO " 9 e x p (6 4 6 4 /T ) s atm (HC1)

To test the accuracy of the present experimental pro­
cedure for determining k x, tests were conducted first with 
argon and oxygen as the main bath gas. The results of this 
series of tests are shown in Figure 5 and Table I. The rate 
coefficient values are shown in Figure 5 normalized by 
efficiency factors4 of 0.25 for argon and 0.44 for oxygen. 
The present results are in excellent agreement with those 
o f Jones and Davidson3 and of Garvin,5 when their nitrogen 
data are normalized by the nitrogen efficiency factor4 of
0.39.

In the test run shown in Figure 2, the conditions were 
such that the reactions 2 and 3 drove 0  and OH con­
centrations into quasi-steady-state values within the first 
few microseconds. Hence the assumption that the 
equivalent quantum efficiency equals 3 would be valid 
from as early as the photograph can resolve. One notices, 
however, that the attenuation profile is not that of an 
exponential decay, in which slope should decrease mon- 
otonically with time. Instead, the slope becomes steeper 
as time passes and reaches a peak at about 1.5 ms at which 
point the apparent quantum efficiency is 9. One concludes, 
therefore, that there are reactions that are unaccounted
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Figure 5. Rate coefficient for thermal decomposition of ozone with 
oxygen and argon as collision partners.

the standard deviation of the data from the mean is about 
35%, the results in Figure 6 can be represented by

for in the scheme 1-5, for example, that expressed by (13), 
in the later period. If the unidentified additional ozone 
removal mechanism is that expressed by (13), the rate 
coefficient fe6 for the reaction should be k 6 = 1.2 X  10-14 
cm3/s  to be consistent with the assumed mechanism. The 
k e value is within the range possible at the prevailing 
temperature.

The thermal decomposition rate fc, for HC1 was obtained 
by dividing the initial slope of ozone decay by the theo­
retical quantum efficiency value of 3. The results are 
shown in Figure 6 and Table I. There are no data in the 
literature with which to compare the present values. Since

k x = (4 .0  ± 1 .5 ) X 10~10 e x p (-  1 04 08 /T ) 
cm 3/s (M = HC1)

Alternatively, an error limit can be assigned to the slope, 
in the form

fe, = 4 X 1 0 - ‘ ° e x p (-1 0 4 0 8 /T )  e x p [± 3 5 0 ( l /T  
-  1 /5 5 0 )]  c n f  3/s (M = HC1)

that is, with an uncertainty in activation energy of ±700 
cal/mol. The uncertainty can be attributed in this case 
mostly to that in reading the slope in the oscillograph; 
unlike argon-rich or oxygen-rich mixtures, an HCl-mixture
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Figure 7. Absorption spectra of mixture of HCI, 0 3, and 0 2 behind
reflected shock: p , =  100 Torr; 0 3:0 2:HCI =  1:61:38; Us =  960 m/s; 
p 5 =  7 .6 atm; T5 =  1180 K; 0 3 and CIO in nonequilibrium.

produces a trace with a slope that varies nonmonotonically, 
as illustrated in Figure 2. The kt values for HCI are greater 
than those for oxygen, nitrogen, or argon. The activation 
energy for HCI is less than that for argon, oxygen, and 
nitrogen by approximately 2 ±  0.7 kcal/mol. The reason 
for these differences is presently unknown.

Test Results. Exchange Reactions
Before undertaking the quantitative measurements of 

exchange rates, the compositions of the gas samples behind 
the reflected shock wave were studied qualitatively by 
means of absorption spectroscopy.1 Figure 7 shows the 
absorption spectra for the wavelength range of 2700-3100 
A taken under a condition qualitatively the same as that 
in the main tests; that is, a mixture of HCI, oxygen, and 
ozone undergoing reactions behind a reflected shock wave. 
For the test, the width of the entrance slit o f the spec­
trograph was set at 25 pm, which corresponds to an ef­
fective spectral bandwidth of 0.28 A. The film was a Tri-X 
Panchromatic, and was developed by D-19 developer for 
5 min at 30 °C. The flash tube discharge was initiated 10 
ps after the reflected shock passed the optical axis, and 
lasted approximately 2 ps (see ref 1). The photograph 
shows a strong CIO band as expected.

In order to determine the concentration of CIO from the 
measured attenuation of 2537-A radiation, one needs to 
know the absorption cross section of CIO at the prevailing 
temperature. The CIO absorption cross section values were 
obtained by the author in a previous work1 for temper­
atures ranging up to 2200 K as

a = (1 -  e ' l236IT) i  o ve~'236vlT
v = o

av = (4 .35  -  0 .55y) X 1(T18 cm 2

Figure 8. Typical oscillograph trace showing attenuation of 2537 A 
in fast decomposition of ozone: p ,  =  253 Torr; 0 3:0 2:HCI:Ar =  
0.019:19.5:10:70.5; U,s =? 758 m /s; p 5 =  8 .87 atm; T5 =  1147 K.

Figure 8a shows a typical oscillograph trace taken during 
a fast decomposition experiment. Figure 8b shows how 
the trace was interpreted. Sweep of the oscillograph trace 
was initiated at the instant of arrival o f the primary shock 
wave at the end-wall.

Approximately 10 ps after the initiation o f the sweep, 
the reflected-shock crosses the optical axis, and the re­
actions under observation commence. The trace does not 
show the true variation in 2537-A attenuation until at 
about t a* 20 ps because attenuation signal is out of the 
operation range of the logarithmic amplifier for the case 
shown. As shown in the photograph, attenuation of 2537-A 
radiation is due almost entirely to ozone up to about t =* 
28 ps; after that it is due to CIO. The level of attenuation 
attained at about t ^  28 ps thus indicates the CIO con­
centration, at the end of thermal decomposition, (C10)„, 
that is plotted in the ordinate o f Figure 1. At the con­
ditions under which the test of Figure 8 was made, the 
parameters and Kh were approximately 0.2 and 0.3, 
respectively, satisfying the conditions necessary for (CIO)«, 
to be inversely proportional to the rate coefficient k4 (see 
Figure 1). CIO concentration decays in the region r >  30 
ps mainly by the reaction1 CIO +  CIO -*■ Cl +  C100/C12 
+  0 2.

The concentrations of ozone at t = 0 (immediately 
behind the reflected shock wave), which must also be 
known in order to determine the desired rate coefficient 
values, were calculated from the initial ozone concentration 
(prior to the arrival of the primary shock) using the 
Rankine-Hugoniot relation. The rate coefficient fe4 was 
then determined using a computer program through the 
trial and error procedure described earlier. The procedure 
yields the ratio Ka = &4(0 3)o/M M )  where fej(M) repre­
sents, in this case, for the net thermal dissociation rate, 
that is, the sum of contributions from all species present. 
Since the third body M  consists in this case mostly of 
argon, for which the rate coefficient is accurately known 
(see Figure 5), fc,(M) can be considered as known. 
Therefore, the tests can be considered to yield the value 
of kA directly. Figure 8b illustrates how the (C10)„ value 
is affected by k4. Figure 9 summarizes the k4 values 
determined by the present procedure and compare them 
with the available data.7' 10 The figure shows a scattering 
in data of about 15%. The scatter can be attributed 
mostly to the error in reading an absolute deflection of an
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Figure 9. Experimental results on rate*coefficients for Cl +  0 3 - »  CIO
+ 0 2. A , , •,

oscillograph trace. Allowing forthe possible uncertainty 
o f up to 15% in M M ), the measured k4 can be expressed
as •«»

k4 = (1 .3 5  ± 0 .4 0 ) x ’ l ( T u cm 3/s

for temperatures of 930-1310 K. As seen in the figure, the 
present data cover a temperature range at least a factor 
of 2 larger than has been. The present results give gen­
erally lower rate coefficient values than would be obtained 
by straight-line extrapolation of the existing data. Exact 
cause of this phenomenon is presently unknown. One can 
speculate, however, that the rate coefficient is indeed 
constant at high temperatures, i.e., above around 500 K; 
a fast reaction such as the one under study can easily reach 
a collision limit at such a temperature.

The rate coefficient k2 for the reaction HC1 +  O -*■ OH 
+  Cl was obtained similarly from the (C10)„ value by 
conducting the experiment in the regime Kh > 1. As 
indicated by eq 10, the measurement should yield the ratio 
(k2/k5){k4/ki). Here the ratio k4jk4 is known from the 
previous experiment to within a reading error. Using the 
value o f k5 obtained by the author earlier,1 k2 values were 
deduced again through the use of a computer. The results 
are plotted in Figure 10 .

As seen in the figure, the present results show the rate 
coefficient to be approximately 2 X  10 14 cm3/s  at T ^  
1050 K. Considering that k5 is uncertain, perhaps by as 
much as 25%, and the ratio k4/k4 by as much as 15%, the 
measured k2 value should be expressed with an error limit 
as

k2 = (2 .0  ± 1 .0 ) X 1 (T 14 cm 3/s

at T  = 1050 ±  150 K. Shown also in the figure are the 
existing rate value data11,12 for lower temperature regimes. 
The present data seem to be in closer agreement with the 
data o f Balakhnin et al. than with those of Wong and 
Belles, when one allows for a possibility that activation 
energy may change between temperatures of 400 and 1000

T x  ICT2 , °K

IOOO/T, - K '1

Figure 10. Experimental results on rate coefficients for HCI +  0  —*• 
OH +  Cl.

K. There is a significant discrepancy between the results 
of Wong and Belles and the other two sets of data. This 
discrepancy is yet unexplained although one could make 
various speculations; for example, the discrepancy could 
be attributed to an effect of excited atomic oxygen. In any 
event, the discrepancy needs to be resolved in a future 
study.

Conclusions
At pressuras in the range of 4-8 atm and at temperatures 

between 480 and 1300 K the rate coefficients o f the re­
action O3 +  HCl —» O +  0 2 + HCI are determined as kl 
= (4.0 ±  1.5) X 10 10 exp( -10408/T) cm3/s . In the same 
range o f pressures, the rate coefficients o f the reactions 
Cl +  O3 —*■ CIO +  0 2 and HCI +  O —*■ OH +  Cl are found 
to be k4 = (1.35 ±  0.40) X 10 11 and k2 = (2.0 ±  1.0) X 10“14 
cm3/s , respectively, at T  =* 1100 K.
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OH radicals react with methoxylated phenols and methoxylated hydroxybenzoic acids by attachment to ring 
positions occupied by methoxyl groups (ipso'attack) in addition to atlachjment to'other positions. The OH 
radical adds preferentially to those ring positions which are activated by2tbe electrbn-donating OH or OCH3
groups. The radicals formed by addition of OH 
to yield semiquinones (k 103- 104 s 1).

Introduction
With benzene derivatives, oxidative replacement of 

substituents X  by the OH radical as shown in reaction 1.

has been observed for X  = F ,1 N 0 2,2 and NH2.3 The 
formation of chloride4 on irradiation of chlorobenzene in 
aqueous solution probably proceeds by this mechanism as 
well. Reaction 1 has also been discussed for X  = OH5 or 
OCH3,6 although it could not be unambiguously demon­
strated to occur. Step IB is of the 1,1-elimination type 
which has been observed also with radicals derived from 
halo-7-9 and nitrouracils,10 nitro- and bromofurans,11 and 
chloroethylenes.12

From pulse radiolysis studies on radical cation13 and 
zwitterion14 formation by reaction of OH in acid solution 
with methoxylated benzenes and benzoic acids, respec­
tively, evidence was obtained14,15 for the involvement of 
reaction 1 with X  = OCH3. The present investigation was 
performed in order to study this type of reaction in detail 
using methoxylated phenols and hydroxybenzoic acids.

Experimental Section
N 20  saturated aqueous solutions containing 5-10 mM 

substrate were irradiated with “ Co y-rays using doses from
4.8 X 1018 to 2.4 X 1019 eV mL 1 at a dose rate of 8.1 X 1017 
eV m L 1 min“1. Samples (10 gL) of the irradiated solutions 
were analyzed for methanol by gas chromatography using 
the double column technique with back-flushing16 (pre­
column: length 1.5 m, packed with 10% Marlophen on 
Teflon; main column: length 3 m, packed with P 4000; 
both columns were operated at 85 °C). The detection limit 
corresponded to ~0.05 mM methanol.

The 3-MeV van de Graaff accelerator and the optical 
and conductivity detection systems have been de­
scribed.17,18 Solutions were irradiated at 20 ±  2 °C with 
electron pulses o f 1 ns duration. The pH of the solutions 
was adjusted using HC104 or NaOH. Dosimetry was 
performed using either 10 mM FeS04 in 0.8 N H2S 0 4 or 
C (N 02)4.19

The in situ radiolysis ESR experiments were carried out 
using the method described by Eiben and Fessenden.20

to ring carbons carrying methoxyl groups eliminate methanol

The coupling constants and g factors were determined as 
described13,21 and are estimated to be accurate to 30 mG 
and 5 X 10“5, respectively.

The substrates were obtained from Fluka or Aldrich. 
They were of the highest purity available and were used 
as received with the exception of 2,6-dimethoxyphenol, 
which was zone refined prior to use.

Results and Discussion
Production of Methanol. On “ Co 7 -irradiation of N 20  

saturated 5-10 mM solutions of 2-, 3-, or 4-methoxyphenol 
(MP), 2,3-, 2,6-, or 3,5-dimethoxyphenol (DMP), 2- 
hydroxy-5-methoxybenzoic acid (5-methoxysalicylic acid),
3-methoxy-4-hydroxybenzoic acid (vanillic acid), or 3,5- 
dimethoxy-4-hydroxybenzoic acid (syringa acid) at pH 3-7, 
methanol is formed as a reaction product. The concen­
tration of methanol in irradiated substrate solutions is 
linearly dependent on dose in the range 4.8 X  
1018—(1.2—2.4)1019 eV mL“1. At the highest dose the re­
moval of substrate corresponds to <25% . The yields of 
methanol determined from plots o f concentration of 
methanol vs. dose are presented in Table I. It is evident 
from Table I that the yields of methanol are high when 
there is an ortho or para relation between a hydroxyl and 
a methoxyl group whereas the yields are low in cases where 
these groups are meta to one another.

ESR Studies. On in situ electron irradiation of N20  
saturated 1 mM solutions o f 2- and 4-MP, of 2,3- and
2,6-DMP, and of the methoxylated hydroxybenzoic acids 
at pH 5-11, phenoxyl and semiquinone anion radicals were 
observed (Figure 1). The ESR parameters of a number 
of these radicals have been reported.3,22 The phenoxyls 
are formally derived from the substrates by loss o f the 
phenolic H, whereas the semiquinones formed are char­
acterized by exchange of one methoxyl group by -O- (Table
II). With 2,3-DMP and 5-methoxysalicylic acid at low flow 
rates (~0.5  mL s“1) relatively weak lines from additional 
semiquinone anions were detected. These radicals are 
possibly formed, as secondary products, by a mechanism 
analogous to that described3 for other phenols. With 3-MP 
and 3,5-DMP only phenoxyl radicals, derived from the 
substrates by removal of the phenolic H’s, were observed. 
There was no indication o f substitution of -O* for a me­
thoxyl group. This is in agreement with the low yields of 
methanol obtained on 7 irradiation from these compounds 
which are characterized by a meta relation between the
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TABLE I: Yields0 o f Methanol and Benzosemiquinones Produced on Irradiation o f  N 20  Saturated Solutions o f 
Methoxylated Phenols and Hydroxy benzoic Acids at 20 ± 2 °C

^(CH3OH)/G(OH)7’~% ~ t G (SQ )/
Substrate pH 3 pH 7 G(OH),c % G(OH),<* %

2-MP 18 ± 2.7 16 ± 2.4 8 19 ± 1.9
3-MP <5 <5 3e 6 ± 0.6
4-MP 25 ± 3.8 22 ± 3.3 13 27 ± 2.7
2,3-DMP 24 ± 3.6 22 ± 3.3 10 25 ± 2.5
2,6-DMP 27 ± 4.0 24 ± 3.6 6 25 ± 2.5
3,5-DMP 7 ± 1.0 8 ± 1.2 3C 6 ± 0.6
5-Methoxysalicylic acid 22 ± 3.3 16 ± 2.4
Vanillic acid 13 ± 2.0 18 ± 2.7
Syringa acid 25 ± 3.8 27 ± 4.0

a The yields are expressed as ratios o f G values. The G value defines the number o f molecules produced per 100 eV o f 
absorbed radiation. G(OH)= 5.5. b Obtained from ‘ “Co 7  radiolysis. c Measured using ~600 rads/pulse at pH 5-6.>; 
d Obtained by extrapolating to zero dose rate using eq 3. e Measured at pH > 6  and corrected for 100% dissociation o f«  
m-hydroxyphenoxyl radical. , ,

TABLE II: Coupling Constants (in Gauss) and g Factors o f SemiquinOne Radical Anions in Aqueous Solution at ~5 °C
SUBST  RATE \ .' .

“ Nearly identical parameters are reported by ref 3. b Secondary radical, observed only in the case o f 2,3-DMP. 
c Secondary radical.

hydroxyl and methoxyl groups(s).
2,3- and 2,6-DMP yield the same radical, the o-meth- 

oxy-o-semiquinone radical anion, with about the same 
yield, which demonstrates that in the reaction of OH with
2,3-DMP the methoxyl group at the 2 position is replaced 
preferentially. This position is doubly activated: by the 
OH group at Cj and by the methoxyl group at C3 (see 
below).

Three additional compounds were studied by ESR, using 
N 20  saturated 1 mM solutions at pH 6-10: On the situ 
irradiation o f 2-ethoxyphenol strong lines from the 0- 
semiquinone radical anion were observed and ethanol was 
isolated as a reaction product. On irradiation of 4- 
benzyloxyphenol and of thyronine (4-(4'-hydroxyphen- 
oxy)phenylalanine) the p-semiquinone radical anion was 
produced.

Proposed Reaction Mechanism. The experimental 
results are explained in terms of two processes: (a) Ad­
dition of OH to ring carbons not carrying methoxyl groups 
leads to formation of phenoxyl radicals via23 elimination 
of H20  from the OH adducts. This reaction will be de­
scribed in detail elsewhere.24 (b) Addition of OH to ring

Figure 1. Second derivative ESR spectrum obtained on radiolysis of 
a N20  saturated 1 mM solution of vanillic acid at pH 9.5 and ~ 5  °C.

positions occupied by methoxyl groups leads to OH ad­
ducts which may decay by elimination of methanol to yield 
semiquinone radicals, e.g.
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O H  O H  OH

O'

Processes (a)and (b) account24 for removal of >90% of the 
OH tadicals.

Oxidative replacement reactions analogous to (2) have 
previously been reported1“3,l’’12 or discussed.5,6,14 The 
difference in the degree of demethoxylation of substrates 
with methoxyl groups, meta to the OH group on the one 
hand and those characterized by methoxyl groups ortho 
or para to the OH groups on the other is attributed to 
preferential addition of the electrophilic25 OH radical to 
those ring positions which are activated by the ortho-para 
directing OH or methoxyl groups. With the former class 
o f compounds (meta methoxylated phenols) none of the 
activated positions carry methoxyl substituents whereas 
with the latter group (ortho or para methoxylated phenols) 
the activated positions include those occupied by methoxyl 
groups. From the.difference in the yields of methanol from
3- MP and 3,5-DMP on the one hand and those from 2- and
4- MP and 2,3- and 2,6-DMP on the other it may be es­
timated that the . rate of OH attachment to activated 
positions exceeds that to nonactivated positions by a factor 
~4. Similar conclusions have recently been drawn16 
concerning the reactivity of OH with methoxylated 
benzenes and "benzoic acids.

Conductivity Measurements. The semiquinones formed 
in reaction 2 should result in changes in conductivity of 
the methoxyphenol solutions after pulse irradiation. These 
conductivity changes should mainly be due to H+ produced 
by deprotonation of the semiquinone formed (steps B and 
C). No conducting species result from the formation of 
phenoxyl radicals, produced24 by H20  elimination from 
those OH adducts where OH is attached to ring carbons 
not occupied by a methoxyl group. By conductivity it 
should therefore be possible to determine the yields of 
semiquinones formed in reaction 2 provided pKa(substrate) 
> pH(solution) > p ifa(semiquinone).

(a) 2- and 4-MP and 2,3- and 2,6-DMP. On pulse ir­
radiation (~600 rads/pulse) of N20  saturated 0.2 mM 
solutions of 2- or 4-MP or of 2,3- or 2,6-DMP at pH 5-6 
changes in conductivity were observed after the pulse as 
shown in Figure 2. The initial conductivity change after 
the pulse is due to the neutralization reaction between H+ 
and OH”, produced during the pulse. The increase of 
conductivity observed after 50-100 ixs is attributed to 
formation o f H+ and semiquinone radical anion in steps 
B and C, eq 2.

The G values for formation of semiquinone were cal­
culated from the maximum increase of conductivity at 
50-100 ixs after the pulse using ¿¿(H+) = 3.62 X 10“3 V“1 cm2 
s“1 and ¿¿(semiquinone) = 3.3 X 10“4 V“1 cm2 s“1. The G 
values thus obtained (second column of Table I) are a 
factor ~ 2  smaller than the G values for production of 
methanol by y radiolysis. A discrepancy of this kind is 
expected if step B is too slow to prevent bimolecular decay 
of OH adduct I (step D) from being important. Since step 
D is a bimolecular reaction, its rate depends on the

I I r ~
'

—
.

I •\*
a loo ps b 2000ps

Figure 2. Changes observed in the conductivity of a N20  saturated 
2 mM solution of 2,3-DMP on irradiating with a pulse of ~ 6 0 0  rads: 
(a) sweep 50 ¿¿s/division; (b) sweep 1 ms/division.

Figure 3. Dependence of maximum conductivity increase at 5 0 -1 0 0  
ixs after the pulse on dose/pulse for N20  saturated 2 mM 4-MP at pH 
6 (O). Data plotted according to eq 3 (X).

concentrations of the reactants (i.e., dose rate), whereas 
the rate of step B, which is a unimolecular reaction, is 
independent of dose rate. Differences in dose rate 
therefore result in differences in the relative contributions 
of steps B and D to the reaction products. Under con­
ditions of high initial radical concentrations as produced 
in pulse radiolysis, step D is of greater importance than 
in y radiolysis, where dose rates are typically a factor of 
~ 106 lower.

From reaction 2, the following expression is obtained for 
the dependence of G(semiquinone) on dose rate, expressed 
in terms of krads/jus

1
G (SQ)

1
G (S Q )0

+
k D X dose rate

k B
f (3 )

where G(SQ) and G(SQ)0 are the yields of semiquinone for 
finite and zero dose rates, respectively, and kB and ky, are 
the first- and second-order rate constants, respectively, for 
steps B and D. /  = 1.04 x  10“6tpG(OH)/G(SQ)0 where tP 
is the pulse length in microseconds. G(SQ)0 can be de­
termined from the intercept of a plot of G(SQ)“1 vs. 
dose/pulse (Figure 3). The G(SQ)0 values thus obtained 
are presented in column 5 of Table I; within experimental 
error they are in agreement with the methanol yields from 
60Co 7 irradiations for which step D is slow as compared 
to step B.

Due to overlap between the conductivity changes from 
the neutralization reaction H+ + OH“ and those from step 
2B (Figure 2), it was not possible to accurately determine 
the rate of formation of semiquinones from OH adduct I 
(step B). However, from the time scale over which the 
conductivity changes occur, the rate constant for this 
process is estimated to be 103-104 s“1 at pH 5-6. The same 
order of magnitude for kB is obtained from the slope of 
plots similar to that shown in Figure 3 if a value of 2 X  
109 M“1 s“1 is used for kD. From measurements at pH 4-5, 
there is qualitative evidence that the rate of step B in-
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Figure 4. Dependence of G(SQ •)<> at 5 0 -1 0 0  /xs after the pulse on 
pH for N20  saturated 2 mM solution of 2,3-DMP.

creases with decreasing pH indicating that methanol 
elimination from OH adduct I can be enhanced by H+. At 
the same pH, the rate constant for formation of the p- 
semiquinone from 4-MP is approximately 2-3 times larger 
than those for production of the o-semiquinones from
2-MP and 2,3- and 2,6-DMP.

Optical measurements to determine the rates of for­
mation of the semiquinones do not yield quantitatively 
analyzable results due to overlap of the semiquinone 
spectra with those24 of the phenoxyl radicals formed. The 
absorption maximum of the o-semiquinone radical anions 
from 2-MP and 2,3- and 2,6-DMP must be <400 nm since 
no optical absorptions after 50-100 /xs were observed at 
X >400 nm in pulse irradiated solutions at pH 6. This is 
in agreement with the published spectra5 obtained on pulse 
irradiation of catechol solutions.

The increase in conductivity at 50-100 /xs after the pulse 
is followed by a decrease of conductivity almost (>85%) 
to the original value prior to the pulse (Figure 2). The 
nonquantitative regeneration of conductivity after all 
radical species have disappeared may be rationalized in 
terms o f the pKa values of the reaction products being 
slightly lower than those of the starting materials.

The pKa values of the semiquinones produced from 2- 
and 4-MP and from 2,3- and 2,6-DMP were determined 
by measuring as a function of pH the conductivity changes 
observed 50-100 /xs after the pulse in N20  saturated 0.2 
mM solutions. A dose rate variation (0.2-1 krad/pulse) 
was performed for each pH value. Using eq 3, the G(SQ“-)0 
values were calculated and plotted vs. pH (Figure 4). A 
pKa of 5.0 ±  0.2 is obtained for o-semiquinone formed from
2-MP. The same value is determined for o-methoxy-o- 
semiquinone produced from both 2,3- and 2,6-DMP. For 
p-semiquinone produced from 4-MP the pKa obtained is
3.9 ±  0.2, which is in good agreement with the reported 
values of 4.06 and 4.126 measured optically.

(b) Methoxylated Hydroxybenzoic Acids. Conductivity 
changes at 50-100 /xs after the pulse were also observed 
on pulse irradiation of solutions of the methoxylated 
hydroxybenzoic acids. However, these signals are not 
exclusively due to formation of semiquinones but reflect

in addition changes in the ionization state of the carboxyl 
group which occur on reaction o f the substrates with OH. 
Without detailed information on the latter effect the yields 
of production of semiquinones can therefore not be de­
termined quantitatively.

(c) 3-MP and 3,5-DMP. With 3-MP and 3,5-DMP at 
pH 5-7 the conductivity changes at 50-100 /xs after the 
pulse were found to be very small. This is expected dh the 
basis o f the low yields of methanol from y  irradiations 
(Table I). However, the conductivity signals cannot be 
analyzed in terms of yields unless the pJFfa value o f the 
m-hydroxyphenoxyl radical is known. This p fia value was 
therefore determined using N 20  saturated, solutions 
containing 2 mM T12S 0 4 and 0.2 mM resorcinol. In this 
system the rate of production of m-hydroxyphenoxyl 
radical by reaction of Tl(II) with resorcinol is independent 
o f pH.27 By measuring the changes as a function o f pH 
in the optical absorption at X 450 nm, where the ionized 
radical absorbs, the pKa value of the m-hydroxyphenoxyl 
radical was determined to be 7.1 ±  0.2. The yields of 
m-hydroxyphenoxyl radical from 3-MP and 3,5-DMP 
(Table I) were calculated on the basis o f conductivity 
signals measured at pH 6-7 using the dissociation curve 
of the m-hydroxyphenoxyl radical for appropriate cor­
rections. The yields obtained are in good agreement with 
the methanol yields from y  irradiations which is further 
support for reaction 2.
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The decomposition of chloral hydrate in aqueous solution induced by the action of ultrasound of 29 and 400 
kHz was studied. The reaction rate is proportional to the intensity of ultrasound and to the square root of 
the chloral hydrate concentration. The rate is also proportional to the square root of the oxygen concentration

__ dissolved in solutions at relatively low concentration, while at high oxygen concentration the rate is independent
Of the oxygen concentration. The proposed reaction scheme is as follows. H20  —*■ R (radicals produced in 
cavitation), R + chloral hydrate —*■ chloral hydrate radical. Chloral hydrate radical + activated oxygen produced 
in- cavitation -*■ peroxy radical, peroxy radical -► hydrochloric acid + R. The chain reaction was assumed to 
terminate bimojecularly. The reactions induced by ultrasound are different from those induced by y rays in 

*' that an activation step of oxygen in cavitation bubbles is included in the former case.

Introduction
Intense ultrasonic waves cause chemical changes in 

aqueous solutions by a mechanism involving cavitation. 
Prasad and Sharma1 reported that the major product in 
the decomposition of aqueous solution of chloral hydrate 
by ultrasonic waves is hydrochloric acid. Although they 
have studied the effect of additives and pH on the yield 
of hydrochloric acid, they have not elucidated the kinetics 
of this reaction. It has been found by several workers2-5 
that the similar reaction takes place in the radiolysis of 
aqueous solution of chloral hydrate. Spinks and his co- 
workers3,4 found that the reaction rate is proportional to 
the concentration of chloral hydrate to the 0.39 power and 
to the intensity of y rays to the 0.66 power. They proposed 
a mechanism in which both bimolecular and unimolecular 
termination reactions were assumed to occur. In contrast 
to the case of radiolysis, in the present study of ultrasonic 
decomposition it was found that the reaction rate is 
proportional to the intensity of ultrasound and to the 
square root of the concentration of chloral hydrate. In 
addition, the rate is also proportional to the half power of 
oxygen concentration dissolved in solution when the ox­
ygen concentration is low, whereas the rate is independent 
of the oxygen concentration when oxygen is dissolved 
sufficiently. In the present paper a reaction mechanism 
including the activation of dissolved oxygen in the cavi­
tation bubbles6 will be proposed. This mechanism agrees 
well with the observed results.

Experimental Section
Chloral hydrate (reagent grade) was dissolved in highly 

purified water which had been distilled twice and further 
purified with ion exchange resins. The solution (10 mL) 
in a test tube (3 cm diameter) was irradiated with ul­
trasonic waves in a thermostat at 30 °C. Before irradiation 
the solution was saturated with air or the mixture of 
oxygen and nitrogen in various composition and then the 
test tube was sealed. The test tube was fixed 1.5 cm above 
the transducer. The ultrasonic frequency was 29 and 400 
kHz. The concentration of chloride ion produced in de­
composition by ultrasound irradiation was determined by 
turbidimetry.7

The power output o f ultrasound was determined by the 
following method. A cylindrical polyethylene block (83 
mm diameter X 55 mm hight) was held 0.5 cm above the 
transducer. After the irradiation with ultrasound for a 
certain time, the amount of heat produced by ultrasound

in the polyethylene block was determined in a water 
calorimeter. The power output of the transducer was thus 
obtained on the basis of the assumption that the sonic 
energy is completely transformed to the heat energy inside 
the polyethylene block. The relative intensity o f the 
ultrasound at the position of the sample was measured by 
use of a thermocouple sandwiched between two small plate 
of polyethylene (20 mm diameter X 2 mm thickness). 
When the temperature indicated by the thermocouple was 
plotted against the irradiation time, the slope of the first 
linear part of the line is proportional to the intensity of 
the ultrasound. It was confirmed that the power input into 
the transducer is proportional to the ultrasonic intensity.

Results and Discussion
The yield of chloride ion by the action of ultrasound is 

shown in Figure 1. The reaction rate produced by ir­
radiation with 400 kHz ultrasound is 1.8 times greater than 
that by 29 kHz ultrasound.

In order to study the effect of dissolved oxygen in 
aqueous solutions on the rate of decomposition of chloral 
hydrate, various mixtures of nitrogen and oxygen were 
bubbled into the solutions and the test tubes were sealed 
at 1 atm. The reaction rate was plotted against the partial 
pressure of oxygen in Figure 2. On the basis of the as­
sumption that the oxygen concentration is proportional 
to the partial pressure of oxygen above the solution, it was 
found that the rate is proportional to the square root of 
oxygen concentration at low concentration, while at rel­
atively high concentration the rate is independent of the 
oxygen concentration. When the solution was saturated 
with nitrogen gas after degassing by repeated freezing and 
melting, the yield of chloride ion is very small, indicating 
that nitrogen gas is inert in the present reactions.

Figures 3 and 4 show the effect of concentration of 
chloral hydrate and the intensity o f ultrasound on the rate 
of decomposition of chloral hydrate in aqueous solution. 
It was determined by the least-squares method that the 
reaction rate is proportional to [Ch]0 45/0 96 for the solution 
which had been bubbled with the mixture o f gases con­
taining 20% oxygen, where [Ch] represents the concen­
tration of chloral hydrate and I is the intensity of the 
ultrasound. When the solution had been bubbled with the 
gas containing 2% of oxygen, the reaction rate was found 
to be proportional to [Ch]0-51/ 106. Consequently, the re­
action rate is proportional to the square root of the 
concentration of chloral hydrate and to the intensity of
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Figure 1. Yield of chloride ion with two dfferent ultrasound frequencies: 
( • )  400 kHz, (O ) 29 kHz ultrasound. Both saturated with air. The 
concentration of chloral hydrate was 0.1 M. The power output was
0.5 W crrr2.

c

Figure 2. Relation between the reactior rate and the partial pressure 
of oxygen bubbled into the solution. The ultrasound frequency was 400 
kHz and its power output 0.5 W cm-2. The concentration of chloral 
hydrate was 0.1 M.

Concentration o f ch lo ra l hydrate (m ol l '1)

Figure 3. Concentration dependence of the rate of reaction. O 
represents the solution which had been saturated with the mixture of 
20 %  0 2 gas and 80 %  N2 gas. •  represents the solution saturated 
with the mixture of 2 %  0 2 and 98 %  N2. The ultrasound frequency 
was 400 kHz and its power output 0.5 W c m '2.

ultrasound, regardless of the concentration of oxygen gas 
dissolved in the solutions. These results are different from 
those observed in radiolysis by McIntosh et al.4 They 
reported that in the case of radiation-induced decompo­
sition of aqueous solution of chloral hydrate the rate is

lC 1-5 
1 

T _

o /
r  i.o /
X /o y
¡0 0.5 a> - /
o

cr. ______ i______
0 0.5 1.0 1.5

Power ou tpu t ( W c r r f2)

Figure 4. Effect of the intensity of ultrasound on the rate of reaction. 
O  and •  represent the same as those in Figure 3. The ultrasound 
frequency was 400 kHz. The concentration of chloral hydrate was 0.1 
M.

proportional to [Ch]039! 9-66, where I is the intensity of y 
rays.

In order to interpret the present results in sonolytic 
decomposition, the following reactions are assumed:

H2 O —̂  R (1)

R + Ch Ch + R (2)

o 2 ^ > o 2* (3)

o 2* 02 (4)

Ch + 0 2 * C h02 (5)

C h02 — HC1 + R (6)
* ' kR + Ch —̂  stable product (7)

where R represents the initiating free radical, Ch, and Ch 
is chloral hydrate molecule and radical, respectively. 0 2* 
represents an oxygen molecule activated in cavitation. 
Reaction 1 and 3 take place in cavitation bubbles. The 
rate of reaction 1 is proportional to the intensity o f ul­
trasound. As will be discussed later the rate of reaction 
3 is also proportional to the intensity I when the con­
centration of the dissolved oxygen is high, while the rate 
is proportional to the concentration of oxygen as well as 
to the intensity I when the dissolved oxygen concentration 
is relatively low. By applying the stationary state concept 
to R, Ch, and ChO radicals, one can derive the following 
equation:

fe2[Ch]-fe6fe7[Ch02]//25[02*]
-  2k62k1[Ch02]2/klIks[ 0 2*] = 0 (8 )

Since fe2[R][Ch] »  fe7[fc][Ch] and fc5[Ch][02*] = jfe6- 
[Ch0 2], fe6fe7[Ch02] /* 5[0 2*] can be neglected in com ­
parison with fe2[Ch], Then the following expression is 
obtained for the rate of production of hydrochloric acid:

d [H C l]/d i = k6 [C h 0 2 ]
= (k lk2ksl2k1)1/2 [C h ]1/2f 1/2 [ 0 2 * ] 1/2 (9 )

As for the activation of oxygen in the cavities expressed 
by reaction 3, different mechanism must be considered 
below and above the transition at 80 Torr of oxygen as 
shown in Figure 2. It is assumed that all the cavities 
(cavitation bubbles) are nearly the same size and that the 
amount of ultrasonic energy available in each cavity is 
limited and only a certain amount of oxygen can be ac­
tivated with this amount of energy. Consequently, when 
the concentration of the dissolved oxygen is high, the
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amount of activated oxygen is independent of the oxygen 
concentration. In that case the intensity of the ultrasound 
I should become the limiting factor. The rate o f activation 
o f 0 2 can be expressed proportional to the intensity I. 
Then

d [0 2* ] /d f  = k3'I -  k 4 [0 2 * ] -  ks [C h ][0 2 *] ( 1 0 )

On the other hand, when the concentration o f oxygen is 
low, the rate o f reaction 3 also depends on 0 2. In this case 
eq 11 must be used instead o f eq 10. If most of the ac-

d[02*]/df = fc3[02J/-fc4[02*]
-fes[Ch][02*] (11)

tivated oxygen dtecay unimolecularly, one can assume that 
k4[0 2*] »  &5[Ch][02*]. Taking in the stationary state 
concept to the activated oxygen, eq 12 and 13 are derived

[0 2* ] = ( k 3'/k4)I ( 1 2 )

[0 2*] = (k3lk ,) [0 2]I (13 )

Warming of -/-Irradiated Naphthalene Glassy Solution in FM

for the high and low concentration of dissolved oxygen, 
respectively. Substituting eq 12 and 13 for [0 2*] in eq 9 
yields the following: at high concentration of oxygen

d[H C l]
dt

( k l k 2 k 3 ' k s \

V 2fe4fe7 /

1/ 2
[C h ]1 /2I (14 )

at low concentration o f oxygen

d[H C l]
d f

/ fet fe2fe3fe5 \
V 2 k 4 k 7 )

[C h ]1/2 [ 0 2] 1/2/ (1 5 )

Equation 14 or 15 agrees quite well with the experi­
mental results which are shown in Figures 2^4, viz. the rate 
of decomposition is proportional to the square root of the 
concentration of chloral hydrate and to the intensity of 
ultrasound when sufficient oxygen is dissolved ip the 
solution. On the other hand, when the concentration o f  
dissolved oxygen is low, the rate is proportional to the 
square root of the concentration of oxygen as Well as that 
o f chloral hydrate, and to Jhe intensity o f ultrasound.

It is concluded that the, decomposition of chloral hydrate 
in aqueous solution by the action of ultrasound proceeds 
by a different mechanism from that induced by ionizing 
radiation. In the former case, the activation o f dissolved 
oxygen caused in the cavities must be taken into account- 
in the study of kinetics. It was also concluded}, that all the 
cavities are nearly the same size and contain about the 
same amount o f available energy for activating 0 2.
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Naphthalene solutions in a Freon mixture consisting o f CFC13 and CF2BrCF2Br were y irradiated at 77 K and 
then warmed to 83.7 K. Warming produced an intermediate having a characteristic absorption band at 0.76 
¿¿m on the change of a naphthalene cation to a dimer cation. Analysis o f the effects o f both naphthalene 
concentration and dose led to a conclusion that the intermediate is a complex of the naphthalene cation with 
•CF2CF2Br. Another new species absorbing strongly near 1.16 |im was formed from the dimer cation upon 
warming. This band was assigned to a tetramer dication, S42+—2Br . Extinction coefficients of the new species 
as well as those of the naphthalene cation and dimer cation were determined.

Introduction
Either cations or anions1 of organic compounds can be 

selectively prepared by y irradiation o f solutions in 77 K 
matrices of suitably chosen solvents.2 Recent spectroscopic 
studies on cations and anions by Shida and Iwata3 
demonstrate the usefulness of the selective preparation. 
Warming an irradiated solution allows diffusion, which 
induces chemical reactions such as charge neutralization,4 
formation of dimer and tetramer cations,5”8 and formation 
of I4\9 However, not much has been revealed about the 
details of warming-induced processes in irradiated rigid 
solutions.

The present paper deals with the warming-induced 
change o f the absorption spectrum in 7 -irradiated 
naphthalene solutions in Freon mixture glass. The Freon 
mixture, FM, is an equivolume mixture of CFC13 and

CF2BrCF2Br, which forms an optically transparent glass 
at 77 K.10 Irradiation of solutions in the FM matrix gives 
cations of solute molecules.11 In our preliminary exper­
iments, FM glass was found not to crack for the tem­
perature change necessary for the present experiments. An 
established mechanism for primary processes in irradiated 
matrices of alkyl halides2 enables us to write the following 
reactions for FM rigid solutions:
F M ^ F M * + e'
e‘  + CFjBrCF2Br ->• CF2CF2Br + B r 
FM+ + S -* S+ + FM

where FM+ represents positive holes, which are trapped 
by naphthalene molecules, S, to give cations, S+. Radi­
ation-induced S+, •CF2CF2Br, and Br" 12 as well as solute 
and solvent molecules may participate in warming-induced
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Figure 1. The warming-induced change of the absorption spectrum 
in a 4 .9 mmol kg ' naphthalene glassy solution in FM y-irradiated with 
a dose 6.0 X  1022 eV  kg~' in a 0.48-m m  thick cell. The 8 depicted 
curj/es are selected from 16 curves measured in a sequence. (1) 
Immediately after irradiation. Warming intervals between two successive 
measurements at 83.7 K: (1), 30 s (2), 30 s (3), 4 min (4), 25 m o (5); 
at 90 K: (5), 10 s (6), 30 s (7), 18 min (8).

reactions. In this paper, we present a scheme for warm­
ing-induced processes involving these species on the basis 
o f the analysis of the .concentration and dose effects. 
Warming at precisely controlled temperature made the 
analysis possible.

The absorption spectrum of the naphthalene dimer 
cation, S2+, was first measured by Brocklehurst and co­
workers,5 and their assignment was supported by quan­
titative pulse radiolysis studies.13,14 The previous as­
signment of the dimer cation was accepted in the present 
study without further argument.

Experimental Section
Daiflons 11 (99.9% CFC13) and 114B2 (99% 

CF2BrCF2Br) purchased from Daikin Industry Co. were 
used without further purification. Naphthalene was Tokyo 
Kasei’s zone-refined reagent. Sample solutions were 
degassed, except for experiments with aerated solutions, 
and frozen to glass at 77 K in 0.6-1.6-mm thick cells made 
o f Suprasil. A sample at 77 K was y irradiated at a dose 
rate o f 2.0 X  1021 eV kg 1 min-1. After the measurement 
o f the absorption spectrum on a Cary 14RI spectropho­
tometer, the sample was immersed in a mixture of liquid 
nitrogen and liquid oxygen which was kept at a temper­
ature of 83.7 ±  0.3 K. The sample thus warmed for a 
certain period was cooled to 77 K to measure the spectrum 
again. The procedure was repeated more than 10 times 
until the amount of naphthalene dimer cation reached its 
maximum. The warming temperature was raised to 90 K 
after completion of dimer-cation formation in order to 
accelerate a reaction.

Results
Figures 1 and 2 show the change of the absorption 

spectra induced by warming in y-irradiated naphthalene 
solutions in FM matrices. In Figure 1 the 0.55-0.69-pm 
bands for the naphthalene monomer cation (M) seen at 
step 1 were replaced at step 3 by a broad band with a peak 
at 0.76 pm, which characterizes a hitherto unknown

Vj-ifTi

Figure 2. The warming-induced change of the absorption spectrum 
in a 15 mmol kg-1 naphthalene glassy solution in FM y-irradiated with 
a dose 1.0 X  1022 eV  kg-1 in a 1.5-mm thick cell. (1) Immediately 
after irradiation. Warming intervals at 83.7 K: (1), 70 s (2), 60 s (3), 
4 min (4), 15 min (5); at 90 K: (5), 20 s (6). 30 s (7), 15 min (8).

■J/prn’

Figure 3. The absorption spectra of transients M, X, D, and Z. See 
Discussion as to the estimation of the extinction coefficients.

species, X . Prolonged warming changed X  to the naph­
thalene dimer cation (D) having a characteristic band at
1.03 pm.5 Thus, X  is an intermediate in consecutive re­
actions, M -*  X  —► D. The growth o f the dimer-cation 
band during steps 2-4 in Figure 2 is considered to be due 
to the enhancement o f the conversion o f X  to the dimer 
cation by the increase in the naphthalene concentration. 
Exposure to tungsten light, under the same illumination 
conditions that caused trapped electrons in alcohols to be 
thoroughly removed, did not change appreciably either the 
monomer cation or X . Figure 3 shows the spectra of the 
monomer cation, dimer cation, and X  in the region of
0.35-1.6 pm. The transient X  was also found in glassy 
solutions o f a 3-methylpentane (3M P)-CF2BrCF2Br 
mixture, but not in those o f 3MP-CFC13, 3MP-BuCl, 
isopentane-BuCl, or 3MP. Thus, X  formation seems to 
be peculiar to matrices containing CF2BrCF2Br. The 
formation o f dimer cations did not depend on solvent.

Warming after completion of the dimer-cation formation 
replaced the 1.03-pm band by a strong band near 1.16 pm, 
which appears so near to the 1.03-pm band that it has been
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Figure 4. The change with time in the net optical densities for the 
transients at the characteristic wavelengths. A 4.9 mmol kg '1 solution 
was irradiated with a dose of 1.2 X  1022 eV  kg '1 and warmed at 83.7  
K until time th after which temperature was raised to 90 K.

assigned mistakenly to the dimer cation.3“ The species 
with the 1.16-Aim band is denoted by Z. Its spectrum in 
the region o f 0.35-1.6 tim is also shown in Figure 3. Z 
formation was not peculiar to FM solutions. As shown in 
Figure 2, another band near 1.3 pm rose temporarily in the 
course of Z formation. The yield of the intermediate (Y) 
with the 1.3-itm band increased with increase in the 
naphthalene concentration, but was not high enough to 
discuss its formation quantitatively.

The observed spectra were composites of the spectrum 
o f each species except for the special cases in which only 
one species dominated. When two species coexist, the net 
optical density for one species is calculated from the optical 
densities observed at the peak wavelengths for the species 
concerned. The peak wavelengths, 0.69, 0.76,1.03, and 1.16 
pm for M, X , D, and Z, respectively, are denoted by m, x, 
d, and z when used as a subscript for the extinction 
coefficient and optical density. For example, the net 
optical density for X  at 0.76 pm, Z)xx, is given by

(pexx (X> =
O D x -  gO D d

1 -  aj3

where a = cdx/exx and ft = <*D/t dD, and ODx and ODd are 
the observed optical densities at 0.76 and 1.03 pm, re­
spectively. The ratios a and ft were determined from the 
specfra of X  and the dimer cation, respectively. The 
density of a solution, p, is involved because of the use of 
molality (mol kg'1), represented by () instead of the molar 
concentration (mol dm '3) to avoid the intricacy caused by 
the change in volume with temperature.

An example o f the change with time of the net optical 
density during warming is shown in Figure 4, which il­
lustrates the successive formation of the species. A lo­
garithmic time scale in Figure 4 is used merely to show the 
sequence clearly, it is not intended to suggest the tunneling 
mechanism for which a D vs. log t plot is linear.15 The 
warming-induced processes seem to result from diffusion, 
since the reactions occur between two molecules such as 
X  and a naphthalene molecule. The inspection of many 
decay and growth curves revealed that the rate was not 
determined only by the naphthalene concentration, dose, 
and temperature. All the reactions were accelerated or 
retarded by unknown factors depending on each sample. 
This finding suggests that a subtle difference in the frozen 
state exists among solutions and affects the diffusion.16 
This diffusion effect was observed regardless of concen­
tration and dose, although the yields o f the transients were 
found to depend on the naphthalene concentration and 
dose. The difference in the frozen state does not seem to

Figure 5. The concentration dependence of at doses of 1.0 X  
1022 and 6.0 X 1022 eV  k g '1 (O and • ,  respectively). The curves are 
calculated in terms of eq I I I  and IV  with parameters adjusted to fit best 
the data (see Discussion): (I) 1.0 X  1022 eV  k g '1: (II)  6.0 X  1022 eV  
k g '1. • *

with eq V (solid lines) and with eq V I (broken lines).

change ratios of reaction rates in one sample solution, but, 
seems to change every reaction rate by the same factor.

The kinetics of the warming-induced processes were 
analyzed on the basis of the yields of the transients with 
respect to concentration and dose. A maximum yield of 
X  is defined by

X max = m axim um  D xx /initial DmM

Figures 5 and 6 show plots o f X max vs. the naphthalene 
concentration and dose, respectively. Chemical kinetics 
tells us that in the consecutive reactions the maximum X  
concentration divided by the initial M concentration is a 
function of a ratio o f a decay rate to a formation rate of
X .17 Therefore, the observed dependence of X max on both 
the naphthalene concentration and dose, as shown in 
Figures 5 and 6, indicates that naphthalene molecules and 
radiolysis products (dose-dependent species) are involved 
in the formation and decay o f X.

A formation process o f the dimer cation was not in­
fluenced by the much slower processes of its decay. In fact, 
DdD increased linearly with the increase in Dxx except for 
the initial and final stages o f dimer cation formation. 
Thus, the treatment based on consecutive reactions is 
unnecessary for dimer-cation formation, and a conversion 
factor for the change of X  to the dimer cation is defined 
by

/ ( D /X ) =  ADdu /(-ADKx )
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Figure 7. Stern-Volm er type plots of f(D/X) for doses 1.0 X  1022 and 
6.0 X  1022 eV  kg-1 (O  and • ,  respectively).
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Figure 8. The dependence of both f(Z/D) and the Z-peak wavelength 
on naphthalene concentration (at a dose of 6.0 X  1022 eV  kg“1) and 
dose (at a concentration of 15 mmol kg“'): (O) f(Z/D); (A) the Z-peak 
wavelength.

whose values were measured in 2.5-15 mmol kg“1 solutions 
irradiated with doses of 0.40 X 1022-6.0 X 1022 eV kg“1. The 
conversion factor increased with an increase in the 
naphthalene concentration and with a decrease in dose. 
Measured values fit Stern-Volmer type plots as shown in 
Figure 7.

Similarly, /(Z /D ) is defined for the change of the dimer 
cation to Z. The measured values for /(Z /D ) depended on 
both the naphthalene concentration and dose as shown in 
Figure 8. The peak wavelength for Z was found to shift 
slightly depending on both the concentration and dose as 
is also shown in Figure 8. A parallel correlation is seen 
between /(Z /D ) and the shift.

The presence of oxygen did not affect the monomer- 
cation formation, but did inhibit the formation of the 
warming-induced species. Aeration reduced X max of 0.33 
and 0.23 in deaerated solutions to 0.14 and 0.12, respec­
tively, in 2.5 and 15 mmol kg“1 naphthalene solutions 
irradiated with a dose of 1.0 X 1022 eV kg l. At these 
concentrations, values of 1.6 and 2.4 for /(D /X ) in 
deaerated solutions were reduced to 1.1 and 1.4, respec­
tively, by aeration. No remarkable effect of aeration was 
observed on /(Z /D ).

Discussion
The Dimer Cation and X. Processes 1-3 are considered 

to be involved in the warming-induced change to the dimer

1 2
s

unobserved products

cation. The concentration dependence of /(D /X ) suggests 
that process 3 competes with process 2, the latter being 
a reaction of X  with naphthalene (S) to produce the dimer 
cation. If both the formation and decay of X  are first-order 
reactions, the maximum X  concentration is given by17
m axim um  IX) 1 /  In p \ r,
“  initial <m T  ‘  p  “ M M  %  : (If
where p is the ratio of decay rate constant to formation 
rate constant.

The decay rate constant is represented as a sum o f 
pseudo-first-order rate constants for processes 2 and 3. 
The dose effect on /(D /X ) suggests that process 3 involves 
a radiation-induced species denoted by Q. Therefore, an 
increase of the dimer cation, A (D ), is represented ap­
proximately as
AID) _ fe2(S)

-A  <x> M S) + M Q >
where k2 and k3 -are rate constants for the reactions o f X  
with S and Q, respectively. This equation can be written 
as

l  £ ¿ 7  MQ>\
/(D/X) edD\ M S ) / (II)

As Figure 7 shows, the data satisfy this relation. The 
intercepts of the lines on the ordinate give a value 0.40 ±
0.01 for exx/edD. Slopes divided by this value give 1.5 X 
10“3 and 6.8 X 10“3 mol kg 1 for k3(GD/k2 at doses of 1.0 
X 1022 and 6.0 X 1022 eV kg“1, respectively. The variation 
of M Q ) M  with dose indicates that the radiation-induced 
Q is actually involved in process 3. The nonlinear increase 
of MQ) M  with dose indicates that the G value of Q tends 
to decrease as the dose increases.

It is impossible to conclude from inspection of the data 
whether a radiation-induced species, denoted by R, is 
involved in process 1 or not; consequently, a rate constant 
for the X  formation is tentatively represented as M R ) .  
An explicit form for p is given as

k2
MR)

IS) +
/23IQ) 

k. (III)

Since M Q )/^2 has been evaluated above, a parameter to 
be determined is k2/(MR))- An experimental quantity, 
X m„ , is given on the basis of eq I by

exx /  In p\■^Mirf) <IV>X

Curves based on eq IV combined with eq III fit the data 
as shown in Figure 5 when e x/tmM and fe2/(MR>) are set 
at 0.40, and 20 mol“1 kg, respectively, for a dose o f 1.0 X 
1022 eV kg“1 (curve I); and 0.40, and 7.9 mol“1 kg for a dose 
of 6.0 X 1022 eV kg“1 (curve II). The variation of k2/{k1(R)) 
with dose suggests that the radiation induced R is actually 
involved in process 1. To represent the dose dependence 
of X max, we modify eq III, introducing the crude ap­
proximation that concentrations of R  and Q are directly 
proportional to dose:

-  L , , fe3<Q>0 (r/r0 )\
P M R )0(r/r0) \ + k2 ) (V )

where r is a dose and (R)0 is the R concentration for a
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standard dose, r0 = 6.0 X 1022 eV kg-1. The solid curves 
in Figure 6 are based on eq IV and V with the appropriate 
parameter values calculated above. If R  were not involved 
in process 1, the broken curves in Figure 6 based on the 
following equation would fit the data:

P = ki \ k2r0 )
(V I)

where k{' is a first-order rate constant whose magnitude 
is equal to &i<R}0. The agreement of the solid curves with 
the data is, sufficient to affirm the participation of R,

/ though the data scatter.
I The suppression of X  formation by oxygen can be at­

tributed to the removal of R  by oxygen. The finding that 
X  formatiori ^peculiar to CF2BrCF2Br suggests that R 
alsov relates“ to this "compound. Species formed by the 
irradiation o f naphthalene solutions in a FM matrix in- 
clbde a naphthalene monomer-cation, •CF2BrCF2, and Br . 
Among these, a radical •CF2BrCF2 can be removed by 
oxygen. Haloalkane radicals such as fCCl3 are believed to 
react efficiently with oxygen to form peroxy radicals.18 The 
monomer cation is not Considered to be removed by ox­
ygen, since in alkane-BuCl matrices the presence of oxygen 
assisted dimer-cation formation.19 The removal of aro­
matic cation radicals by oxygen has not been reported as 
far as the authors know. Therefore, R is identified with 
•CF2CF2Br. This identification leads to the conclusion that 
X  is a complex o f the monomer cation with the radical, 
S+—CF2CF2Br. Process 1 is accordingly represented as
S+ + CF2CF2Br ^  S+-' -CF2CF2Br (1)

The complex was removed by another radiation-induced 
species Q, which seems to be unreactivje to oxygen, because 
/ (D /X ) would increase on aeration if Q were removed by 
oxygen. The monomer cation cannot be Q, since the 
former has changed to X  before process 2 becomes pre­
dominant. Therefore, Q is most likely a bromide ion, Br-. 
Processes 2 and 3 are written as
S+- ■ CF2CF2Br + S -  S2+ (2)
S+- ■ CF2CF2Br + Br‘ S + CF2BrCF2Br (3)
When R is removed by oxygen, monomer cations are 
probably neutralized by Br
S+ + B r  -  S + Br (4)
The efficient formation of the dimer cation via the complex 
suggests that reaction 4 is much slower than reaction 1. 
Radicals -CF2CF2Br cannot recombine with bromide ions 
in warmed FM matrices, since this recombination is the 
reverse process of a spontaneous reaction (the second 
reaction in the Introduction). Both the monomer cation 
and radical seem to be removed through the complex in 
reaction 3 where neutralization and radical recombination 
occur simultaneously to form stable molecules.

We cannot answer the question why only -CF2CF2Br can 
form a complex with the monomer cation. Not all the 
aromatic hydrocarbons ever tested gave similar complexes 
in FM matrices.20 There might be other matrices that give 
similar complexes. The conditions for complex formation 
should be revealed before answering the above question. 
Experiments on various aromatic hydrocarbons in FM and 
other solvents are in progress. The present results show 
that reaction 1 proceeds faster than the direct formation 
of the dimer cation
S+ + S ^ S 2 + (5)
though the radical concentrations, which are estimated at 
about 0.5 and 3 mmol kg-1 for doses 1.0 X 1022 and 6.0 X 
1022 eV kg'1,21 respectively, are comparable to or lower than

naphthalene concentrations of 2.5-15 mmol kg“1. Although 
R might be intrinsically more reactive to the monomer 
cation than naphthalene molecules are, the fast diffusion 
o f the radical can account for the preference of reaction 
1 to reaction 5. For example, in an isopentane-n-butyl 
chloride glass, benzene forms its dimer cation at 77 K, but 
naphthalene requires warming to form its dimer cation.5 
Thus, small R radicals probably diffuse faster than 
naphthalene molecules do. The appearance of a small 
amount of the dimer cation immediately after irradiation 
in a 15 mmol kg 1 solution (Figure 2) suggests that the 
direct dimer cation formation could compete with process 
1 if the naphthalene concentration could be increased.

On the Species Z. In this section, the near-IR band of 
Z will be called a Z band. -The concentration dependence 
of / (Z /D ) and concurrent shift o f the Z band shown in 
Figure 8 can be accounted for if it is assumed that the band 
is'composed of bands for two species; one denoted by Z-l 
has an absorption peak at 1.16 ¿¿m and the other, Z-2, has 
a peak at 1.13 fim whose intensity is smaller than that of 
the Z -l band. It is also assumed that the Z -l band is so 
strong that the observed change in the Z-band intensity 
reflects the behavior o f Z-l. The decrease of /(Z /D ) with 
increasing naphthalene concentration indicates that Z -l 
formation is inhibited by naphthalene molecules, sug­
gesting that Z -l cannot be an aggregate naphthalene 
monocation such as a trimer cation, S3+. The increase of 
/(Z /D ) with increase in dose suggests that a radiation- 
induced species is involved in the Z -l formation. Furth­
ermore the absence of oxygen effects suggests that the 
radiation-induced species is a bromide ion. Therefore, the 
results shown in Figure 8 are explained qualitatively by 
the scheme:
S2+ ----- » S 2 + - ■ -Br- -> S4J+- ■ -2Br"

I Br
'---------- ► S3+ ----- > S3 + - • -Br- -> S62 + - • -2Br

S B r -

We believe that Z -l is a tetramer dication, S42+—2Br“. 
From the kinetic point o f view an ion pair, S2+—Br“, could 
also be Z-l. However, it is doubtful whether ion-pair 
formation can increase the intensity o f the charge-reso­
nance band (at 1.03 /¿m)5 of the dimer cation as markedly 
as shown in Figures 1 and 2. The proposed tetramer 
dication is analogous to already known cation dimers 
(dimer dications).22 In the tetramer dication, a charge 
transfer

hv
S2+- ■ S2 + —*■ S2- ■ -s 22+

might be responsible for the strong Z -l band.
A hexamer dication, S62+—2Br“, formed via a trimer 

cation, might be Z-2. The transient Y whose 1.3-am band 
was intensified by the increase in the naphthalene con­
centration may be assigned to the trimer cation.

Estimation of the Extinction Coefficients. The ratios, 
exXAmM and €d° /e xx, were evaluated in the above analysis. 
A value of 6.8 X  103 M 1 cm“1 for emM was calculated from 
a G value of 2.1/(100 eV) for the cation formation in an 
FM solution measured by Shida.23 The combination of 
this value with the above ratios gives values of 2.7 X  103 
and 6.8 X 103 M“1 cm“1 for txx and fdD, respectively. It 
should be noted that in FM glass the vibrational structure 
of the monomer-cation band appears so sharply3 that the 
value for emM must be higher in FM solution than in other 
solutions where bands become broad. A value for e7z was 
obtained by setting it equal to the maximum / ( Z /D ) 
multiplied by 2«dD, where the factor, 2, comes from the fact 
that the tetramer dication is formed from the dimer cation. 
The value thus determined is not as precise as those given

The Journal o f Physical Chemistry, Vol. 81, No. 6, 1977



516 Estel D. Sprague

above, because the Z band consists of two components 
which were not resolved experimentally and because the 
scheme was not tested quantitatively. We consider « /' as 
a crude value for the extinction coefficient for Z-l. The 
calculated extinction coefficients are given in Figure 3.

Concluding Remarks
An intermediate of dimer-cation formation from the 

monomer cation was first found in the present study and 
assigned to a complex between a naphthalene monomer 
cation and a radical, •CF2CF2Br. The formation of similar 
complexes has not been found in matrices other than the 
FM matrix; accordingly, the complex formation does not 
always precede the dimer cation formation. However, a 
scheme involving the reaction of monomer cations with 
solvent fragment radicals prior to reactions of monomer 
cations with solute molecules or anionic species seems 
applicable to warming-induced processes in other solvents. 
It has been conjectured that neutralization is the main 
process removing monomer cations. According to the 
above scheme, however, solvent radicals can remove solute 
monomer cations by positive-charge transfer if the ioni­
zation potential of the radical is lower than that of a solute 
molecule. Conditions for the complex formation are not 
known yet, but the ionization potential might be one factor. 
The participation of neutral radicals in the removal of 
charged species has been reported for 7 -irradiated hy­
drocarbon glasses where radicals capture photodetrapped 
electrons.24
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Deuterium Isotope Effect on Hydrogen Atom Abstraction by Methyl Radicals in 
Acetonitrile at 77 K. Evidence for Tunneling

Estel D. Sprague

Department o f Chemistry, University o f Cincinnati, Cincinnati, Ohio 45221 (Received September 7, 1976)

By ESR techniques, the rate of disappearance of methyl radicals at 77 K in a crystalline matrix composed largely 
of acetonitrile-d) was determined. Although hydrogen atom abstraction proceeds readily under such conditions, 
deuterium atom abstraction was not observed. The methyl radical population decayed extremely slowly at 
77 K by some alternative mechanism. It was nevertheless established from these measurements that the 
deuterium isotope effect on abstraction is at least 28000. Since this is almost 20 times greater than the maximum 
effect in the absence of tunneling, it is strongly indicated that tunneling is important in hydrogen atom abstraction 
at 77 K.

Introduction
Recent studies of the reactivity of methyl radicals at low 

temperatures in crystalline or glassy matrices of organic 
compounds have demonstrated the occurrence of hydrogen 
atom abstraction.1-5 This was contrary to expectation, 
since such reactions, characterized by activation energies 
in excess of 5 kcal/mol at ordinary temperatures, were 
assumed to have negligibly small reaction rates at tem­
peratures at low as 77 K .6 It has been found that the 
experimental activation energies at low temperatures are 
greatly reduced from the values found at ordinary tem­
peratures in the gas phase. Typical values around 77 K 
are 1-2 kcal/mol, with substantial positive curvature in 
Arrhenius plots o f the abstraction rate constant.2,7 In

acetonitrile, for example, the gas-phase, high-temperature 
(373-573 K) activation energy of 10.0 ±  0.5 kcal/mol8 was 
decreased to 1.4 kcal/mol, measured between 77 and 87 
K .1

The most attractive explanation for these observations 
is the hypothesis of a large degree o f quantum mechanical 
tunneling in hydrogen atom abstraction at low temper­
ature. It was shown, in fact, using exact one-dimensional 
tunneling calculations, that all o f the data for abstraction 
from acetonitrile, in the gas phase and the solid phase, are 
consistent with this hypothesis.9 It remains possible, 
however, that some unknown factor is responsible for these 
low activation energies and curved Arrhenius plots. Thus, 
it is often suggested, although such effects would be at
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abstraction from neighboring acetonitrile molecules, re­
action 2. The reverse of reaction 1 is the photobleaching
reaction. The kinetic parameters are such that, at 77 K,
recovery of the dimer radical anions in CD3CN is effec­
tively complete, while abstraction dominates almost totally
in CH3CN, although partial recovery of the anions is found
at higher temperatures. If reaction 1 is reversed by
continuous illumination, the methyl radicals can only
disappear via hydrogen atom abstraction. This fact can
be exploited to isolate reaction 2 for study.

The experiments described in this work were performed
on samples of crystal I of CH3CN, CD3CN, arId mixtures
containing approximately 10% CH3CN in CD3CN. All
samples were maintained at 77 K during and after 'Y ir­
radiation. Photobleaching and ESR measurements were
begun after the irradiated samples had stood in the dark
for periods ranging from a few days to a few weeks. This
ensured the absence of minor contributions from species
produced during irradiation, but not stable indefinitely at
77 K in the dark. Typical ESR spectra are shown in Figure
1 for samples during illumination. Figure la is from
CH3CN after the CH3 radicals had completely reacted.
Only CH2CN is observed. The seven-line spectrum of CD3
radicals is obvious in Figure lb, with weak outer lines from
CD2CN also visible. A mixture of CDs and CH3radicals,
about 20-25% CH3in each case, was evident in the 10%
CH3CN samples, as indicated in Figure lc. The stick plots
show which lines belong to each of the species. The
lettered arrows designate the features whose intensities in
these fIrst-derivative spectra were taken to be proportional
to the concentrations of the various free radicals. Spec­
trometer conditions were chosen for each such that 10-

(1 )

(2)CH 3 + CH;CN .... CH. + CH,CN

window in the silvering near the bottom. In use, this end
of the dewar was immersed in a large beaker of water,
which filtered out the in{rared radiation from the light
source. A 15-W tungsten filament bulb provided an in­
tensity of light on the samples sufficient to cause the
bleaching of the radical anions in acetonitrile (see below)
with a pseudo-first-order rate constant of 0.24 min-!

Results
Acetonitrile has two crystalline phases, with a solid-solid

transition temperature of 216.9 K, approximately 12 K
below the fusion temperature of 229.3 K,!2 When a sample
of liquid acetonitrile is cooled suddenly to 77 K by im­
mersion in Liquid nitrogen, a polycrystalline matrix of the
high-temperature crystalline phase results, which remains
stable indefinitely at 77 K, All the information reported
here refer to this crystalline phase of acetonitrile (crystal
I). The identity of the free radical species generated in
crystal I by 'Y radiation and their subsequent behavior at
low temperature have been the subject of considerable
study.!3 Results of importance to this work are outlined
briefly here.

When crystal I of acetonitrile, CH3CN, or any of its
isotopic variations, is exposed to 'Y radiation in the dark
at 77 K, the main species observed are CH2CN and the
dimer radical anion, (CH3CNh-, or the corresponding
isotopic species. illumination with visible light dissociates
the dimer radical anions, yielding methyl radicals. When
photobleached samples are maintained at low temperature
in the dark, the methyl radicals experience a simple,
parallel first-order competition between regeneration of
the dimer radical anions, reaction 1, and hydrogen atom

LI
CH 3 + CN- + CH 3CN;=, (CH 3CN),'

hv

present essentially impossible to predict, that the potential
energy surface for the reaction might be drastically
modified upon going to the solid state.

This study was undertaken to obtain defmitive evidence
for tunneling in the acetonitrile system at 77 K, The
approach was to determine the primary deuterium isotope
effect on the rate of the abstraction reaction, since the
occurrence of tunneling will result in a marked en­
hancement of this isotope effect.!O While previous mea­
surements have indicated that a very large isotope effect
isin.deed present,!'!! the reliabilityofthe results from these
difficult ~xperiments was not adequately established.
.Signific~ht improvement in experimental design has
providedlifmn base for the present study, in which a lower
limit for·~ primillY isotope effect has been determined
which il'l~ore than an order of magnitude higher than the
earlier~stimate's: The new value greatly exceeds the
maximum value predicted in the absence of tunneling, so
strong support for the tunneling hypothesis is obtained.

Experimentar.Section
Acetonitrile' (Fisher Certified ACS grade; >99%) and

acetonitrile-d3 (Merck Sharp and Dohme; >99 atom %
deuterium) were dried in vacuo over anhydrous magnesium
sulfate (Matheson Coleman and Bell; reagent grade).
Samples were prepared by standard high vacuum tech­
niques in Suprasil tubes of 2-3 mm i:d. Mixtures con­
taining approximately 10 mol % CH3CN in CD3CN were
prepared by condensing the materials to measured heights
in the sample tubes. Irradiation of the samples was carried
out at 77 K in a Gammacell-200 source of cobalt-60 at a
dose rate of 0.30 Mrad h-! to a total dose of 1.0 Mrad.

ESR measurements were made at X-band on a Varian
E-4 spectrometer, with the samples under liquid nitrogen
in a standard quartz dewar. Unfiltered light from the
tungsten filament of a microscope illuminator (American
Optical Model 653) was focused on the ESR cavity grid
to provide sample illumination. All measurements were
made with a nominal microwave power of 0.5 mW, at
which level power saturation of the radical signals of
interest is negligible. All other spectrometer variables were
adjusted to avoid signal distortion and maximize the
precision with which features of interest in the spectra
could be measured.

A most important aspect of these measurements was the
use of a reference signal to correct for day-to-day fluc­
tuations in spectrometer conditions. A small ruby crystal
was attached with epoxy adhesive to the outside of the
quartz dewar, so that it was vertically centered in the ESR
cavity. By rotating the dewar about its axis, an orientation
was found for which none of the several resonance lines
appeared in the vicinity of g = 2. Since the ruby signal
is highly anisotropic, this orientation was easily reproduced
by positioning one of the resonance lines at a particular
magnetic field value, 3800 ± 2 G in this case. Since moving
this line as much as 50 G to either side of 3800 G resulted
in a decrease in its intensity of only about 1%, it was
chosen to serve as the intensity standard to which all
sample signals were subsequently referenced. As a test of
this system, the intensity of the signal from a Varian strong
pitch sample was determined at 77 K numerous times
during the course of the kinetic studies described below.
Each measurement was referenced to the corresponding
ruby signal, and it was found that the standard deviation
of the corrected measurements was about 0.6% of the
mean value.

During the kinetic studies, long-term visible illumination
of the samples at 77 K was necessary. A dewar (ca. 10 cm
o.d.) was constructed from Pyrex tubing, with a small
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Figure 1. ESR spectra during photobleaching at 77 K of irradiated 
samples of crystal I of acetonitrile: (a) CH3CN after complete CH3 decay; 
(b) CD3CN; (c) 10%  CH3C N -9 0 %  CD3CN. See text for explanation.

20-cm deflections on, the chart paper resulted, thereby 
allowing precise measurement, and each determination was 
adjusted according'to the signal from the ruby crystal, as 
described in the Experimental Section. The features 
labeled v, w, x, y, and z belong to CH2CN, CD2CN, CD3, 
CH3, and CH2CN, respectively.

Mixtures of CH3CN and CD3CN were used in order to 
obtain CH3 radicals in a matrix consisting predominantly 
of CD3CN molecules. This was desirable for two reasons. 
First, since one line in the four-line ESR spectrum of CH3 
radicals was essentially free of overlap with other spectra 
in this case, its intensity provided an unambiguous 
measure of the relative concentration of the CH3 radicals, 
thus permitting small changes to be measured with 
confidence. Second, it is the primary isotope effect in 
reaction 2 which is of interest. If the analogue of reaction 
2 is studied in pure CD3CN, there are five deuterium atoms 
which might contribute secondary effects. Three of these 
are eliminated if CH3 is allowed to react with CD3CN.

The presence of the CH3CN molecules in the mixed 
samples resulted in a division of the methyl radicals into 
three relatively distinct groups, distinguished by the time 
intervals during which they decayed. These were a few 
hours, a few weeks, and a few months or longer, respec­
tively. Since, as is shown below, the methyl radicals are 
unable to actually diffuse through the acetonitrile matrix 
at 77 K, their decay behavior is determined by the isotopic 
makeup of the molecules surrounding them. Some decay 
of both CH3 and CD3 was seen immediately upon pho­
tobleaching. Analysis of features x, y, and z in Figure lc  
revealed that, within experimental error, the first-order 
rate constants calculated from the decay of CH3, the decay 
o f CD3, and the growth of CH2CN were the same for this 
portion of the reaction. This rate constant was the same 
as that for CH3 disappearance by abstraction in CH3CN, 
so this decay is ascribed to the reaction of those methyl 
radicals which happened to be adjacent to CH3CN mol­
ecules in the crystal. Since the half-life for this reaction 
is about 25-30 min at 77 K, decay had essentially ceased 
after a few hours. These results also yielded the rela­
tionship between the magnitudes of the increase in the 
CH2CN signal and the decrease in the CH3 and CD3 
signals. This is o f importance in consideration of further 
decay of the methyl radicals at 77 K.

The second time period extended from a few hours to 
roughly 3 weeks. Additional, but much slower, decay of 
CH3 and CD3 took place, accompanied by further growth 
in CH2CN. Since ESR measurements were made only 
about once a week after the first day, the rate constant for 
this portion of the decay was not accurately determined. 
A value of 1 X 10-4 m in 1 for the first-order rate constant

is estimated. Using the intensity relationship determined 
in the first interval, it was nevertheless found that hy­
drogen atom abstraction from CH3CN again accounted for 
the decay which had occurred.

The fraction of methyl radicals disappearing during 
these first two stages o f reaction depended somewhat on 
the exact composition of the mixture, which varied to a 
certain extent as a result of the method of preparation 
employed here. The approximate behavior is illustrated 
by the data for a single sample, for which it was found that 
about 20% of the CH3 radicals and 30% o f the CD3 
radicals reacted during the first two time intervals, about 
twice as much reaction occurring in the second interval as 
in the first. The lesser extent o f reaction for CH3 is a 
reflection of the smaller likelihood o f finding a CH3 ad­
jacent to a CH3CN. This would require! two CH3CN 
molecules to have been adjacent in the original matrix, and 
this is statistically unlikely in. a niatrix consisting pre­
dominantly o f CD3CN.

Since the acetonitrile samples were polycrystalline, the 
microscopic environment is expected t o  be the same for 
each methyl radical, except with regard to the isotopic 
composition of the acetonitrile molecules around it. It 
should be possible to predict the actual arrangement of 
surrounding molecules, but, unfortunately, the structure 
of neither crystalline phase of acetonitrile has been de­
termined. The probable explanation for the fact that 
hydrogen atom abstraction occurred at two greatly dif­
fering rates in the same system is that a given methyl 
radical could have more than one matrix molecule near it 
with which it might react. If one is less accessible than 
the other, reaction with it will be slower. Decay in the first 
interval is thus presumed to be the loss o f those methyl 
radicals which had an easily accessible GH3CN molecule, 
while that in the second interval is the reaction of methyl 
radicals for which the available CH3CN molecule was less 
accessible.

Since the chief interest in this study was in the rate o f 
deuterium atom abstraction from CD3CN, the first two 
intervals were simply a necessary delay imposed by the 
presence of CH3CN in the matrix. The methyl radicals 
remaining at the beginning of the third interval were those 
completely surrounded by CD3CN molecules, so it is the 
behavior of these radicals which must be compared with 
that of CH3 in CH3CN in order to determine the kinetic 
isotope effect.

Measurements were continued over a period of 1.5 X  105 
min (3.5 months) on five samples of 10% CH3CN in 
CD3CN and one each of pure CH3CN and pure CD3CN. 
At the beginning of these measurements, each sample had 
been photobleached at 77 K for a minimum of 3 X  104 min 
(3 weeks). At the conclusion of the study, the samples were 
allowed to stand in the dark at 77 K until recovery of the 
dimer radical anions was complete. ESR spectra were then 
recorded before and after photobleaching in the ESR 
cavity, so that the effect of the background signal on 
features x and y in Figure lc  could be determined. The 
dimer radical anion signal contributed little to the 
background, since it was strongly saturated at the mi­
crowave power level used. The magnitude o f the back­
ground correction was referred to the intensity o f features 
z in Figure lc, and this relationship was used to correct 
all other spectra in the series. The corrections usually 
amounted to only 5-10% , so their effect on the kinetic 
measurements was small. Omitting this correction affected 
the final results only slightly.

It was found that further decay of the methyl radicals 
did take place during this series o f measurements. T his
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Figure 2. Decay of methyl radicals during photobleaching at 77 K in 
10%  CH3C N -9 0 %  CD3CN beginning after 3 X  104 min of photo- 
bleaching.

TABLE I: First-Order Rate Constants for Methyl Radical 
Decay in Crystal I o f Acetonitrile during 
Illumination at 77K°

Matrix Radical k. mm 1
10% CHjCN-90% CD3CN 
10% CHjCN-90% CD3CN 
CD3CN 
CH3CN

c h 3 9.0 (±1.5) X 10“7 b
c d 3 3.6 (±0.2) x 10 '6 b
c d 3 2.1 (±0.1) X 10“6
c h 3 2.5 (±0.3) X 10“2

° All values except for CH3 in CH3CN refer to samples 
previously illuminated for at least 3 X 104 min. b Aver­
age of five determinations.

is illustrated for a representative sample in Figure 2, where 
a striking result is immediately apparent. The CD3 radicals 
decayed at a considerably greater rate than the CH3 
radicals, and, therefore, to a much greater extent in 1.5 X 
105 min. Assuming first-order behavior, least-squares 
techniques14 were employed to determine rate constants 
for CD3 and CH3 disappearance. Least-squares lines were 
drawn in Figure 2, and the rate constants are summarized 
in Table I. The values listed for the mixed matrix are 
mean values for the five samples. The stated uncertainties 
are standard deviations calculated from the five values for 
each quantity. The least-squares calculations also provided 
an estimate of the standard deviation for k for each sample, 
and these were usually about half those in Table I. The 
larger standard deviations for the mean values reflect the 
additional uncertainty due to background corrections. The 
uncertainty for k in CD3CN is the least-squares estimate 
of the standard deviation in one determination, and is 
probably too small. The uncertainty listed for k in CH3CN 
was chosen both on the basis of the standard deviation 
associated with its measurement and to include previous 
determinations.1,15 The reported values fall within the 
quoted range.

Interpretation of these results depends upon the nature 
of the reaction being observed. If it were further hydrogen 
atom abstraction, the CH2CN concentration should have 
continued to increase in parallel with CD3 and CH3 decay, 
as it did in the first two phases of the measurements. 
Analysis of features z in Figure lc  showed that this did not 
happen. Only a very slight increase in CH2CN was ob­
served, sufficient to account for about 10% of the methyl 
radical decay at most. The uncertainties in the CH2CN 
measurements are a little larger than for the methyl

radicals, since higher spectrometer sensitivities, and 
consequently greater noise, w *e  necessary for the weaker 
CH2CN signals. To learn whether CH2CN production 
might have been obscured by Concurrent CH2CN decay, 
the long-term stability o f the CH2CN radicals at 77 K was 
checked in the CH3CN sample where no methyl radicals 
were present. The intensity of the strong single line in the 
CH2CN spectrum, prominent in Figure la, was determined 
along with the other measurements. No trend was found 
in the data. They were simply scattered with a standard 
deviation equal to 1.4% of the mean value. The CH2CN 
radicals, and CD2CN radicals as well, are not expected to 
be any less stable in the isotopically mixed matrix than 
in pure CH3CN.

Deuterium atom abstraction would not be detected 
directly in the mixed samples, because the CH3 and CD3 
spectra seriously overlap and distort that o f CD2CN. In 
pure CD3CN, however, weak lines in the CD2CN spectrum 
lie sufficiently far outside the seven-line CD3 spectrum for 
accurate measurement, as may be seen in Figure lb . The 
intensity of the outermost features was determined under 
high sensitivity conditions during the course of these 
measurements, but no change was observed. The data 
were scattered with a standard deviation equal to 0.9% 
o f the mean value. The CD3 signal, on the other hand, 
decreased by 27%. Since double integration of the ESR 
signal in the dark and during illumination showed the 
concentrations o f CD3 and CD2CN to be roughly equal, 
deuterium atom abstraction would have been easily de­
tected if it had occurred.

The nature o f the decay of methyl radicals in the third 
reaction interval will be considered further in the Dis­
cussion. An experiment was performed on one o f the 
mixed samples which may be o f some interest there. An 
approximate determination of the rates of the recovery 
reaction of the methyl radicals in the dark at 77 K yielded 
first-order rate constants of about 3.2 X 10“4 min-1 for CH3 
and 1.9 X 10 3 min“1 for CD3. Thus the CD3 recovery 
reaction proceeds about 6 times as fast as that for CH3.

Since deuterium atom abstraction was not actually 
observed, the deuterium isotope effect on abstraction 
cannot be determined. It may be safely concluded, though, 
that deuterium atom abstraction is definitely slower than 
the observed decay rate. Therefore, a lower limit for the 
isotope effect may be calculated from the data in Table
I. For CH3, (2.5 X 10“2 min“1) / (9.0 X 10“7 min“1) = 2.8 X 
104. From the standard deviations in Table I, the standard 
deviation associated with this value is 0.6 X 104.

Discussion
Before comparisons with theoretical predictions o f the 

deuterium isotope effect are made, it must be ascertained 
whether the lower limit established in this work refers to 
a primary effect only, or whether secondary effects from 
nonreacting deuterium atoms might be present. Such 
effects could, in principle, be important at temperatures 
as low as 77 K. Experimental evidence shows, however, 
that secondary isotope effects are, in fact, negligible in this 
reaction. It was found in this work that the initial decay 
rates of CD3 and CH3 in the mixed samples, by hydrogen 
atom abstraction from CH3CN, were the same. The 
methyl deuterium atoms, therefore, contribute no sig­
nificant secondary effects. In addition, previous mea­
surements by optical methods at 87 K, on crystal I of 
CD3CN, CD2HCN, CDH2CN, and CH3CN, showed a linear 
variation of the hydrogen atom abstraction rate constant 
with the number of hydrogen atoms in the acetonitrile 
molecule.1 This is a clear indication of an extremely large 
primary isotope effect and negligible secondary effects
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from the acetonitrile deuterium atoms. It is concluded, 
therefore, that the lower limit of 2.8 X 104 established in 
this work refers to the primary deuterium isotope effect 
alone.

The magnitude of the isotope effect to be expected in 
the absence of tunneling must be determined before it can 
be seen whether a large enhancement is indeed present. 
If the potential energy surface for the reaction were known 
in detail, the isotope effect could be formulated in terms 
o f activated complex theory,16 but sufficient information 
is not available. As an alternative approach, a good es­
timate o f the maximum primary isotope effect in the 
absence of tunneling is obtained from eq 3, where feH and

kH/kD = exp(AE 0/RT) (3)

k], are the rate constants for hydrogen and deuterium atom 
abstraction, respectively, and A/J0 is the difference in 
zero-point energy between the C-H  and C -D  bonds being 
broken.17 From measured values o f the asymmetric , 
stretching frequencies in solid CH3CN and CD3CN,18 AE0 
is found to be about 375 cm"1 (1.07 kcal/mol), yielding a 
maximum primary isotope effect at 77 K in the absence 
o f tunneling o f 1.5 X 103.

The experimental lower limit found here exceeds this 
maximum by nearly a factor of 20, providing strong 
support for the hypothesis that quantum mechanical 
tunneling is important in this reaction. Indeed, the ex­
istence of such an extremely large effect would be difficult 
to rationalize in any other way. The exact, one-dimen­
sional tunneling calculations referred to above predict a 
value of about 105 for this isotope effect at 77 K .9 The 
present results are entirely consistent with this prediction.

The mechanism whereby the methyl radicals remaining 
after extended photobleaching at 77 K are able to slowly 
decay is not known. It has been shown in this work that 
it is neither hydrogen nor deuterium atom abstraction from 
acetonitrile, and that CD3 radicals react about four times 
as fast as CH3 radicals (see Table I). The fact that the 
recovery reaction is faster for CD3 radicals by a similar 
factor suggests a possible connection between the two. 
During continuous illumination, the methyl radicals oc­
casionally undergo reaction 1 to regenerate dimer radical 
anions, which are immediately photobleached again. This 
cycling occurs more rapidly for CD3 radicals since their 
recovery reaction rate is greater. It is possible that some 
occurrence connected with such cycling could lead to 
methyl radical loss. For example, the photobleaching 
reaction might not always go as written in eq 1. If the 
excess electron were simply ejected from the anion, it could 
move to a new location in the matrix to form a new anion. 
Or the recovery reaction might proceed in such a manner 
that the neutral molecule involved were not from the

original dimer radical anion, depending, o f course, on 
appropriate three-dimensional lattice structure. Either o f 
the above phenomena would confer a certain artificial 
“ mobility” on the radical species. Subsequent decay, 
however, would most likely be by hydrogen atom ab­
straction in the new location, and this was not observed. 
Real mobility o f the radicals via diffusion through the 
crystal lattice also seems to be ruled out. Thus, the 
substituted methyl radical, CH2CN, did not decay at 77 
K in CH3CN. In addition the CD2CN radicals in CD3CN 
did not decay while the CD3 radicals were doing so,. 
Diffusion of either should have led to a decrease in both 
through radical-radical combination reactions! Although 
the actual mechanism remains unknown for the present, 
it should be emphasized that conclusions reached in this 
work are independent o f it. The intervention of a decay 
reaction other than deuterium atom abstraction simply 
forced the determination o f a lower limit to, rather than 
the value of, the primary isotope effect. The difference 
in CD3 and CH3 behavior in the mixed samples is not 
related to the abstraction reaction, so it is appropriate to 
determine the isotope effect from the more slowly reacting 
of the two.
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Nitric acid was allowed to react with NH3 and H20  in an argon matrix environment to permit study of the 
._ > ‘ proton transfer process leading to the ion pairs H30 +N 03 and NH4+N 03 . For concentrations of HN03 that
f  [ • yield primarily the monomer spectrum in a pure argon matrix (i.e., matrix gas to HN03 mole ratios of ~1000),

only NH4+N 03 forms upon reaction with NH3. However, reaction with H20  under similar conditions yields 
primarily the H20-HN03 complex; the ion pair, H30 +N 03", is not stabilized until sufficient water of hydration 
is present in the matrix (~6-10% ). Since ion pairs, NH4+N 03 and H30 +N 03 , are stable for an extensive 
range of NH3 or H20  matrix concentrations, it has been possible to observe the effect of variable extents of 
solvation of these cations on the distortion of the N 03" ion by monitoring the v3(e) splitting as a function of 
matrix composition. Regardless of the degree of solvation the cation and anion are apparently contact paired 
since the ions are formed in direct contact and it has been shown that, for analogous systems, M+N 03" ions 
are paired in direct contact. The magnitude of the o3(e) splitting ranges from 20 cm"1 for completely ammoniated 
NH4+N 03" and 65 cm 1 for completely hydrated H30 +N 03 to ~173 cm"1 for the former in a 3% NH3-argon 
matrix and ~150 cm"1 for the latter in a 6% H20  argon matrix. These data emphasize the severe distortion 
produced by a bare NH4+ or H30 + ion in contact with an oxyanion, a distortion believed to represent a composite 
of charge polarization and hydrogen bonding. Finally, work with concentrated H30 +N 03"-in-glassy-H20  deposits 
show conclusively that Apa increases, in such primarily ionic media, as the solvent concentration becomes 
insufficient for complete hydration of the cations. This observation is compared with differences noted previously 
between M+N 03" ion pairs at high dilution in glassy matrices and the same ion pairs in highly concentrated 
liquid solutions. Insights to the behavior of concentrated liquid solutions and molten salts follow.

in dilute N2 matrices do not engage in a proton transfer 
reaction but rather associate through strong hydrogen 
bonds.5’6 They conclude that for NH3 and HC1, but most 
likely not NH3 and HI, long-range ionic lattice forces are 
necessary to stabilize the ionized form in the pure crystal. 
Presumably, since the ionized forms are also stable in H20  
and NH3 liquid solutions, the stabilization energy can be 
derived from the solvation of the ions and/or the contact 
ion pairs.

Thus, this study was designed to determine initially 
whether or not H N 03 engages in proton transfer with NH3 
and H20  when in contact within nonionic matrices such 
as solid argon, NH3 argon, and H20  argon mixtures, and 
pure glassy NH3 or H20 . Once it had been established that 
the ionic forms, NK4+N 0 3" and H30 +N 0 3 , are present in 
matrices containing 3% or more H20  or NH3, most interest 
was centered on the effect of varying the degreee o f sol­
vation of the ion pairs within an argon matrix. As in the 
previous matrix studies of alkali metal nitrate ion pairs, 
the principal indicator of the solvation effect is the pro­
gressively reduced splitting of the “ degenerate” nitrate ion 
antisymmetric stretching mode. The reasonably extensive 
vibrational data obtained include values for the hydro­
gen-bonded H20-H N 03 complex, which is the dominant 
species in matrices dilute in H N 03 and H20 , but principal 
emphasis will be placed on the magnitude of A p3 and its 
variation with solvation.

Experimental Section
The sampling consisted essentially in imbedding H N 03 

molecules in a variety o f solid matrices at ~  10 K. In a 
few experiments this was effected by volatilizing H N 0 3 
from concentrated aqueous nitric acid. However, in the 
usual case the H N 03 was obtained by vaporizing NH4N 0 3

Introduction
In a recent series of papers1,3 it has been shown that (a) 

the molten alkali metal nitrates volatilize smoothly in the 
form of ion pairs M +N 0 3~; (b) the nitrate anion is severely 
distorted in such ion pairs in a manner gauged by the 
splitting of the v3(e) degeneracy, Avs, which ranges from 
171 cm"1 for K+N 0 3 to 260 cm“1 for Li+N 0 3" in argon 
matrices; (c) the variation in extent of solvation of these 
contact ion pairs, by H20  or NH3 in argon matrices, is 
clearly observable by the stepwise collapse o f Ava, and (d) 
the solvated M + ions in contact with the N 0 3" ion have 
lost 80-90% of their ability to distort the N 0 3" ion. Such 
data are useful in the interpretation o f liquid solution 
spectra3,4 so the adaptation of this approach to other 
familiar ion pairs such as NH4+N 0 3 and H30 +N 0 3 is 
desirable.

It is general knowledge that ammonium salts NH4X, 
such as NH4C1 and NH4N 0 3, vaporize as the molecular 
species NH3 and HX; thus any attempt to observe the 
vibrational spectra o f the NH4+X~ ion pairs isolated in 
various matrices might appear to be doomed to failure. 
However, when it is recognized that it is the ion pairs 
solvated to varying degrees that are of greatest interest, 
the difficulty can be sidestepped by preparation of the 
NH4+N 0 3" or H30 +N 0 3 ion pairs within matrices by 
codeposition of H N 03 with an excess of NH3 or H20. The 
variably solvated NH4+N 0 3" or H30 +N 0 3 pairs are then 
obtained by introduction of appropriate quantities of argon 
as a third component.

Such an approach to the study of these variably solvated 
ion pairs must be predicated on the formation of ionic 
NH4+N 03" or H30 +N 0 3" from H N 03 in contact with NH3 
or H20  in a matrix. This cannot be safely presumed since 
Ault and Pimentel have shown that HC1 and NH3 (or H20)
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TABLE I: Infrared Frequencies for Matrix-Isolated Nitric 
Acid in N 2° and Argon Matrices ( c m 1)

H mN 0 3 d ,4n o 3
Assignments n 2° Argon N2a Argon

OH stretch 3490 3505 2574 2586
NO, antisymmetrical stretch 1697 1695 1669 1673
NOH bend 1343 1318 1031 1010
NO, symmetrical stretch 1311 1305 1311 1307
NO' 902 893 905 892
Nitrogen out-of-plane 767 762 767 760
N 0 2.valence bend 660 660
Gn O' bend 597 559
OH torsion 479 361

a From ref 7.

at ~50 °C. Of course this implied simultaneous deposition 
of NH3 but, in over half o f the experiments, much more 
NH3 was deliberately added to the matrix-forming gas. In 
any case, since the H N 03 was usually present in the matrix 
as a trace impurity, the same quantity o f NH3 introduced 
from the salt vaporization could not influence the spec­
troscopic measurements. This was guaranteed by em­
ploying sampling conditions which had been shown to give 
complete isolation for HNQ3 in pure argon. Such isolation 
is indicative of matrix gas-to-HN03 mole ratios of the order 
o f 1000. -

A predetermined precentage of NH3, ND3, or H 20  was 
premixed with dry argon to form the gas for matrix co­
deposition with the vapors o f either NH4N 0 3 or ND4N 0 3. 
Typical sample deposition times were 3 h with conden­
sation at 10 K on an infrared substrate within a standard 
low-temperature cell fitted to an Air Products CS-202 
closed-cycle helium refrigerator. Spectra were recorded 
in the 600-4000-cm’ 1 range with a Beckman IR-7 infrared 
spectrometer. Deuterated samples were employed in many 
instances to eliminate ambiguity in the interpretation of 
the v3 nitrate-band complex, introduced by the NH4+ 
bending mode near 1480 cm-1 and the N -O -H  bending 
mode of H N 03 near 1320 cm4 .

Results and Interpretation
A. Pure Argon Matrices. Spectra for both NH4N 0 3 and 

ND4N 0 3 isolated in pure argon have been obtained for a 
considerable range of matrix-to-sample ratios. As ex­
pected, for the highly dilute matrices the infrared spectra 
were composites of the H N 03 (D N 03) monomer spectra, 
as reported by Guillory and Bernstein,7 and the NH3 (ND3) 
monomer spectra of Pimentel et al.,5,8 with only minor 
dimer concentrations and small matrix shifts. For slightly 
greater concentrations, for which the nitric acid dimer 
bands were more intense, extremely weak absorption bands 
could be identified as due to NH4+N 0 3“. The pure-argon 
matrix spectra indicate that, even at low temperatures (50 
°C), NH4N 0 3 vapor is composed of molecular NH3 and 
H N 03 only, with no evidence found for either NH3-HN03 
or NH4+N 0 3-.

At much lower argon-to-sample ratios (~  10:1) the 
monomer and dimer H N 03 bands, for which frequencies 
are shown in Table I, were replaced by broad shifted bands 
undoubtedly indicative of aggregation of the H N 03 and 
NH3. Moreover, bands produced by the vx, v2, and r3(e) 
vibrations of the N 0 3“ ion became apparent. Complete 
elimination of the argon matrix, i.e., direct deposition of 
NH4N 0 3 vapor, had little further effect except to no­
ticeably increase the fraction of ionized species.

Since the ionized form of NH4+N 0 3 (or ND4+N 0 3) was 
not observed in the most dilute argon matrix samples, it 
might appear impossible to assign frequencies to the v3 
doublet for the ion pair isolated in argon. However, as for

TABLE II: Infrared Frequencies for the Nitric Acid 
Monomer, Dimer, and Molecular Complex, H2O H N 0 3, 
in an Argon Matrix (cm ‘ 1)

Assignment
Mono­

mer Dimer“
Com­
plex

N 0 2 antisymmetrical stretch 1695 1692 1673
NO 2 symmetrical stretch 1305 1302 1303
NO' stretch 893 927 947
NOH bend 1318 1407 1432

° Dimer values for N 2 matrix from ref 7 are 1689, 1318, 
939, and 1398 cm ’ 1.

TABLE III: Frequencies, in cm ’ 1, for the Dominant v3 
Band Components for H30 +N 03~ Ion Pairs Isolated in 
Mixed H20-A rgon and NH3-Argon Matrices, Respectively

h 3o +n o 3-
6% H20  ,12% 25% 50%

100%
H20

v 3a -1 2 9 0  1335 1335 1335 1335
v 3b 1440 1415 1410 1405 1400
A v 3 150 80 75 70 65

N H /N O / 100%
3% NH3 6% 12% 25% 50% NH3

na 0 1 2 - m -  1
1282 1290 1313 1336 1337 1348

y3b 1455 1440 1395 1386 1372 1368
Av 3 173 150 82 50 35 20

° n refers to the number o f  NH3 molecules solvating the 
N H /, and m is the maximum inner shell solvation number 
for the cation (It is reduced by one for the 100% NH3 
matrix because o f the contacting N 03’  ion).

the earlier results for M +N 0 3’  ion pairs, this study has 
yielded a direct measure of the ultimate distortion o f a 
nitrate ion by the NH4+ cation. Such a measure, in terms 
of Aa3, can be made from the mixed matrix data presented 
in the following sections.

B. Mixed H20-Argon Matrices. It might seem more 
natural first to consider the effect of excess NH3 rather 
than H20  on the state of H N 03 within a matrix, and this 
was the chronology of the experimental study. However, 
it develops that the H20-H N 03 complex is significantly 
more stable, relative to the ion pair state, than the 
NH3-HN03 complex, at least in the presence of solvating 
molecules, and it is advantageous to discuss first the system 
in which the complex is sufficiently stable that the 
transition from a molecular complex to an ion pair can be 
spectrally traced as additional solvating molecules are 
added.

The influence of H20  of solvation on the H N 03 spec­
trum in the 1250-1500-cm’ 1 range is clear from Figure 1. 
This figure shows the most dramatic effect of the solvation 
sequence. The addition of water up to concentrations o f 
~ 3 %  in the matrix eliminates the N -O -H  bending mode 
band at 1318 cm’ 1 and slightly broadens the N 0 2 stretching 
mode band at 1303 cm“1. Simultaneously, two broad 
bands, one at 1435 cm’ 1 and the second underlying the N 0 2 
stretch band (~1290 cm’ 1), begin to appear. (The 
1290-cm’ 1 band appears most clearly in a 6% H20  sample 
not represented in Figure 1.) As Guillory and Bernstein 
point out, the NOH mode, which they observe to shift by 
45 cm"1 upon dimerization, should be ultrasensitive to H 
bonding involving the OH group of H N 03, so the disap­
pearance o f the 1318-cm"1 band, which occurs simulta­
neously with a shift of the monomer symmetric stretch 
fundamental from 893 to ~950 cm“1, is attributed to 
formation of the H20*HN03 complex. The high-frequency 
N -0  antisymmetric stretching mode, which is somewhat 
masked by the H20  v2 bending mode, appears to shift from
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Figure 1. Infrared bands in the v3 nitrate ion mode region for H N 03 
isolated in matrices with composition varying from pure argon to pure 
H20 . The numbers indicate the percent water for the mixed water-argon 
matrices.

1695 to ~1670 cm4  upon complexation of H N 03 with 
H 20. The frequencies assigned to the H-bonded complex 
o f H N 03 are summarized in Table II, where they are also 
compared with the monomer and dimer values. A new 
weak sharp band at 1432 cm"1 in a 1.5% H20  sample (not 
shown) has been assigned to the shifted NOH frequency.

When the H20  concentration is increased to 12% the 
bands assigned to the complex rapidly fade away while the 
broad doublet in the 1300-1450-cm"1 region gains intensity 
and, aside from the intense water bands, dominates the 
spectrum. The effect of further hydration, as depicted by 
the top two curves o f Figure 1, is continued reduction of 
the spacing of the two bands until for a pure glassy H20  
matrix the splitting is reduced to 65 cm“1 and the band 
system is very reminiscent of that obtained for the v3 
nitrate ion mode of various M +N 0 3" ion pairs in glassy 
water matrices.3 Thus this doublet is assigned to the 
mode o f H30 +N 0 3" existing as the completely hydrated, 
but contacting, ion pair. The increase in the doublet 
spacing, to a maximum of ~150 cm“1 for the 3% H20  
sample, reflects the effect of decreasing hydration, par­
ticularly of the H30 + ion, an effect very similar to that 
reported for Li+N 0 3“ and K +N 0 3“.3 In fact, the top three 
curves of Figure 1 are remarkably similar to the corre­
sponding published Li+N 0 3“ curves.

This interpretation requires that the H30 + ion exist in 
all H N03 samples having a water content of 3% or greater. 
Apparently the infrared bands of this species, expected at 
2800,1750, and 1200 cm“1,9 are relatively weak compared 
to the notoriously intense nitrate v?1 band, since no evidence 
of these features was found in the matrix samples prepared 
by codeposition of the dilute NH4N 0 3 vapors. However, 
extremely broad bands are observed in these spectral 
regions for concentrated H N 03 in H20  samples prepared 
by direct deposition of concentrated nitric acid vapors.

C. Mixed NH${ND3)-Argon Matrices. In contrast to 
the H30 + case, the NH4+ modes have been observed in 
these matrices, with interference from the v2 bending mode 
in the 1400-1500-cm 1 range necessitating the use of 
deuterated ammonium nitrate and ammonia. Thus the 
discussion here will refer to Figure 2, which contains both

Figure 2. Infrared bands in the v3 nitrate ion mode region for H N 03 
(D N 03) isolated in matrices containing a varying percentage of NH3 (ND3) 
in argon. The numbers indicate the percent ammonia in the mixed 
matrix,'

normal and deuterated sample spectra, and to Figure 1 for 
the H N 03-in-pure-argon curve, since it has not been 
duplicated in Figure 2.

A comparison of the 3% NH3 matrix spectrum of Figure 
2 with the pure argon matrix spectrum of Figure 1 shows 
a dramatic reduction in the intensity of the H N 03 mo­
nomer bands at 1305 and 1318 cm“1 and a strong increase 
in the intensity of the previously very weak features at 1282 
and 1455 cm“1. Since no new bands assignable to the 
NH3-HN03 complex appear, simultaneously, in either the 
N -0  antisymmetric (1680 cm“1) or symmetric (950 cm“1) 
stretching regions, and since the 1282- and 1455-cm“1 bands 
behave, on further ammoniation, as expected for the v3(e) 
doublet of a nitrate ion in the NH4+N 0 3 ion pair, this 
strong doublet in the 3% NH3 matrix has been assigned 
to this contact ion pair isolated in an argon matrix. 
Further, in considering the 6% NH3 curve of Figure 2, it 
is likely, in view of the previous discussion, that little of 
either isolated H N 03 or molecularly complexed nitric acid 
remains at this ammonia concentration. Again, an ex­
amination of the symmetric and antisymmetric nitric acid 
N -0  stretching regions shows very weak features for the 
isolated H N 03 monomer but nothing assignable to the 
molecular complex. Since the vs nitrate ion mode doublet 
(1290 and 1440 cm“1) is strong and dominant in this matrix 
the conclusion is forced that the molecular complex 
NH3-HNO:i is not sufficiently stable to contribute to the 
spectrum for H N 03 in a dilute argon matrix, whether 
enriched with NH3 or not. It is particularly clear that the 
NHj-HNO;; complex is less stable than the H20 -H N 0 3 
complex, relative to the ionized form, and it appears that 
NH4N 0 3 behaves in the manner predicted for NH4I,5 i.e., 
the ionic crystal does not depend on a long-range Coulomb 
field for stability.

As for other cations,3 it is clear that increasing am­
moniation of the NH4+ ion, which occurs with increasing 
NH3 matrix concentration (Figure 2), diminishes distortion 
of the contact-paired N 0 3“ anion and thus reduces Ai>3 
from the 173-cm 1 value for a 3% NH3 sample to only 20 
cm“1 in a pure glassy NH3 matrix. This reduction is more 
impressive than that described for H30 +N 0 3 but, when 
the residual water matrix distortion of ~  55 cm“1 is

The Journal o f Physical Chemistry, Vol. 81, No. 6, 1977



524 G. Ritzhaupt and J. P. Devlin

Figure 3. Infrared bands in the nitrate ion mode region for 
H N 03-in-H20  glasses. The numbers refer to the H N 03 molarities for 
the aqueous solutions that served as vapor sources for the glassy 
deposits. The asterisk marks the H20 -H N 0 3 feature most apparent 
in the 3 %  H20  curve of Figure 1.

considered310 (from H bonding of H20  with N 0 3 ), the 
behaviors are quite comparable.

As mentioned, bands assignable to the NH4+ ion appear 
in all the mixed NH3-argon matrix spectra. Thus, the 
feature at 1495 cm' 1 in the 50% NH3 curve (Figure 2), 
which is missing in the corresponding deuterated sample 
spectrum, has been assigned to the v2 band of NH4+. 
Similarly NH4+ is the likely source of a broad band at 
— 2850 cm 1 that shifts to —2150 cm"1 in the deuterated 
samples.

D. HN03 in Pure Glassy H20. The top curve of Figure 
1 is for H N 03 at extremely low concentration in an oth­
erwise pure glassy H20  matrix. As noted, the spectrum 
for such a sample is that for pure H20  plus hydrated, but 
well-isolated, H30 +N 0 3~ contact ion pairs. By direct 
deposition of the vapors from aqueous nitric acid solutions, 
ranging in concentration from 10 to 15.4 M, a considerable 
range of H N 03 concentrations in H20  matrices was ob­
tained. For a 10 M solution the deposit spectrum, Figure 
3, was similar to that of Figure 1 (top curve), but the ratio 
of H N 03 to H20  in the vapor phase increases rapidly and 
the deposit spectra are changed greatly for the 13 and 15.4 
M H N 03 solutions. The complete spectrum for the 13 M 
case shows definite bands for the N 0 3" v2 and iq modes 
(825 and 1037 cm '1) in addition to the v3 doublet (—1325 
and 1410 cm ’ ) of Figure 3, as well as very weak H2O H N 03 
bands near 950 and 1300 cm"1. The 15.4 M deposit, on the 
other hand, shows strong complex (H20-H N03) bands (945, 
1303, and 1670 cm"1) in addition to intense N 0 3" ab­
sorptions including the v3 components seen at —1280 and 
1418 cm“1 in Figure 3.

These data raise two basic questions: (1) why does the 
complex gain some stability, relative to the ion pair, as the 
H N 03 concentration in the H20  matrix increases, and (2) 
why dose the vs splitting, i.e., Av3, increase from 65 cm"1 
in the dilute H20  matrix to —138 cm"1 for the concentrated 
case? The latter question is particularly interesting as a 
similar behavior is familiar for other cation systems in 
liquid aqueous and ammonia solutions.11’13 It seems that 
answering the first question may help with the answer to 
the second. Although the concentrations in the matrices 
are not known, the measured spectra indicate that the

H20 :H N 0 3 ratio is small for the 13 M deposit and very 
small for the 15.4 M case. For example, for the same 
samples which yielded the curves in Figure 3, the torsional 
(800 cm '1) H20  band was detectable in the 13 M  case but 
missing for the 15.4 M sample. This suggests that there 
is insufficient H20  to hydrate every H30 +N 0 3~ ion pair 
so, in the absence o f solvent stabilization energy, the 
H20*H N 03 species gains stability, as was also noted for 
the argon matrices. This also requires that the long-Tapge 
Coulomb ionic stabilization energy does not dominate as 
it does in the crystal phase, a situation apparently assured 
by the disordered character of the glassy deposits. >

If this is an acceptable view of the origin of the stability?" 
of the complex in the deposits formed from concentrated 
H N 03 in H20 , then it follows that the H30 + ions thatdtj*' 
form are relatively bare and will have a much greater? 
anion-distorting ability than the fully hydrated H30 + ions 
that adjoin the N 0 3“ ion in the dilute pure-H20  matrices. 
In essence, this approach leads to the conclusion that the 
increased Avs value results from the increased ability of 
a given cation, H30 + in this case, to polarize a given anion. 
This is another way of saying that the ions are paired in 
rather specific configurations. The general validity of the 
H30 +N 0 3" data under consideration here is strengthened 
by the related observation that, for glassy NH4+N 0 3" 
prepared by direct deposition of NH4N 0 3 vapors and, 
therefore, having a definite 1:1 ratio, the Av3 value is 82 
cm' 1 ( v3b = 1333 cm"1 and v3b = 1415 cm“1), the v3 values 
being similar to those reported for the molten salt (1315 
and 1415 cm“1).14 The molten NH4N 0 3 salt v3 splitting was 
interpreted as a reflection of a specific cation-anion in­
teraction involving some hydrogen bonding, and we have 
reached a similar conclusion for the glassy H30 +N 0 3" salt.

Discussion
The data for dilute solid solutions of H N 03 in mixtures 

of argon with H20  and argon with NH3 are consistent with 
results from similar previous studies. The observation that 
the complex H20 -H N 03 is considerably more stable, 
relative to H30 +N 0 3", than is NH3-H N 03, relative to 
NH4+N 0 3~, is consistent with the conclusion o f Ault and 
Pimentel that NH3 is a better proton acceptor (forms a 
stronger hydrogen bond) with HC1 than is H20 .5,6 On the 
other hand, the stabilization o f the contact ion pair, 
H30 +N 0 3", in a molecular environment via the hydration 
energy, though predictable, has not been previously 
demonstrated for a matrix environment. It is interesting, 
however, that, in spite of the hydration energy, there is 
evidence for small amounts of H20-H N 03 even in a 50% 
H20-argon matrix. It is equally noteworthy that, because 
solvent stabilization is required for the H30 +N 0 3“ pair, it 
is impossible to observe the simple (unsolvated) ion pair 
imbedded in the argon matrix, while the corresponding 
NH4+N 0 3" ion pair, with no solvation, forms upon NH3 
contact with H N 03 in the dilute matrices and, conse­
quently, produces sharp bands at 1282 and 1455 cm“1 as 
appear in Figure 2 for the 3% NH3 matrix.

If one ignores spectral features o f the H 20 -H N 0 3 
complex, the results for varying degrees of solvation of the 
H30 +N 0 3“ ion pairs are analogous to previous ones for 
M+N 0 3'  contact ion pairs, where M + is an alkali metal 
cation.3 In fact, considering the greater size and much 
lower polarizing power of the NH4+ and H30 + ions relative 
to the M + ions, it is surprising how closely the distorting 
ability of these cations mirrors that of the M+ cations. For 
a given percentage of H20  or NH3 in the matrix the A i>3 
value is very similar to the corresponding Ar3 value of 
Li+N 0 3". However, it should be remembered that, in the 
present case, the first H20  or NH3 to contact an H N 0 3
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molecule acts not to solvate the cation but rather to form
the complex, which subsequently ionizes. With this in
mind one expects one unit of solvation less, for a given
solvent percentage, than in the M+ case and it follows that
the anion distortion, though large, is less than for a
comparably solvated Li+ ion and more closely resembles
the K+ case, which indeed is closer to NH4+ in ionic radius.
!Nevertheless, an explanation of the large 6.va values, other
than-polarization of the anion by the cation, is required
iIoi:t.is suggested that the HaO+ and NH/ ions engage in
hydrogen bonding with the NOa- ion. This is not a rev­
olbtionary thought, since H bonding of such species with
U\\;}uitrate ion has been suggested previously.lO,14

The results. for the concentrated HNOa-in-H20 glasses
/tHO K iU'e also 'consistent with previous liquid solution
data which show that the 6.va nitrate value increases
Tapidly' with decreasing solvent (H20 or NHa)-nitrate
.ratios.12,la There are several extant rationalizations of this
phenomenon: (1) one observes th'e contact ion pair
spectrum only at high concentrations and, when that
spectrum becomes dominant, 6.va becomes large; (2) 6.va
is not necessarily large for contact ion pairs, but, at.
concentrations where such ion pairs are dominant species,
dipole-dipole coupling, possible because of the large dipole
oscillation associated with Va, gives rise to an increased
splitting of the two Va components; and (3) 6.va is moderate
in size for completely solvated contact ion pairs, but, at
high concentrations, the less highly solvated cations can
more severely distort the contacting anion.

The published glassy water- and ammonia-isolated
contact-ion-pair data together witl;1 results presented in
this paper show conclusively that6.va, for completely
hydrated or ammoniated ion pairs in direct contact, is not
large, ranging from 20 cm-l for K+NOa in NHa to 65 cm-l

for Li+NOa- in H20.a Thus, interpretation (1), taken
literally, is ruled out. However, if it is recognized that the
cations are incompletely solvated at high salt concen­
trations, then the data for mixed dilute solvent-argon
matrices imply that the cation-distorting ability may

. increase and greater values of 6.va are to be expected. This
is basically the third explanation presented above, and is
essentially the one reached in this analysis, though some
significant contribution to the ultimate splitting from
dipole-dipole coupling is possible, judging from molten salt
dilution results.15 Since dipole-dipole coupling effects are
sensitive to nitrate ion densities, such coupling effects alone
cannot explain a 6.va value (138 em-I) for glassy HaO+NOa­
considerably greater than that (110 em-I) for molten
Li+NOa-.

The interpretation presented above is in effect a specific
interaction, or ion pair, model for concentrated solutions
and molten salts. The remarkable and disturbing element
in this viewpoint is that the anions that replace the solvent
in the inner coordination sphere of the given cation do not
always have a comparable neutralizing effect on the
distorting ability of the cation. In the case for Li+NOa-,
with decreasing amounts of H 20, this neutralization does
occur; the value of 6.va increases only 5 cm-l in going from
a Li+NOa- contact pair isolated in H 20 (65 cm-I)a to
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Li+NOa- isolated in anhydrous molten Li+CIOa- (70 cm-l)y;
However, as the data of Figure 3 show, replacing H 20 in
the coordination shell of HaO+ with NOa- results in a
dramatic increase in 6.vafrom 65 to 138 em-I. The evidence
is, therefore, that the HaO+ interacts much more specif­
ically with one NOa- than does Li+ in the solvent-free
glassy ionic (or molten salt) systems. That is, some molten
and glassy salts, such as Li+NOa-, may continue to be
conveniently viewed as anions in somewhat 'asymmetric
cation cages whereas others, such as NH/NOa- and
HaO+NOa-, involve considerably stronger interaction of the
anion with one cation than with other near-neighbor
cations. In fact, the evidence is that, since 6.va is similar .
for HaO+NOa- whetheriinbedded jn argon or in a nearly
pure HaO+NOa- glassy salt, this specific ion pair interaction
is not even much influenced by other near-neighbor anions.
PerM'psall we are saying is that H bonds are directional
and specific whereas Coulombic forces are not.

A final comment is in order regarding the relative
magnitude of 6.va for various' M+NOa- ion pairs isolated
in glassy NHa compared to the corresponding 6.va values
for concentrated solution.s in liquid NHa. We have
measured 6.va to be 20 cm-l for the cases where M+ is
NH/, Na+, and K+ and 47 cm-I for Li+ while liquid NHa
values for quite concentrated solutions of MNOa are 39,
33,36, and 43 cm-I for these four cations. At this stage,
it appears that the greater values for the solvent-deficient
liquid solutions reflect some composite of (1) dipole-dipole
coupling effects, (2) reduced solvation of the cation with
some increase in anion-distorting ability despite com­
pensating NOa- coordination, and (3) errors in curve
resolution. The latter point refers to the fact that, whereas
the two Va components are clearly observed in all cases for
the glassy matrix samples, the solution values are usually
determined by resolving a single broad feature into two
components.4,11,la
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Pressure-composition-temperature data were collected for the Li-LiD system in the ranges 0-750 Tcirr, 1-99 
mol % LiD, and 705-871 °C by measuring equilibrium deuterium pressures over encapsulated Li-LiD mixtures. 
The data yielded a family of five Pd21/z v s . NLiD isotherms whose shapes indicate the existence of two homogeneous 
terminal solutions that are separated by a wide miscibility gap. Beginning at the consolute point (1G0Q ± 1 0  
°C, 61 ±  3 mol % LiD), the gap widens to a range of 21.3-99.0 mol % LiD at the monotectic temperature (689 
°C). The mole-fraction solubility at the Li-rich gap boundary and plateau pressures above and below the 
monotectic temperature may be represented by N LiD(satd) = exp(2.604 -  3992T*), PP1i(Torr) = exp(21.21 
-  169407M), and PPls(Torr) = exp(28.04 -  23510T'1), respectively. The data yieldeà the equilibrium constant 
[X(atnT1/2) = exp(-6.630 + 799571 ')) for the reaction Li(soln) + V 2D2(g) LiD(soln) and expressions for the 
chemical potentials and activity coefficients of each species as functions of temperature and composition. Activity 
coefficients, evaluated at NUD -*  0 and Nu —- 0, were combined with the equilibrium constant to generate 
temperature-dependence equations for various constants associated with dilute solutions: For the Li-rich limit, 
the Sieverts’ constant [K' = NLiD/  (Pd2)1/2] is given by A'(mol fraction LiD/atm1'"2) = exp(-6.138 + 5599T"1). 
Advantages of the Ostwald coefficient in describing the distribution of the dissolved species between liquid 
and gas phase are discussed.

Introduction
The interaction of gaseous hydrogen isotopes with alkali 

metals produces ionic monohydrides that, in many re­
spects, are similar to the corresponding halides.1 Their 
solutions in the parent metals are usually characterized 
by the formation of wide miscibility gaps that separate 
homogeneous terminal solutions. The hydrides of lithium 
(LiH, LiD, and LiT) are of particular interest since, owing 
to their simple electronic configurations, they are amenable 
to theoretical studies.1 They also have great practical 
significance, especially in D-T-fueled fusion reactor 
concepts that employ lithium as a tritium-breeding blanket 
material.2

Comprehensive studies of solution thermodynamics and 
phase relations in the lithium-hydrogen isotope systems 
have been under way in this laboratory for several years. 
Studies of the Li-LiH  system have been reported previ­
ously.3 Work on the Li-LiT system is near completion and 
will be described in a subsequent paper. The results 
obtained for the Li-LiD system are presented here.

Literature information on the Li-LiD system is sparse. 
Heumann and Salmon4 measured deuterium dissociation 
pressures over Li-LiD alloys at 700, 750, and 800 °C and 
deduced approximate decomposition pressures in the 
two-phase region (plateau pressures) and miscibility gap 
limits. More recently, Smith et al.5 reported plateau 
pressures and Sieverts’ law constants at four temperature 
between 700 and 1000 °C. Goodall and McCracken6 used 
a mass-spectrometric technique to measure deuterium 
dissociation pressures at 700 °C at very low deuterium 
concentrations (10 5 <  iVLiD <  0.05).

All of the above studies were made with lithium sealed 
in metal capsules whose walls were sufficiently thin to 
permit rapid permeation by deuterium. Ihle and Wu,7 on 
the other hand, made mass-spectrometric measurements 
on the vapor phase above dilute solutions (5 X 10 7 <  iVUD 
<  3 X 10-5) contained in Knudsen cells having 0.8-mm- 
diameter orifices. They found that, in addition to Li and 
Li2, the effusing beam contained LiD, Li2D, and D2

molecules; at 700 °C and NLiD -  10 5 these were in ap­
proximate partial pressure ratios of 80:30:1.

Experimental Section
Apparatus and Procedure. The measurements were 

made using the same experimental approach as that 
employed for the Li-LiH system.3 The procedure used was 
as follows. Approximately 1.8 g of pure lithium was sealed 
in vacuo in a thin-walled (0.38 mm) Armco iron capsule 
(5.7-cm long, 1.27-cm diameter). The capsule was placed 
in a double-walled, fused-silica tube which was connected 
to the apparatus and evacuated.

Double-walled construction o f the reaction tube is 
important for avoiding losses of deuterium owing to its 
appreciable permeability through fused silica. [$(700 °C) 
= 1.7 X 1 0 10 cm3(STP) m m /s cm2 Torr.8] T o  minimize 
deuterium losses, a deuterium atmosphere was maintained 
in the annular space within the reaction tube at a pressure 
which was automatically varied (via a differential capa­
citance manometer) to match the pressure in the inner 
tube.3

Next, the encapsulated lithium was degassed by heating 
it in vacuo to just below the a-y  transformation point of 
iron (910 °C) for ~ 10  days. The volume o f the inner 
reaction tube surrounding the capsule (residual volume) 
was then determined manometrically at temperature, with 
helium used as the calibrating gas. Deuterium was in­
troduced in 20-30 measured portions (2-20 mmol). Ad­
ditions were continued until the pressure reached 1 atm. 
After each addition, the sample was equilibrated for at 
least 8 h. This period was found to be adequate for 
achieving complete equilibration between deuterium and 
lithium across the capsule walls. The concentration of 
deuteride in lithium was calculated by subtracting, from 
the amount of total deuterium added, the amounts re­
maining in the residual volume, in the vapor space inside 
the capsule, and dissolved in iron.

Materials. Lithium (99.9+%) was purchased from the 
Lithium Corporation of America. The metal was purified
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. , Mole Fraction LiD
Figure 1. Projections of isothermal data on the square root of deuterium
pressure vs. composition plane for the system Li-LiD.

during the capsule-filling step which consisted of im­
mersing the filter end o f the capsule (5-pm porosity filter) 
in a pot o f molten lithium at 400 °C and applying gentle 
suction through the top end.' The purpose of the filter was 
the removal o f solid lithium oxide which has a solubility 
under these conditions of <0.04 mol % .9

Deuterium (0 9 .9 9 % ) was supplied by Air Products and 
Chemicals, Inc. Prior to use, the gas was absorbed in a 
titanium-sponge bed. Required amounts of pure deu­
terium were evolved by heating the bed. The HD content 
of the gas was found to be 1.1 ±  0.2% by a mass-spec- 
trometric assay o f several gas samples from the residual 
volume during experiments.

Results
The data obtained for the Li-LiD system consisted of 

five sets of nearly isothermal pressure-composition values 
(115 data points), collected within ~ 3  °C of 705, 756,805, 
840, and 871 °C. Four types of corrections were applied 
to the raw data. (1) For each data set, the individual 
pressure readings were corrected to the average temper­
ature for the set. (2) All pressure readings were corrected 
for 1.1% HD in the gas phase, assuming that the de­
composition pressure of a hypothetical solution of pure HD 
in lithium would fall halfway between those of H2 and D2.
(3) For the solutions dilute in deuterium, a correction was 
applied for the residual deuterium (or hydrogen) retained 
in the encapsulated lithium at the start of the experiments. 
The corrections were determined by extrapolation of the 
P d 21/,z v s . iVLiD plots to zero pressure. For three of the 
isothermal data sets, the plots crossed the abscissa at lV°LiD 
= 0.004 (705 °C), 0.004 (756 °C), and 0.001 (871 °C). 
Therefore, for these isotherms, the calculated concen­
tration at each datum point was incremented by the 
corresponding value of iV°LiD. The corrections are 
somewhat smaller than those of the Li-LiH  system,3 
probably because o f the more rigorous initial degassing in 
the present work. (4) In the LiD-rich region, a similar 
extrapolation of the data points to 1/P D2 = 0 produced

TABLE I: Plateau Pressures for the System Li-LiD

T, °  C

Deuterium
pressure,

Torr
Concn, mole 

fraction LiD“

631.4
Below Monotectic

7.72 0.69
641.6 10.67 or. 69
642.4 10.38 0.69
651.6 13.90 0.69
652.5 14.21 0.69
661.8 17.92 0.69
671.7 23.42 0.69
682.0 30.95 0.69

692.2
Above Monotectic 

38,92 0.68
702.3 46.64 0.68
722.8 66.86 0.68

■ 743.3 94.72 0.67
763.8 131.5 0.66
784.2 180.3 - 0.65
805.2 24.6.3 0.69
826.3 331.4 0.67

• 836.7 384.3 0.66
857.5 507.9 ' 0.63
879.2 669.0 ' 0.59

Fluctuations in deuterium concentrations are due to
changes in the amount o f deuterium retained in the resid­
ual volume o f the apparatus at different temperatures.
All compositions are within the miscibility gap.

lines that crossed the composition axis at JV°Li = - 0.002 
(705 °C), -0.004 (756 °C), - 0.012 (805 °C), -0.013 (840 °C), 
and -0.012 (871 °C) instead of at N°Li = 0. These devi­
ations were attributed to errors accumulated during the 
numerous additions of deuterium to lithium and, therefore, 
all lVLiD’s were multiplied by their respective normalization 
factor, 1/(1 -  N°Li). Since the same bias in the deviations 
was also observed in the Li-LiH  system,3 another possi­
bility suggests itself; namely, that hyperstoichiometric 
hydrides may exist in both of these systems, although 
recent attempts10 to prepare LiH1+x by exposing normal 
LiH to very high hydrogen pressures (1-4 MPa) have been 
unsuccessful.

Listings of corrected pressure-composition values for the 
Li-LiD system are available in ref 11 and as supplementary 
material (see paragraph at the end o f text regarding 
supplementary material). The data are also represented 
in Figure 1 as projections on a plane representing square 
root of deuterium pressure vs. composition. Computer­
generated smooth curves in Figure 1 represent arbitrary 
fits through the points o f each isothermal set of mea­
surements and have no other significance. Each o f the 
curves comprises two rising portions that are separated by 
a plateau portion. The composition ranges within the first 
and second rising portions correspond to homogeneous 
phases; the constant-pressure plateau defines a two-phase 
coexistence region.

Plateau Dissociation Pressure. A separate series of 
experiments was made to measure the deuterium plateau 
pressure as a function of temperature both below and 
above the monotectic. For these experiments, the deu- 
teride concentration in the sample was brought to the 
middle range of the plateau region and the deuterium 
pressure was measured at 19 different temperatures after 
the sample had been equilibrated for >24 h at each 
temperature. The results are shown in Table I.

When the logarithm of the plateau pressure is plotted 
against 1/T , two distinct linear segments are obtained 
which correspond to the following least-squares equations:
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above m on otectic
In PP1,,(T orr) = 21 .21  -  1 6 9 4 0 T '1 (1)
(r = 0 .9 9 9 9 9 4 ) 

below  m on otectic
in Ppi,s(Torr) = 28 .07  -  2 3 5 4 0 T '1 (2 )
(r = 0 .99 94 )

where the “ goodness” o f fit o f the regression lines is ex­
pressed in terms o f the correlation coefficient, r.12 The 
crossing point of eq 1 and 2 occurs at 689 °C and 36.7 Torr 
and corresponds to the monotectic temperature and 
plateau dissociation pressure at that temperature, re­
spectively.

Plateau-pressure measurements of Heumann and 
Salmon4 (44,99, and 250 Torr at 700, r<50, and 800 °C) and 
o f Smith and Land6 (46, 309, and >750 Torr at 700, 800, 
and 900 °C) are consistent with eq 1. Literature data are 
not available for the Li' LiD system at temperatures below 
the monotectic.

Miscibility Gap Boundaries. These boundaries are 
defined as points of intersection o f the rising portions o f 
the isotherms with the plateau portion. The first 
boundary, iV'LiD(satd), represents the solubility of LiD in 
liquid lithium; the second boundary, iV"LiD(satd), that of 
lithium in liquid LiD. The prime and double prime refer 
to the first (Li-rich) and the second (LiD-rich) homoge­
neous terminal solutions.

The miscibility gap boundaries (Table II) were deter­
mined graphically from Figure 1, with estimated errors of 
± 0.01 for N LiD(satd) and ±0.005 for lV"Li(satd). The large 
uncertainty in IV'LiD(satd) resulted from graphical diffi­
culties in establishing correct curvatures for the isotherms 
near the first boundaries. In the range 705-871 °C, the 
variation o f IV uD(satd) with temperature may be ade­
quately represented by the linear equation:

In NLiD(satd) = 2 .604  -  3 9 9 2 T “ 1 (3)

(r =  0 .9998 )

Extrapolation of eq 3 to the monotectic temperature gives 
(VuDisatd, 689 °C) = 0.213 for the solubility of LiD at that 
temperature.

No attempt was made to fit N 'yfsatd) to an analytical 
form because there were too few data points for a cur­
vilinear regression analysis. However, their graphical 
extrapolation to the monotectic temperature yielded 
AI"Li(satd, 689 °C) = 0.010 for the monotectic concen­
tration. The corresponding freezing-point lowering, cal­
culated from the heat of fusion of LiD13 and assuming ideal 
solution behavior, was found to be 3.4 °C. This gives a 
value of 692.4 °C for the melting point of LiD.

Miscibility gap boundaries reported for the Li-LiD 
system by Heumann and Salmon4 [lVLiD(satd) = 0.28-0.94 
at 700 °C, 0.32-0.92 at 750 °C, and 0.38-0.90 at 800 °C] 
result in much narrower gaps than ours and are probably 
in error. [Possible sources of errors in the earlier work have 
been discussed previously.3]

Analysis of Data
The equilibrium constant for the reaction Li(soln) + 

y 2D2(g) LiD(soln) is given by

K  = N 2y2/[Niyi(PUiy 12] (4 )

where the subscripts 1 and 2 refer to Li and LiD, re­
spectively; N is the mole fraction; 7 , the activity coefficient; 
and Pv2, the equilibrium deuterium pressure.
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It is customary to express 7 as a power series o f N 
according to Margules’ equations.14 For the present 
system, two-term series expansions were deemed to be 
adequate. Thus

In 7 l = aIV22 +  0N23 (5 )

and

In 72 = («  +  3h 0 )N 2 -  |31V,3 (6 )
Substitution of eq 5 and 6 into eq 4 and rearrangement 

yield a second-order power series in IV2, i.e.

In [(PryJ^NJNJ  = -In  K  +  « (1  -  2N3)
+ */20(1 -  3N22) ' (7 )

in which experimentally measured quantities occur on the 
left-hand side, and the unknown temperature-dependent 
constants (K, a, and 0) are on the right-hand side.

Because of the width and asymmetry o f the miscibility 
gap, the data for each terminal solution were separately 
fitted to eq 7, subject to the following constraints: (1) 
activity of both components must remain constant across 
the miscibility gap, (2) the same equilibrium constant must 
govern both terminal solutions, and (3) In K, a, and 0 are 
linear functions of 1 /T. The data were subjected to an 
iterative least-squares procedure by which an improved 
value of K was generated in each iteration cycle. The final 
In K  vs. 1 /T  values obtained at the five experimental 
temperatures could be adequately represented by

In E (a tn T 1/2) = - 6 .6 3 0  +  7 99 5 T ’ 1

(r = 0 .99 99 9 8 ) (8 )

The corresponding standard free energy of formation of 
liquid LiD is

AGf (k ca l/m ol) = 13.17  X 10~3T -  15 .87  (9 )

The iteration procedure also produced expressions for 
a ’s and 0’s as functions o f temperature: a' = -0.9258 + 
1746r\  0' = -0.8673 +  lSOlT1, a" = 20.861 -  28492T"1, 
and 0"  — 23.534 +  35204T ’ . Substitution of these ex­
pressions and eq 8 into eq 7 gives equations relating 
deuterium pressure to the temperature and the alloy 
composition. Thus, for the first terminal solution

In (PD2)1/2 = In (N2/Nl) + 6 .138  +  1 .8 5 1 6N2 
-  1 .301Q AV  -  (1/T)(5599 + 3492N 2 
+ 19511V22) (10 )

and, for the second terminal solution

In (PDj) ,/2 = In (N2/N,) + 9 .303  -  28.880IV,
+  35.3011V,2 -  (1 /T )(1 4 7 0 7  -  48628A1,
+  528061V,2) ( 1 1 )

where PDz is in atmospheres.
When combined with the data on miscibility gap 

boundaries and plateau pressures, eq 10 and 11 can be used 
to construct isotherms similar to those shown in Figure 1. 
The calculated isotherms for the temperatures used in this 
study were in excellent agreement with those derived 
experimentally.

The isotherms calculated from eq 10 can be extrapolated 
into the very dilute solution regions that were beyond the 
measuring capability o f the apparatus used in this study. 
Reliability of such extrapolation was tested by comparisons 
with the data that had been obtained at 700 °C by Smith 
et al.,5 by Goodall and McCracken,6 and by Ihle and W u.7 
As is shown in Figure 2, in spite of long extrapolation, the

Ewald Veleckis
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TABLE II: Miscibility Gap Data for the System Li-LiD

T,° C

Plateau
pressure,“

Torr

Miscibility gap 
boundaries6 Activity coefficients“

A'LiD(satd) A ' Li(satd) TLi(satd) 7 Lio(satd) 7 < Li(satd) 7 Lüj(satd )
705 49.0 0.228 0.020 1.073 4.33 46.6 1.003
756 115.6 0.280 0.028 1.112 3.54 28.6 1.0Ó7
805 244.2 0.332 0.047 1.166 2.94 17.5 1.016
840 400.2 0.377 0.069 1.217 2.58 11.3 1.033
871 604.4 0.411 0.095 1.276 2.31 7.31 1.064

0 Calculated from eq 1. 6 Observed data. c Calculated from eq 12-15.

where the standard states o f  Li and LiD are taken to be 
the pure liquid phases.

Activity coefficients calculated from eq 12-15 at the 
miscibility gap boundaries are listed in Table II. Their 
values indicate that the deviations from ideality are 
positive, as would be expected for solutions forming 
miscibility gaps, and are much larger for the LiD-rich 
solutions than for the Li-rich solutions.

Discussion
Important thermodynamic information bearing on the 

fundamental solution interactions between Li and LiD may 
be obtained by considering limiting cases at the extreme 
ends o f the composition range: NUD — 0 and NLi -*  0. 
Activity coefficients evaluated at these limits can be 
combined with the equilibrium constant to generate ex­
pressions for a number of well-known constants associated 
with dilute solutions. Thirteen such expressions are 
presented in Table III, together with the corresponding 
changes in the standard chemical potentials and references 
to methods of their derivation. A brief description of the 
constants, represented by lines iii to xiii o f Table III, is 
given below. For clarity, they are represented in three 
groups, each group belonging to one of the following 
equilibria.

1. Li(soln) +  1l 2D2(g) LiD(soln) (A). For the con­
dition NLiD — 0, it follows that Nuyu — 1, 7LlD — y*UD, 
and the equilibrium constant in eq 4 is reduced to

lim A = A '7*LiD (1 6 )
^LiD^ 0

agreement among the four studies is very good, thus 
verifying the accuracy of eq 10. Reliable extrapolations 
into dilute solution regions of hydrogen isotope-lithium 
systems are important in assessing lithium as a potential 
blanket material in fusion reactors.

The consolute point of the Li-LiD system was ap­
proximated by equating to zero the first and second de­
rivatives with respect to N  o f eq 10 and 11. It was found 
to be at 1000 ±  10 °C and 61 ±  3 mol % LiD, value that 
are essentially the same as those for the Li-LiH system.3

Numerical expressions for the activity coefficients for 
the first (y'i, y'2) and the second (y"u y "2) terminal so­
lutions may be obtained by substituting the expressions
for a and ß into eq 5 and 6. Thus 

(In 7 \)/N22 = -0 .9 2 5 8  + 0 .8673N 2
+ (1 /T )(1 7 4 6  +  1301iV2) ( 1 2 )

(In y\)/iVj2 = 0 .3752 -  0 .8673N ,
+  (1 /D (3 6 9 7  -  1 30 1 NO (13)

(In 7 " 1)/AT22 = 20.861 -  23 .534N 2
-  (1 /T )(2 8 4 9 2  -  35204AT2) (14)

(In y"2)/Nl2 = -1 4 .4 4 0  +  23.534N i
+ (1 /T )(2 4 3 1 4  -  35204N ,) (15)

where 7 * u d  is the activity coefficient o f LiD at infinite 
dilution as evaluated from eq 13 at NLi = 1, and K' = 
N u d / ( P d 2) 1/2 is essentially a constant for the concentra­
tions lVLiD < 0.01 (cf. Figure 2). In this concentration 
range, A ' can be taken to be equal to the more familiar 
Sieverts’ law constant, A s = ND/ (PD2)1/2. Knowledge of 
A 'is  of particular importance in fiision-reactor applications 
since hydrogen isotopes are expected to be present in 
liquid-lithium blankets at very low concentrations.

Similarly, for the limiting condition Nu — 0, we have 
N udTud — 1 . Y u  —■ Y * L i ,  and eq 4 becomes

lim A  = K"/y*hi (17)
]VLî 0

where 7 *Li is the activity coefficient of Li at infinite di­
lution as evaluated from eq 14 at NUd = L and A "  = 
l/[NLi(PD2)1/2] is a constant analogous to A '.

2. LiD(g)LiD{solri) (Ki). This equilibrium gained 
a greater practical significance since the publication o f a 
mass-spectrometric study by Ihle and Wu,7 who reported 
that, at low concentrations of deuterium in lithium, the 
LiD molecule becomes the predominant vapor species. 
Since the chemical potential of LiD must be the same in 
solution as in the vapor phase, IVLiD7LiD = Pud/R°ud> and 
the equilibrium constant o f the above reaction may be 
expressed as A, = 7LiD̂ VLiD/P LiD = 1/P °Ud- For the
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conditions iVLiD —► 0 and 7 Lid = T*LiD one can write 

lim ( l /P ° LiD) = ^ ' LiD 7 * LiD (18)
^LiD^0
where the vapor phase is assumed to be ideal, P ud is the 
partial pressure of LiD over Li-LiD  solutions, P°ud is the 
vapor pressure of pure liquid LiD (line vi of Table III), and 
i f  ud = Nud/PUd is the Henry’s law constant for very 
dilute solutions of LiD in liquid lithium, which was ex­
perimentally determined by Ihle and Wu (line vii of Table 
III).

The observed predominance o f LiD molecules in the 
vapor phase at the very low deuteride concentrations is 
apparently related to the crossing of the PD, vs. NUD and 
P ud v s . NLiD lines, owing to the second-power relationship 
of the former line. From the values given in Table III one 
can calculate that, at 700 °C, the intersection would occur 
at Mud = (K^/K'ud f t i x  10~5.

Equilibrium 2 may also be represented in terms of the 
Ostwald coefficient, y 'ud, which is defined as the ratio o f 
concentration (in m ol/cm 3) of the solute (LiD) in the 
solution phase, CuD(l),-to the concentration of the solute 
in the gas phase, CLiD(g)> and thus may be regarded as a 
distribution coefficient of the solute between liquid and 
gas phases. The Ostwald coefficient is related to K'ud by

A'lid = CUD(l) /C UD(g) = K 'hiDR'Tdu /Mu
= K 'udP' (19 )

where dLi is the density of liquid Li given15 by ¿u ig /cnv1) 
= 0.5364 -  1.0427 X 10“4t +  3.825 X 10 9i2 -  5.2856 X 
10 12t3, M Li is its atomic weight, R' = 82.06 cm3 atm/deg 
mol is the gas constant, P' = R'Tdu/Mu is the pressure 
of 1 mol of an ideal gas (in this case LiD), compressed to 
the molar volume of lithium (cf. line viii of Table III), and 
t is the temperature in degrees Celsius.

The quantity RT in X'ud may be defined as the standard 
free energy of vaporization when 1 mol o f the solute LiD 
is taken from an infinitely dilute solution phase into the 
same volume of the gas phase (cf. line ix of Table III). It 
differs from RT In K'LiD in that it eliminates the large (but 
physically unimportant) contribution due to expansion of 
gas from P' to 1 atm, which is inherent in the Henry’s law 
constant. Thus, RT In 7 'LiD provides a more direct 
measure of the interactions between LiD molecules and 
lithium. The large value of X'ud, shown in Table III, 
suggests that the distribution of LiD is strongly in favor 
of the solution phase.

3. Li{g) Li(soln) (K2). This equilibrium is analogous 
to that of the preceding section, except that it refers to the 
LiD-rich terminal solution regions and the solute-solvent 
relationship is reversed. The equilibrium constant for 
equilibrium 3 is given by K2 = Ju^u/Pu = l/P°Li and, 
for the limiting conditions Nu — 0 and YLi -*■ y*u , one may 
write

lim ( l /P ° Li) = i f " Li7 *Li (20 )ivLi- o

where PLi is the partial pressure o f Li over the Li-LiD 
solutions, P°Li is the vapor pressure of pure liquid lithium 
given16 by In P°Li(atm) = 11.536 -  18572T-1, and K"u = 
Nu/Pu is the Henry’s law constant for dilute solutions of 
Li in liquid LiD.

The Ostwald coefficient for equilibrium 3 is similarly 
given by

A"ii = K"u R ’Tdu v /MhiD = K"hiP" (21 )

where dL;D is the density17 o f liquid LiD, Mu is the mo­
lecular weight, and P" is the pressure of 1 mol of ideal Li
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gas compressed to the molar volume o f LiD (cf. line xii of 
Table III).

The relationship o f the Ostwald coefficient to the 
commonly known standard states and its advantages over 
the Henry’s law constant in describing certain solute- 
solvent interactions were pointed out before. Another 
important utilization of the Ostwald coefficient can be 
found in certain distribution problems, as is indicated by 
the following example.

For dilute solutions of LiD in liquid lithium (Nud <  10-5) 
there is considerable interest in evaluating the distribution 
o f the dissolved species between liquid and gas phases, with 
possible applications to the tritium extraction problems 
in fusion-redctowr blankets. In the liquid phase there is only 
one D-bearirig species, namely, LiD. In the gas phase, on 
the other hand, there are three such species (LiD, Li2D, 
and D 2), as reported by Ihle and Wu.7 These authors 
experimentally determined temperature-dependence ex­
pressions for the corresponding solution constants [K 'LiD 
= A/"L i e /PLin (line vii o f Table III), K'u2d = ArLiD/Pu 2d  = 
-20.059 +  29584T1, and K' = iVLiD/(P D2)1/2 (analogous to 
our line iv o f Table III)] and formulated an equation for 
the distribution coefficient, k, according to the Nernst 
distribution law. Thus, using the symbols of this study

K = ArLiD(l) r‘ 1

ATD(g) LX  LiD
, 2AfL1D(l)“ 

K ’2 .1 ?t0t

+
K! T,L i,D

(22)

where iVD(g) = AfLiD(g) + AfUaD(g) +  2IVD2(g) is the atom 
fraction o f total deuterium in the gas phase, AiLiD(l) 
N D(1) is the mole fraction of LiD in the liquid phase, and 
PM m Pu +  PLi2 is the total pressure of the gas phase.

The value o f k in eq 22 was found to decrease rapidly 
with temperature, reaching unity at ~1240 K, thereby 
showing a substantial enrichment of deuterium in the gas 
phase. These findings were later verified by Rayleigh 
distillation experiments.18'

Because of large differences in the phase densities, the 
mole fraction-based Nernst coefficient may not be the best 
choice in describing the above distribution equilibrium. 
The volume-based Ostwald coefficient, X, appears to be 
more realistically suited for this purpose. Thus, the above 
distribution may be alternatively represented by

. Ç u d O) = r _ i _  _ _ l _
C d ( § )  L iD  &  L ijD

, 2ATLiD(l)- p
K'2 J

(23)

where CD(g) = CLiD(g) + CLi2D(g) +  2CD2(g) is the con­
centration (in m ol/cm 3) of all D-bearing species in the gas 
phase, CLiD(l) on CD(1) is the concentration of LiD in the 
liquid phase, and P' is defined in eq 19.

At 1240 K, where k = 1, the Ostwald coefficient is quite 
large (X e* 1.6 X 106 from eq 23), indicating that the 
concentration of deuterium still remains high in the liquid 
phase. For a temperature increase from the monotectic 
to 1240 K, there is a 100-fold decrease in X; however, a 
temperature much higher than the boiling point of lithium 
would be required to reach the condition X = 1.

Comparison of data for the Li-LiH3 and Li-LiD system 
allows one to make estimates of the D /H  isotope effects. 
Within the temperature ranges investigated, both phase 
diagrams are essentially identical. A small isotope effect 
is seen in the solubility values at the Li-rich boundaries

o f the miscibility gaps. The effect is largest at the mo­
notectic temperatures (694 °C for H, 689 °C for D) where 
the solubilities are 23.2 mol % LiH and 21.3 mol % LiD.

A more pronounced D /H  isotope effect was observed in 
the dissociation pressures. For example, in the plateau 
regions, the PDJPH2 ratios range from 1.40 at 705 °C to
1.35 at 871 °C, i.e., slightly less than the square root of the 
D /H  mass ratio. The variation with temperature may be 
due to differences in the temperature coefficients of the 
partition functions for hydrogen and deuterium.
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The changes in enthalpy which accompany the binding of sodium dodecyl sulfate to the bovine /3-lactoglobulin 
strong and weak'binding sites were studied by thermometric titrations. The temperature and pH dependence ? 
of the enthalpy of binding to both types of sites is described, and the observed changes are interpreted usibg* ' 
micelle formation of surfactants as a model system. It is concluded that surfactant binding to the strong binding ; 
sites resembles salt formation in a hydrophobic pocket, whereas the surfactant which is bound to the weak’  - 
binding sites is in nearly the same environment as when in the micellar state. Thermometric titrations also • 
gave rise to stochiometries for strong and weak binding which are consistent with previous analytical results.

Introduction
Many of the interesting biological properties o f mac­

romolecules are related to their interactions with small ions 
and molecules. One way to describe such interactions is 
by means of a thermodynamic analysis. The latter may 
provide mechanistic insights when similar data exist for 
an appropriate model system. We have selected micelle 
formation of surfactants as a model system which we hope 
will help understand several thermodynamic changes 
which accompany the binding of various surfactants and 
eventually other molecules to proteins.

The changes in enthalpy, entropy, and heat capacity 
which accompany micelle formation for eight surfactants 
with different head groups and chain lengths have been 
reported.28 The main features of this process are as follows:
(a) the change in heat capacity for micelle formation is 
negative and proportional to the size of the hydrophobic 
portion of the surfactant molecule, and (b) the enthalpy 
and entropy changes correlate giving rise to a compen­
sation temperature o f about 300 °C.2b

The purpose of this presentation is to describe the 
enthalpy and heat capacity changes which accompany the 
binding o f sodium dodecyl sulfate (SDS) to bovine $- 
lactoglobulin. Thermometric titrations have been found 
to be a useful way to obtain the required data as in the 
previous study of micellization.

Experimental Section
Materials. The method of Fox et al.3 was used to isolate 

/3-lactoglobulin from bovine milk supplied by the J. Faivre 
Dairy Farm, DeKalb, 111. The type B protein was used for 
most o f our studies although the AB variety was used in 
some cases without any significant difference in behavior 
from the B type. The variant character of the milk was 
determined by polyacrylamide gel electrophoresis. The 
method o f Fox et al.3 involving ammonium sulfate pre­
cipitation was modified by the use of positive pressure 
filtration rather than negative pressure dialysis for con­
centration o f the protein solutions. The protein was 
lyopholized and stored in a stoppered brown bottle at 2 
°C until used. The protein concentration in solution was 
determined on the basis of the absorbance at 278 nm using 
the extinction coefficient reported by Townend et al.4 A 
sample of sodium dodecyl sulfate at 95% purity was 
purchased from Matheson Coleman and Bell. For future 
studies, it is recommended that attempts be made to 
obtain a sample o f higher purity, although results con­
sistent with the literature were recently found from a study 
o f the micellization o f this sample.28 Deionized distilled

water was prepared from laboratory distilled water using 
a Barnstead mixed-bed ion exchange column. The pH of 
the solutions was adjusted with freshly boiled 0.05 M 
NaOH or 0.05 M perchloric acid using reagent grade 
chemicals (Baker). Solutions of known molarity were 
prepared by weighing the solid surfactant with a Mettler 
B6 semimicro analytical balance, followed by dilution to 
volume.

Methods. pH. The pH o f all solutions was measured 
at room temperature (22 ±  2 °C) on a Corning Model 7 
pH meter using commercial buffer standards for calib­
ration.

Positive Pressure Filtration. An Amicon Model 401 
ultrafiltration system with a RF-25 liquid reservoir was 
used for concentration o f the protein solutions. The 
protein was retained in the cell with the use of UM-10 
diaflo ultrafilter membranes and a positive nitrogen 
pressure of 75 psi at 2 °C.

Electrophoresis. The homozygous character of selected 
cows and purity of the isolated d-lactoglobulin was de­
termined by polyacrylamide gel electrophoresis using an 
E-C vertical gel apparatus. A 5% gel in 0.02 M barbitol 
buffer pH 8.6 was used with a 250 V potential for ap­
proximately 2.5 h. The protein was stained with Schwarz 
amido black dye.

Optical Activity. Optical rotatory dispersion and cir­
cular dichroism spectra were obtained using a JASCO 
Model 5 optical rotatory dispersion spectrophotometer. 
The samples were examined in 1 cm cells under ambient 
conditions. The Lorentz factor 3/(n2 +  2) was used for 
the calculation of the specific rotation.

Ultracentrifugation. The sedimentation velocity and 
molecular weight were determined at 22.00 ±  0.05 °C with 
a Beckman Model E analytical ultracentrifuge equipped 
with a schlieren optical system. The film plates were 
measured with a Nikon Model 6C microcomparator 
equipped with an Elms Systems digital readout attach­
ment.

Thermometric Titrations. The thermometric titration 
instrument used in these studies has been previously 
described.28 A 25-mL solution containing about 1% /3- 
lactoglobulin was generally titrated at the rate of 0.6 
m L/m in with 3.3 mL of 0.4 M sodium dodecyl sulfate. 
The temperature change was measured with a thermistor, 
and the heat change calculated from the known heat 
capacity of the calorimeter cell and its contents. Since the 
temperature changes and heat leak28 were fairly small, the 
calorimeter was treated as an adiabatic system for purposes 
of calculations. A few titrations were performed with a
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prototype instrument,6 and also with an instrument with 
a sample size o f 7.0 mL and titrant volume of about 1.0 
mL added at the rate of about 0.2 m L/m in. The results 
obtained from all three calorimeters showed internal 
consistency within the limits o f experimental error.

Adiadatic Calorimeter. A few heat of mixing experi­
ments were performed with an adiabatic solution 
calorimeter6 which was constructed following the design 
o f Benjamin.7

Theory
. The interpretation of the titration curves for this study 

Vis-based upon the earlier work o f Keily and Hume.8 
/.Equations were presented for the dilution o f solute into 
'  a pure solvéht or into another solution. In our studies, we 

' need to consider dilution of a concentrated surfactant 
•’ solution above the critical micelle concentration (cmc) into 

either solvent or protein solution. A  comparison between 
the enthalpy changes for the two processes will be given.

1. Solution Added to Pure Solvent, 'file change in heat 
which results from the dilution of the solute, dAH, is given 
as the product o f the heat capacity, Cp, and temperature 
change, dT, as
d A f /  = Cp d T  (1)

where the subscripts 1 and 2 refer to the solvent and solute, 
the superscripts f  and i correspond to final and initial 
states, and n is equal to the number of moles. If M2 is the 
molarity o f the titrant and dV  equals the volume change 
for addition of the titrant, dn2 = M2 dV. Also, the relative 
partial molal heat content may be defined for any com­
ponent as L = dAH/dn. Therefore

d r  IW  -  l  i)M ! + (L 2f -  w )m A

dv  |_ Cp J

If Li" =* Lj

dr (Lj-LSWi  m
d v  Cp 1 ’

or, in terms of the partial molal heat content, H,

H2 a h „

ÏT

AHj
I  - -  -*- y -  H i H pi H

Figure 1. Partial molal enthalpy level diagram which describes the dilution 
of a surfactant molecule In water, - A H p o r protein solution, - A H n. 
The other symbols are defined in the text.

previous determinations of the heat of micellization,2a but 
it may also be used to define the heat o f binding ligands 
to macromolecules, AĤ . If the partial molal heat content 
of the surfactant in dilute aqueous or protein solution is 
H° and Hp°, respectively, and the partial molal heat 
content o f the undiluted surfactant in the buret is A*, 
which is approximately equal to the heat content of the 
surfactant in water above the cmc, H, and above the 
concentration of surfactant necessary to saturate the weak 
protein binding sites, Hp, it is possible to define AHi and 
AHu shown in Figure 1 as

(8)

(9)

( 10)

The heat of binding was also calculated as an integral heat 
for the strong binding sites as

A Hb =
heat change (cal) 

protein concentration (m ol) (11)

Finally, the change in heat capacity, ACP, was calculated 
from the temperature dependence of the enthalpy change 
as

d r  m  -  # 2 *)m 2 
dV  Cp (5)

2. Solution Added to Solution. The situation is similar 
for the dilution of surfactant into a protein solution, except 
the third component is the protein, so that

d T
dV

If Li Li' and Lz =* Lz

d T  (H j -  W2f)M2 
dV  Cp

(L S -L ^ W i  + (L 2 -  LJ)M2_
+ (L 3£ - C  3 ^ 3

(6)

In general, the difference between the slope of the ti­
tration curve at any two points will give the difference 
between the partial molal heat content at those points 
according to either (5) or (7). This has been the basis for

ACP = dAHb/dT (12)

Results
Characterization of P-Lactoglobulin. The purified 

protein was free from major impurities according to gel 
electrophoresis at pH 2.8 and 8.6, and by sedimentation 
velocity at pH 2.8. A summary o f the results for the 
characterization of /3-lactoglobulin is given in Table I. All 
o f the measured properties were found to be within ex­
perimental error of literature values. A value o f 35 500 
g/m ol was used for the molecular weight o f /J-lactoglobulin 
and one-half that value for the monomer.

Heat of Mixing Experiments. The heat of dilution was 
observed for sodium dodecyl sulfate at 25 °C with the 
adiabatic solution calorimeter, and the results are illus­
trated in Figure 2 for the dilution into water or a 0.13% 
protein solution. Both processes are rapid compared with 
the thermal mixing process in the calorimeter. The ap­
parent heat of binding, which is the difference between the 
two heat changes given in Figure 2, is 410 meal. If it is
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TABLE I: Physical Properties o f  Purified 
(3-Lactoglobulin at 22 °C

Property Conditions Observed Literature
[a ] 3<s 5 pH 2.8 -8 0  ± 10° -9 0 °°
Mol wt pH 5.5 36 600 ± 35 500b

10 589 rpm 1 580 g/mol g/mol
0.05 M succinate

s20 w pH 2.8 2.1 ± 0.2 2.3°
CDmin pH 2.8 215 ± 2 nm 216 nmd
a From ref 9. b From ref 10. c From ref 11. d From 

ref 12.
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Figure 2. Reproductions of the recorder tracing for heat of mixing 
experiments at 25 °C  which involved mixing 0.5 mL of 0.6 M sodium 
dodecyl sulfate with 29 m Lof water or 0 .1 3%  /3-lactoglobulin at pH 
5.6 in the adiabatic solution calorimeter.

assumed that 0.9 g of sodium dodecyl sulfate binds to 1.0 
g of /3-lactoglobulin,13 the integral heat of binding would 
be -3.7 kcal/mol of surfactant.

Thermometric Titrations. The results for the ther­
mometric titration o f 0.4 M sodium dodecyl sulfate into 
water and /3-lactoglobulin solution at pH 5.5 and 35 °C is 
given in Figure 3a and 3b, respectively. The dilution into 
water is endothermic, and exhibits a break in the curve 
at the critical micelle concentration as previously re- 
ported.2a14 The heat of dilution of the micelle above the 
cmc is also endothermic, and is probably mainly due to 
counterion dissociations.14 Since the heat of dilution is 
endothermic, the heat of micelle formation would be 
exothermic, about -1.7 kcal/mol at 35 °C.2a However, the 
heat change for dilution into the /3-lactoglobulin solution 
may be seen from Figure 3b to be initially exothermic 
followed by a first endothermic, then exothermic, and 
finally endothermic region. The initial exothermic spike 
has been previously reported5 and it corresponds to the 
strong exothermic (about -10 kcal/mol of surfactant) 
stoichiometric binding of 1 mol of dodecyl sulfate to each 
o f the subunits of the /3-lactoglobulin dimer. This binding 
has been studied by noncalorimetric means by many 
workers15 and by batch calorimetry.16 The results of the 
two different calorimetric approaches have been found to 
yield equivalent enthalpy changes.5

The minimum which is observed in the titration curve 
following the initial exothermic spike approximates the 
critical micelle concentration. This is also seen from the 
titration in water. The final maximum corresponds to the 
end point for the binding of surfactant to the weak binding 
sites for this protein. The integral heat change for the
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Figure 3. (a) Tracing of a thermometric titration curve for addition of 
0.389 M sodium dodecyl sulfate into 25 mL of water at 35 °C. (b) 
Tracing of a  thermometric titration curve for the addition of 0.389 M 
sodium dodecyl sulfate to 25 mL of 0 .76%  /3-lactoglobulin at 35 °C  
and pH 5.5.

Figure 4. Tracing of a thermometric titration curve for the addition of 
0.6 M sodium dodecyl sulfate to 0 .9 6%  /3-lactoglobulin at 25 °C  and 
pH 5.6. The titration was interupted for about 1 h at the point indicated 
in the figure.

Î
K

Figure 5. Tracing of a  thermometric titration curve for the addition 0.1 
M sodium dodecyl sulfate to water and to 0 .7 %  /3-lactoglobulin at pH 
5.6 at 25 °C .

complete titration was in agreement with the integral heat 
of mixing for a comparable experiment in the adiabatic 
calorimeter.

A titration of the protein was also performed which was 
interupted for 1.0 h about half way through the titration 
to determine if binding was rapid and there were any slow 
heat changes compared with the rate of titrant addition, 
and these results are given in Figure 4. It may be seen 
that the weak binding end point is the same with respect 
to position and slope change as found for titrations which 
were not interupted (Figure 3b). This indicates that both 
the stoichiometry and the enthalpy of binding to the weak 
sites can be studied by thermometric titrations.

Titration of the protein with a more dilute surfactant 
solution, as shown in Figure 5, allows the strong binding

yU\ SDS
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Figure 6. The influence of pH on A Hb for binding sodium dodecyl sulfate 
to the /3-lactoglobulin strong binding site under ambient (22 ±  2 °C ) 
conditions. The enthalpy change corresponds to the binding of 2 mol 
of surfactant to 1 mol of protein dimer (the same as binding 2 mol of 
surfactant 2 mol of protein monomer).

site to be studied in the absence o f the other thermal 
processes and in greater detail. The negative slope of the 
excess reagent line beyond the end point for the protein 
titration reflects slight differences in temperature between 
the sample and the titrant, and correction for this effect 
is made by simply extrapolating back to the origin of the 
titration to obtain the heat change for the binding process. 
The enthalpy change for the binding of SDS to the strong 
binding sites was calculated as an integral heat of binding 
according to eq 11.

The influence o f pH on the strong binding sites was 
investigated since protein ionic side chains may be involved 
in the process,15 and the results obtained with the pro­
totype calorimeter are shown in Figure 6. The apparent 
heat o f binding shows a strong variation with pH, which 
may reflect changes in the state of aggregation or con­
formation of the protein. Changes in the state o f ionization 
o f the protein are not considered to contribute to AH b 
since the pH of the protein solution did not change (±0.05 
pH units) from the addition of small quantities of dilute 
SDS solutions. The temperature dependence o f the in­
teraction of SDS with the /3-lactoglobulin strong binding 
sites was studied at pH 5.6 and 8.6, and the results are 
shown in Figure 7. The decrease in heat capacity of about
0.1 kcal/mol deg per surfactant monomer at pH 8.6 is 
similar to that observed for micellization. However, ACP 
for binding at pH 5.6 increases about 0.3 kcal/mol deg per 
surfactant monomer, which suggests that the temperature 
dependence of the enthalpy of SDS binding at pH 5.6 may 
be dominated by something other than simple hydrophobic 
binding. Finally, preliminary binding experiments with 
sodium dodecyl sulfate and /3-lactoglobulin show that salts 
in general such as 0.5 M NaCl and Na2S0 4 do not block 
the strong binding site, but they have a significant effect 
on AHb. Additional work must be preformed in order to 
completely describe the nature of the salt effects.

The variation o f the enthalpy of SDS binding to the 
/8-lactoglobulin weak sites with temperature was also 
studied at pH 5.6 and 8.6. The enthalpy change, AHn, was 
calculated from eq 9 using the slopes before and after the

Figure 7. The influence of temperature on A Hb for binding sodium 
dodecyl sulfate to the /3-lactoglobulin strong binding site at pH 5.6 and 
pH 8.6. The enthalpy change corresponds to the binding of 2 mol of 
surfactant to 1 mol of protein dimer (the same as binding 2 mol of 
surfactant to 2 mol of protein monomer).

Figure 8. The influence of temperature on A  Hu for binding sodium 
dodecyl sulfate to the /3-lactoglobulin weak binding site (open circles) 
or A  l i  for micellization (filled circles). The enthalpy change is expressed 
as per mole of surfactant bound.

Figure 9. Variation of the amount of sodium dodecyl sulfate bound 
to /3-lactoglobulin with the amount of protein titrated at 25 °C .

end point for weak binding. There did not appear to be 
a significant pH effect, and the combined results are given 
in Figure 8. The standard deviation for duplicate trials 
performed for these experiments approximately corre­
sponds to the size o f the circles in the figure. The relative
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TABLE II: Summary o f the Thermometric Titration 
Data for Binding Sodium Dodecyl Sulfate to the Weak 
(3-Lactoglobulin Binding Sites at Various Temperatures“

Temp,
°C

No.
of

titra­
tions

End
point,
mM

A %
kcal/mol n

21 1 32 1.09 132
25 2 30 0.77 ± 0.07 127
30 2 29 0.86 ± 0.05 123
35 4 24 0.92 ± 0.06 88

° The protein concentration was about 0.7% and the pH 
5.5 ± 0.1 (except for duplicates at 25 and 30 °C which 
were at pH 8.4) for these experiments using about 0.4 M 
SDS as the titrant.

TABLE III: Variation o f AHb for the p-Lactoglobulin 
Weak Binding Sites with Temperature

Temp,
°C

AHn,
kcal/
mol

A H h 
kcal/ 
mol

A Hb, 
kcal / 
mol

A Hb ',“ 
kcal/ 
mol

Mini­
mum,
mM

21 1.09 0.26 -0 .8 3 -1 .5 0 3.7
25 0.77 -0 .5 1 -1 .2 8 -1 .3 8 3.6
30 0.86 -0 .9 6 -1 .8 2 -1 .8 1 4.7
35 0.92 -1 .6 9 -2 .6 1 -1 .8 3 5.4

0 Evaluated from the change in slope at the minimum in 
the titration curve given in the last column in this table.

insensitivity of AHu to temperature suggests that the SDS 
molecules which bind to the weak binding site are in the 
same state of solvation as in the micelle. The influence 
of protein concentration on the binding of sodium dodecyl 
sulfate to the weak sites of /3-lactoglobulin was investigated 
at 25 °C using 0.6 M surfactant as a titrant and the 7.0 
mL calorimeter cell for protein solutions ranging from 2 
to 12 mg/mL. The value of AHa was independent of 
protein concentration, 1.0 ±  0.2 kcal/mol of surfactant. 
The end point was a linear function o f concentration 
(Figure 8) and the data yielded an average value of 0.9 ±
0.1 g of surfactant bound per gram of protein in agreement 
with previous analytical results from equilibrium dialysis 
studies.13 The amount of free SDS at the end point was 
assumed equal to the cmc.

A summary of the results from several titrations of the 
/3-lactoglobulin weak binding sites at 21, 25, 30, and 35 °C 
is given in Table II. The end point in the titration, which 
corresponds to the final maximum shown in Figure 3a, may 
be seen to decrease with an increase in temperature. This 
gives rise to a decrease in the number of moles of SDS 
bound per mole of protein, n, with temperature. A cmc 
of 3.8 mM, which is an average value previously observed 
in the absence of protein,2® was again taken as the amount 
o f free SDS at the end point. The value of AHn, calculated 
from eq 9 and identified in Figure 1, shows slight irrregular 
temperature fluctuations. However, when AHh was cal­
culated according to eq 10 using the data for AHj from ref 
2a, a regular change with temperature is observed as 
presented in Table III. The heat of binding, AH2', was 
also calculated directly from the minimum in the titration 
curve which approximates the cmc (Figure 3b) using eq 
9 by identifying AHn' with AHb' due to the fact that the 
difference in slope at the cmc approximates the difference 
in partial molal heat contents of the bound and free 
surfactant. These results may be compared with the ones 
giyen in the preceeding column in Table III, and it may 
be noted that good agreement is found for the values of 
AHb calculated by the two different methods at 25 and 30 
°C, whereas poor agreement exists at 21 and 35 °C. The 
poor agreement probably indicates that competition be­

tween micelles and protein for the surfactant monomer 
exists in dilute solution, and that the simplistic view used 
to evaluate the data from the apparent cmc in the presence 
o f d-lactoglobulin is not justified. Denaturation o f the 
protein may also be a factor in this region. The rather large 
temperature dependence o f the apparent cmc when 
compared with the relative temperature insensitivity of 
the actual cmc in the absence of protein supports the 
notion that the process is complex in this region o f the 
titration.

Discussion
Although it is recognized that proton binding to proteins 

may be studied by calorimetry,17 recent studies have shown 
that relatively weak surfactant binding may also be ob­
served.1819 The enthalpy changes which result from ti­
trating /3-lactoglobulin with SDS can he identified as due 
to binding to either strong or weak binding sites based 
upon previous analytical studies,13-’18’16’20’21 The stoi­
chiometry of binding SDS to both types o f sites does not 
depend on the method which is used. It was not possible 
in this study to resolve the intermediate binding sites 
reported by Ray and Chatterjee.21

The pH dependence of binding SDS to the strong 
binding sites is interesting, and one may describe the 
probable basis for the observed behavior. The dissociation 
of /3-lactoglobulin dimers below pH 3.0 has been reported,22 
and this could be the basis for the change- in AHb below 
pH 5.5. The abrupt decrease in enthalpy of binding 
between pH 6 and 7 is most likely related to the known 
conformational change reported to occur between pH 7 and
8.23,24 The transition is apparently shifted to a lower pH 
in the case of SDS binding than for binding nonpolar 
gases.24 The decrease in AHb above pH 7 may also be 
related to dissociation of the dimeric form of the protein 
by the SDS binding, although this does not occur in the 
absence of surfactant with protein concentrations greater 
than about 1 m g/m L.25 Those pH dependent structural 
changes which /3-lactoglobulin undergoes have been 
summarized.26

The difference between the temperature dependence of 
SDS binding to /3-lactoglobulin at pH 5.6 and 8.6 is also 
consistent with the view that a conformational change 
occurs between pH 6 and 7 with a positive enthalpy change 
(about 7 kcal/mol for each /3-lactoglobulin dimer) in that 
at low temperatures the binding of SDS is more exothermic 
at pH 5.6 then at pH 8.6, but at higher temperatures the 
enthalpy of binding becomes equal within the limits of 
experimental error. The temperature dependence of AHb 
at pH 8.6 is similar to that for micelle formation, which 
suggests that the binding process may be described as a 
salt formation between the surfactant head group and 
histidine15 in a hydrophobic pocket.24 The temperature 
dependence of tbe reaction would be dominated by hy­
drophobic rather than electrostatic forces.2®

In contrast with binding to the strong sites, the mag­
nitude of the enthalpy of binding SDS to the weak /3- 
lactoglobulin bindings sites is quite small, e.g., AHn — 1-0 
kcal/mol. The temperature dependence o f AHb given in 
Table III gives rise to a change in heat capacity o f about 
-130 cal/m ol deg per surfactant, which is similar in sign 
and magnitude to that of -134 cal/mol deg reported for 
micellization.2® This together with the lower enthalpy 
change provides evidence in support of the primarily 
hydrophobic nature of the weak binding process. It is 
interesting that an enthalpy change of about - 1.0 kcal/mol 
accompanies the binding of SDS to ovalbumin,19 which was 
also ascribed to hydrophobic forces based upon the large 
positive entropy change which accompanies binding. The

G. C. Kresheck, W. A". Hargraves, and D. C. Mann
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small change in pH which occurs during the dilution of 0.4 
and 0.6 M SDS in unbuffered solutions was followed in the 
presence and absence of protein, and it was found that the 
rate of pH change was the greatest during the first 10% 
o f the titration, and that the pH remained nearly constant 
during the region of the titration which coincides with the 
titration o f the weak binding sites. Therefore, it is con­
sidered that changes in the degree of ionization of the 
protein do not make a significant contribution to AHn for 
the titration o f the weak binding sites in agreement with 
the views o f Brewer.19 The unfolding o f d-lactoglobulin 
by SDS occurs before the onset of weak binding according 
to the data given by Tanford.27 This unfolding may be a 
minor component of the endothermic curve which follows 
the exothermic strong binding spike as previously observed 
for other systems.18

It is by now clear that thermometric titrations provide 
much more information with respect to ligand binding 
from a single experiment than does a sirriple heat of 
mixing. For example, the heat o f binding calculated from 
the data given in Figure 2 for a heat of mixing experiment 
represents an average of the heat change due to strong and 
weak binding and micelle dissociation as revealed by the 
analysis o f the enthalpy titration curves. Integral heat of 
mixing experiments, when used, must be performed over 
a broad concentration range in the case of binding SDS 
to d-lactoglobulin, and probably most other proteins, in 
order to resolve the binding sites and to obtain partial 
molal enthalpies to be used for finding standard entropy 
changes.
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Photogalvanic Effect in the Thionine-Iron System
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The photogalvanic effect for the thionine-Fe2+ system has been investigated. From thermodynamic data and 
the dependence of the photocurrent on the light intensity, semithionine is concluded to be the main elec- 
trochemically active species. The results for electrodes of different metals show that the photocurrent has two 
components: a slow-response, positive and a fast-response, negative. These components, and hence the steady 
state photocurrent, are found to depend on the electrode metal and show a good correlation with the electrode 
potential in the dark, i.e., the Fermi level of the electrode. These results are explained in terms of the different 
electron transfer rates between the metals and the electrochemically active species in solution. The influence 
of agitation and oxygen on both the photocurrent and photovoltage have also been studied.

Introduction
The photogalvanic effect, a special case of the Becquerel 

effect,1 is a build up o f electrode potential by a photo­
chemical reaction in an electrolyte solution. To clarify the 
mechanism of this effect is not only of scientific interest

' Present address: Institute for Molecular Science, Okazaki, Aichi 
444, Japan.

but may also lead to a new method o f solar energy uti­
lization.2’3

The thionine-iron aqueous system is one of the systems 
whose photogalvanic effect is the most extensively studied, 
since the earliest but excellent work of Rabinowitch,4’5 and 
the photochemical aspect of the system has also been fairly 
well understood. However, in spite of increasing numbers 
of papers concerning the electrochemical aspect o f the
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Figure 1. The experimental photogalvanic cell: (1) 500-W  xenon lamp; 
(2) quartz lens; (3) monochromator; (4) quartz window; (5) electrode; 
(6) aqueous solution of thionine and ferrous sulfate, [Th] =  5.0 X  10~5 
M, [F eS 04] =  1.0 X  10~2 M, [K2S 0 4] =  1.0 X  10"1 M; (7) a magnetic 
stirrer.

wavelength, nm

Figure 2. The action spectrum of the photovoltage for the Pt electrode 
(------- ), and the absorption spectrum of the Th -F ez+ system (— ).

system, the basic mechanism of the effect has not been 
elucidated. In this paper, we therefore present the results 
of our studies on the fundamental processes of the thio- 
nine-iron aqueous system.

E xperim ental Section
The apparatus used in our work is shown in Figure 1. 

Commercial thionine (chloride) and ferrous sulfate 
(FeS04-7H20 ) were used without further purification. 
Platinum electrodes were used in most cases, but other 
metals such as Ti, W, Mo, Cu, Ag, Ni, Sn, Fe, Zn, and Pb 
and carbon were used to investigate the influence of 
electrode materials. All metal electrodes were polished 
with alumina abrasives. Before measurement, nitrogen gas 
was bubbled into the cell for at least 10 min to remove 
oxygen. Deionized water was used throughout the ex­
periments. A 500-W xenon lamp was used as a light source. 
The current-voltage measurement was performed under 
potentiostatic conditions. A saturated calomel electrode 
(SCE) was used as a reference electrode.

Results
Figure 2 shows the photovoltage action spectrum arising 

between the illuminated and the dark Pt electrodes in a 
thionine-Fe2+ system together with its optical absorption 
spectrum. The similarity of the two spectra shows that 
the electrode reaction is initiated by the absorption of light 
by the thionine dye. When platinum electrodes are used, 
the polarity o f the illuminated electrode is always negative 
and independent o f the ratio of the initial concentrations,
[Th]0/  [Fe2+](). The photovoltage becomes - 5 0 -----150 mV
at the open circuit. Figure 3 shows the dependence of the 
photocurrent (ip) on the light intensity (/) at pH 5.0 for 
the same system. The value o f the slope is 1.0 showing 
that ip is proportional to the light intensity.

Figure 3. The dependence of the photocurrent, (,, on the light Intensity, 
I, at pH 5. Circles give the experimental results and the solid line is 
drawn to fit them with a gradient of 1.0.

i (10'6A)

Figure 4. The current-voltage relations obtained potentiostatically 
between two platinum electrodes. The area of the Illuminated electrode
is 1.3 cm2. Curve a (------- ) is for the case where the two electrodes
are kept In the dark. Curve b (------) is for the case where one of the
electrodes is illuminated. The abscissa is the potential of the electrode 
to be illuminated vs. SCE. The negative sign for the current in the figure 
indicates cathodic currents for the illuminated electrode.

Figure 4 shows the current flowing between two Pt 
electrodes, with voltages applied by a potentiostat between 
them, vs. potential o f the electrode to be illuminated. The 
photocurrent, ip, defined here as the difference between 
the currents for the dark and illuminated electrodes, shows 
remarkable dependence on the electrode potential. It is 
to be noted that the ip changes its direction at -0.03 V vs. 
SCE.

In order to observe the influence of the electrode ma­
terial on the photovoltage and photocurrent, cell systems 
having the same metal as both dark and lighted electrode 
were investigated, using more than 10 different metals. 
Figure 5 shows the change of ip with time for some typical 
cases. As seen in this figure, the photocurrent is strongly 
influenced by the electrode material. (Similar behavior 
was observed for the photovoltage.) In the case of Pt, the 
lighted (L) electrode becomes anodic (-) at the steady 
state, while for some other electrodes it becomes cathodic 
(+). The photocurrent behavior as shown in Figure 5 can 
be explained as a superposition of two components, i.e., 
a fast-response negative one (i_) and a slow-response 
positive one (i+) as schematically shown in Figure 6. 
Approximate ratios, L/i+, were obtained from the pho­
tocurrent curves. These values, together with the pho­
tocurrents ip and photovoltages Vp at the steady state for 
various electrodes are given in Table I.

The dark electrode potentials (U) vs. SCE are found to 
correlate well with the sign of Vp and ip as seen in Table
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Figure 5. The change of the photocurrent, (,, between directly connected 
two electrodes with time for four kinds of metal electrodes, P t(1.3 cm2), 
Ti (2.8 cm2), Ni (1.7 cm2), and W  (2.0 cm2). The number in parentheses 
is the area of each of the illuminated electrodes.

Figure 6. A typical photocurrent behavior, and its separation into two 
components, L and i+.

TABLE I: Photocurrent Densities (i ) and Photovoltages 
(Vp) at Steady State for Various Electrodes, together with 
Electrode Potentials U and Fermi Levels EF in the Dark

U,V
Elec­
trode Pp.mV

M A/ 
cm 2

VS.
SCE

Ef ,
eV

Pt -1 4 5 -3 .1 + 0.22 5 .0 -2 .4 -4 .97
C -1 0 -1 .0 + 0.18 3 .6 -1 .0 -4 .93
Au -7 7 -1 .5 + 0.15 2 .1 -1 .9 -4 .9 0
Ti -3 0 -0 .1 + 0.01 -1 .1 -4 .7 6
Cu -3 « -0 .3 ° + 0.01 1 .7 -1 .5 -4 .7 6
Ag -1 9 -0 .8 -0 .0 4 1 .7 -1 .4 -4 .71
W + 47 + 0.5 -0 .0 5 0 .8 -0 .4 -4 .7 0
Mo +14 + 2.2 -0 .0 6 0 .9 -0 .2 -4 .6 9
Ni + 43 + 0.6 -0 .07 0 .4 -0 .1 -4 .6 8
Cr + 13 + 1.5 -0 .07 0 .4 -0 .1 -4 .6 8
Sn + 1.5 + 0.2 -0 .5 0 0 .1-0 .01 -4 .2 5
Pb + 0.07 + 0.3 -0 .5 3 -4 .2 2
Fe b b -0 .6 9 -4 .0 6
A1 + 27c + 1.6 -0 .85 -0 .2 -3 .9 0
Zn + 2.8 + 10 -1 .10 0.05 -3 .6 5

a In this case, an anodic current was observed by ultra-
violet irradiation (A. <400 nm). The value given here is
obtained with a filter to remove UV light. b No distinct 
photoresponse was observed due to high noise levels. c A 
glass filter, transparent for wavelengths longer than 470 
nm, was used to remove the ultraviolet light which causes 
a cathodic current in this case.

I. The Vp and tp become negative when U is more positive 
than -0.05 V vs. SCE, while they become positive with 
more negative potentials. Furthermore, the ratio L/i+ has 
a definite tendency to increase as U becomes more positive.

TABLE II: Photocurrent Densities (¡p ) and Photovoltages 
( Vp) in the Case o f Platinum Electrodes at Various 
Concentrations o f Thionine and Fe2+ Ion

Thionine, M FeS04, M
Pp,
mV

ip, M A/ 
cm 2

U, V vs. 
SCE

5.0 X 10-5 9.7 X 10-2 -6 0 -3 .2 + 0.220
7.1 X 10“s 5.4 X 1 0 '5 -6 5 -0 .1 6 + 0.280
7.1 X 10“s 5.4 X IQ '8 -4 0 -0 .1 1 + 0.390

Figure 7. The influence of stirring and aeration on the photocurrent 
in the case of a Ni electrode, (a) A typical photocurrent curve measured 
after N2 bubbling for more than 10 min. The potential of Ni electrode 
at dark was -0 .0 9 8  vs. SCE. (b) The photocurrent curve measured 
while the solution was being stirred, (c) The photocurrent curve 
measured after introducting air. The electrode potential at dark changed 
to -0 .2 4 0  V vs. SCE by introducing air.

The table also gives the Fermi levels (EF) o f the elec­
trodes in contact with the solution, with the energy of the 
electron in vacuo taken as the reference point (E = 0). 
They have been calculated from the electrode potentials 
observed vs. SCE by assuming the electron energy for the 
normal hydrogen electrode (NHE) to be -4.50 eV.u Then, 
the Fermi level of an electrode is expressed by the relation
Ef = - e U -  4.50

Table II gives the values of Vp and tp for Pt electrodes in 
various concentrations of Th and Fe2+. They remain 
negative irrespective o f the ratio of [Th]0/[F e2+]0 as it 
varied from 5.2 X 10“4 to 1.3 X 103. Figure 7 shows the 
influence of agitation with a magnetic stirrer on the 
photocurrent in the case of the Ni electrode, for example. 
It shows that the positive component decreases while the 
influence on the negative one is relatively small, the ip at 
the stationary state remaining negative. Figure 7 also 
shows that, when oxygen or air was introduced, the positive 
component increased, while the negative one decreased. 
The electrode potential in the dark shifted remarkably 
especially in the case of the Ni electrode, where the change 
was about -0.1 V. The effect was nearly reversible. In the 
case of Pt electrodes, both the Pp and ip decreased re­
markably upon introducing oxygen. In the case of the Ag 
electrode, the sign of Vp and ip changed to positive. A 
similar remarkable influence of air (or oxygen) and agi­
tation was observed for electrodes of other metals.

The exchange current densities t0 for both the Th|Sem 
and the Fe3+|Fe2+ systems were determined from tbe so 
called Tafel plots. The Tafel equation is expressed as
log i = log i'o + ct?

where i is the current, r/ is the overpotential, that is, the 
difference between the potential applied and the rest 
potential, and c is a constant. The plot of log i against ij 
gave a straight line at small v values and the exchange 
current i0 was obtained from the intercept o f log i with tj 
= 0. The results are shown in Table III. The rate
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TABLE III: Exchange Current Densities for the ThlSem 
and Fe3+IFe2+ Systems Obtained from Their Tafel
Coefficients in the Case o f Pt Electrodes“

—  _

Redox i0, 11A  vs.
system cm-2 SCE ka, s '1 kc, s '1

ThlSem 2.58 0.23 2.0 x 1 0 " 1.8 X 104
Fe3+IFe2+ 4.95 0.225 1.56 X 102 1.82 X 107

“ The rate constants for each o f the electron transfer 
reactions were evaluated by assuming the electron transi­
tion distance to be about 3 A .

constants for each o f the electron transfer reactions be­
tween the Pt electrode and the solute molecules were 
evaluated from the exchange current densities as follows: 
In the equilibrium

Th + ept Sem (1)
ka

the exchange current density i0 is expressed by the relation 
¿o = kcdF[Th] = fead F [S em ] (2 )

where kc is the rate constant for the cathodic reaction, ka 
is that of the anodic reaction, d is the electron transition 
distance, and F is the Faraday constant.6,7 Since the 
standard electrode potential of the Th|Sem system is 
estimated to be ~0.06 V at pH 5 (see Discussion), the 
concentration ratio [Th]/[Sem ] is evaluated to be 107,05 
from the observed electrode potential. As the initial 
concentration of thionine, [Th]0, is 5 X 10“8 m ol/cm 3, kad 
is found to be 6.0 X 103 cm /s. When d is assumed to be 
about 3 A ,6 k„ is found to be 2.0 X 1011 s_1. In the same 
way, the rate of electron transfer from the Pt electrode to 
the ferric ion is obtained as 1.8 X 107 s 1. Since the 
electrode potential of Pt in the thionine-iron solution is
0.22 V vs. SCE at pH 5.0, the rate constants obtained from 
the exchange current are appropriate for the thionine-iron 
system.

Discussion
The main scheme for the photochemical reactions of the 

thionine-iron system can be represented as4,5’8
Th + hv -  Th* (3)
Th* + Fe2+̂  Sem + Fe3+ (4)
2Sem — Leu + Th (5)

together with the back reactions

Sem + Fe3+ -*• Th + Fe2+ (6)
Leu + Fe3+ — Sem + Fe2+ (7)

Here Th, Sem, and Leu represent thionine, semithionine, 
and leucothionine, respectively. Because of protonation 
reactions (not included in the above equations) these 
reactions are influenced by pH. The standard redox 
potentials are estimated to be 0.32 ~  0.34 and 0.43 ~  0.44 
V at pH 2 for the redox couple Th|Sem and Sem|Leu, 
respectively.4,9 From the pH dependence of the redox 
potentials,4 they are estimated to take the values 0.05 ~
0.07 and 0.16 ~  0.17 V at pH 5 where most o f our ex­
periments were carried out. Since the redox potential for 
the Fe3+|Fe2+ system is known to be 0.77 V, independent 
of pH, the changes of the standard Gibbs’ free energies for 
the reaction 6 and 7 are evaluated to be -0.72 -— 0.70 and 
-0.61 ~  0.60 eV at pH 5, respectively. From these values, 
it is concluded that the reverse of reactions 6 and 7 do not 
proceed thermally. The reduction of thionine is caused 
only by the absorption of photon energy, and leucothionine 
is produced thermally by dismutation reaction 5 from

semithionine. The photogalvanic effect essentially ori­
ginates from the free energy change involved in (6) or (7).

Figure 3 shows that the photocurrent ip is proportional 
to the light intensity (7): ip “  P°. It is therefore concluded 
that, among the possible two anodic reactions, Sem -*■ Th 
+  e (electrode), Leu —»• Sem +  e (electrode), only the 
former is actually important, since the concentration of 
Sem, [Sem], is proportional to I, and [Leu] is thought to 
be proportional to P.

Consequently, the main electrode reactions are thought 
to be the following:
Sem ->■ Th + e (electrode) (8)-,.
Fe3+ + e (electrode) -+ Fe2+ (9 } -

and the corresponding reverse reactions at both lighted (L) 
and dark (D) electrode.

As shown in Table I the electrode potentials of various 
metals dipped in thionine-Fe2+ aqueous solution, U, - 
depend on the electrode material, becoming increasingly 
positive as the metal becomes more noble. If the electrode 
material is chemically inert to the solution (i.e., for Pt, Au, 
and C), the electrode potential is governed by the redox 
potential of the thionine-Fe2+ system, regardless of the 
electrode material, and is nearly equal to the value ex­
pected from the concentrations of thionine and Fe2+. For 
other metals, it is not equal to the expected value. We 
measured the current-voltage curve for the Zn electrode 
in an aqueous solution o f 0.01 M FeS04 under the po- 
tentiostatic condition. At potentials more positive than 
-1.15 V vs. SCE, a current due to the dissolution of Zn was 
observed. The rest potential, -1.15 V, scarcely changed 
even when thionine (5 X 10~5 M) was added to this system. 
This fact shows that the electrode potential o f Zn is a 
mixed potential, determined mainly by the dissolution of 
Zn and the production of H2. Actually the value of -1.10 
V vs. SCE for Zn electrodes in Table I is very close to the 
standard redox potential of -1.00 V vs. SCE for the re­
action, Zn2+ +  2e~ -*  Zn. Thus the electrode potentials 
given in Table I are generally interpreted to represent 
mixed potentials except for the Pt, Au, and C electrodes.

Table I also shows that the Vp and ip change with the 
electrode material, and their signs and the L / i+ values have 
a good correlation with the electrode potential, U. These 
results suggest that the photogalvanic effect in these 
systems is governed by the electron transfer rate across 
the interfaces, which, in turn, is influenced by U. As shown 
in Figure 6, the photocurrent is explained by a superpo­
sition of a fast-response negative component and a 
slow-response positive one. Most probably the former is 
attributable to electron transfer from Sem in the elec­
trolyte to the L electrode and the latter to that from the 
L electrode to Fe3+ in the electrolyte. We can derive the 
same conclusion from the following reasoning: The ca­
thodic currents at L and D electrodes, JLC and / Dc, are 
expressed generally as

ILC/F=h/F=  ’ feilFe3^  -  2feL[S em ]L
-  3fcL[L eu ]L +  X [ T h ] L -  5fcL[F e 2+]L (10)

Idc/F= i^ d [-̂ 1®3+]d — 2&D[Sem]D -  3feD[L eu ]D 
+  4feD [T h ]D - 5feD [F e2+]D (1 1 )

Here nk (n = 1 , . . . ,  5) denotes the rate constant of electron 
transfer between the electrode and the respective species 
in solution. The subscript L or D shows that the value is 
for the L or D electrode. In these equations, the third term 
can be omitted because the effect of the leucothionine can 
be neglected as discussed earlier. Under the condition o f 
a closed circuit, the equation
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"feD = nkL = "k  (n=  1, . . . .  5) (12 )

holds because o f the almost same electrode potential at 
both electrodes. At steady state, the following relationship 
also holds:

h c = - / dc (13 )
From these equations, the photocurrent tp is expressed as 
hJF = Ihc/F = ( / Lc -  Idc)/2F = 1kA [F e 3+]

' .I f  ■ -  2kA[Sem] + 4feA[Th] -  5fcA [Fe2+] (14 )

.'where A[Fe3+] = 1/2 {[Fe3+]L -  [Fe3+]D}, etc.
%[ - Before the illumination, [Fe3+] and [Semj are very small

ip. solution. On illumination at the L electrode, these 
species are formed around the L electrode from Fe2+ and 
Th, therefore, A[Fe3+], A[Sem], A[Th], and A[Fe2+] are 

. approximately equal to each other in their absolute values 
and, from Table III, lk and 2k are thought to be mueh 
larger .than 4k and 5k in the potential range o f our ex­
periments. Consequently, the last two terms can be 
omitted and iv can be approximately expressed as follows:
ip/F = ‘ feA[Fe3+] -  2feA[Sem] (15 )

Here A[Fe3+] and A[Sem] are positive and nearly inde­
pendent o f the kind of the electrode material, because they 
are determined mainly by the photochemical reaction and 
the diffusion processes in the bulk solution. Therefore, 
the polarity of the photocurrent is affected by the com­
petition between two electrochemical rate constants xk and 
2k. The good correlation between ip or L/i+ and U, as 
demonstrated in Table I, shows that the rate constants, 
lk and 2k, depend strongly on the electrode potential, U.

The dependence o f the rate constants on U can be 
explained by the following theoretical expression:10
k ~  M E )W JE)W + (E) cLE (16 )

Here E represent the electron energy, and v(E) is .the 
transfer frequency as a function of E. W-(E) gives the 
energy distribution function for the occupied electron 
states with energy E o f the electrode (or the solution) and 
W+(E) that for the unoccupied electron states of the 
solution (or the electrode). This equation shows that the 
overlap between the state density of the donor and that 
of the acceptor is important for electron transfer. The 
distribution functions for the species in solution are ex­
pressed as follows, under a harmonic approximation for 
the thermal motions of solvent molecules:
Wsol+ (E) a  e x p [ -  (E -  eF° -  X)2/4 XkT] (17 )

WsolJ E )  «  e x p [ -  (E -  eF° + X)2/4 XkT] (18 )

Here X designates the reorganization energy, and €P° the 
standard Fermi level of the redox system. The product 
of the distribution function and the concentration of an 
acceptor or a donor represents the state density.

Figure 8 shows the schematic representation of the 
Fermi levels of the various metal electrodes, the donor state 
energy distribution function of semithionine, and the 
acceptor state energy distribution function of ferric ion. 
They have maxima at E = e°(Th|Sem) +  Xx and E = <°- 
(Fe3+|Fe2+) -  X2, respectively. The standard Fermi level 
o f the Th|Sem redox system, t°(Th|Sem), is obtained as 
about -4.56 eV by using the standard redox potential 
(E°(Th|Sem) = 0.06 at pH 5.0) together with the potential 
o f normal hydrogen electrode from vacuum (4.50 V).11 
Though the reorganization energy has not yet been ob­
tained for the Th|Sem system, it is considered to be about
0.5 eV.12 Therefore the state density of Sem has its 
maximum at about -5.06 eV.13 In the same way, as «P°-

Photogalvanic Effect in Thionine-Iron System
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Figure 8. The Fermi levels of various electrodes immersed In Th-Fe2+ 
aqueous solution In the dark (left), the donor state distribution function 
of semithionine (middle), and the acceptor state distribution function 
of Fe3+ ion (right). The energy of an electron in vaccuo is taken as 
the reference point, E  =  0 .0 eV: (1) Pt, (2) C, (3) Au, (4) Ti, (5) Cu, 
(6) Ag, (7) Ni, (8) Cr, (9) Sn, (10) Fe, (11) Al, (12) Zn.

(Fe3+|Fe2+) = -(0.77 +  4.5) eV, the acceptor level o f Fe3+ 
is estimated to be located at about -4.02 eV by using 1.25 
eV as the reorganization energy obtained experimentally 
for this system.14 As seen from Figure 8, an electron can 
transfer easily from Sem to the electrode, but hardly from 
the electrode to Fe3+ in other words, lk «  2k, in the case 
where the Fermi level o f the electrode lies in the region 
of the energy of Sem (Pt to Cr). It can easily be under­
stood that the second term on the right-hand side o f eq 
15 is overwhelmingly larger than the first one and ip/F 
becomes negative. The situation is reversed if the Fermi 
level is higher (for Sn, Fe, Al, Zn). Taking account of this 
dependence of the rate of electron transfer on the electrode 
potential, it is well understood that the polarity o f the L 
electrode becomes negative in the case of an electrode with 
a low Fermi level such as Pt and Au, and that it becomes 
positive for an electrode with a high Fermi level such as 
Ni and Zn. These considerations agree well with the 
experimentally obtained polarity of Vp and ip.

As seen in Figure 4, the photocurrent, ip, the difference 
between the current under illumination and that at dark, 
changes its polarity at about -0.03 V vs. SCE. This result 
is also explained by the shift of the Fermi level o f the Pt 
electrode: With the voltage moving toward the positive 
direction, the Fermi level is brought down, making electron 
transfer from Sem to the Pt electrode easier. With the 
voltage getting more negative, this electron injection is 
depressed and the electron transfer from Pt to Fe3+ in the 
solution gets stronger, owing to the upward shift of the 
Fermi level of the Pt electrode. It is interesting to note 
that the above-mentioned crossing point between the two 
current curves, about -6.03 V, is quite close to -0.04 ~  
-0.05 V vs. SCE in Table I where the polarity o f ip and Vp 
changes. These facts are well explained by the present 
model.

As shown in eq 15, the ip is governed by the competition 
between the two components, i.e., the electron injection 
from Sem to the electrode and the electron extraction by 
Fe3+ from the electrode. The strong influence o f agitation 
on the positive components but not on the negative one 
as shown in Figure 7 suggests that the rate of electron 
extraction by Fe3+ from the electrode is slow enough to be 
influenced by stirring, while that of the electron donation 
from Sem to the electrode is too fast to be influenced by 
stirring.

The remarkable influence of oxygen for the nickel 
electrode on the photocurrent as shown in Figure 7 
probably arises from two reasons. One is the oxidation of
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Sem to Th by oxygen. The standard redox potential for 
the couple 0 2 +  4H+ +  4e"|2H20  at pH 5 is 0.94 V and that 
for Th|Sem couple is 0.06 V at pH 5. Secondly, the 
electrode potential shift by oxygen to the negative direction 
as described in the Results section suppresses the anodic 
current and enhances the cathodic current. The reason 
for the potential shift is not well established at present, 
though it may be probable that the adsorption of oxygen 
on the electrode surface causes a double layer.

Conclusion
The electron transfer rates between an electrode and 

active species in solution play an important role for the 
photogalvanic effect. Especially, the position of the Fermi 
level o f the electrode dipped in the electrolyte solution 
relative to those o f the donor or acceptor states the dis­
solved species is one of the most important factors that 
determine the polarity of the photocurrent and photo­
voltage of a photogalvanic cell.
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Very accurate data on the rotatory power of a-pinene and of (3i?)-3-methylmethylenecyclohexane at different 
temperatures in different apolar solvents have been obtained and used to calculate the rotivities, Q0, under 
vacuum. These rotivities do not vary with temperature for a locked molecule (a-pinene). For the second molecule, 
a least-squares analysis of {%) = f(T) leads to values of the conformational enthalpy difference (AH° = 1.1 
kcal mol ') and of the conformer rotivities il0‘ (-28.8 and + 11.1) for the equatorial and axial methyl conformers 
respectively. These values are obtained for the hypothesis AS° = 0 eu. A different hypothesis (AS0 = ±1.37 
eu) results in little change of AH° (less than 0.2 kcal m ol1) and Sl0equat (±0.5). The validity of this kind of mean 
squares analysis is discussed.

Introduction
Several measurable physical parameters (dipole mo­

ments, NMR coupling constants, chemical shifts, etc.) 
depend on the conformational equilibrium of the molecule 
considered. In the simplest case of a two conformer 
equilibrium:

the average parameter is expressed as a function of the 
specific parameters DA and DB.

(D) = (DA -  DB)co + D B (2)

The mole fraction <o o f the conformation A is a function 
o f the temperature.

____________exp(~A S°/R)_________
W “  e x p (-A S ° /R )  + e x p (-A H °/R T )

If DA, DB, AH°, and AS° are temperature independent, 
their determination will theoretically be possible by

studying the experimental curve (D) = f(T) by a least- 
squares analysis.

This method has been used previously in N M R,1’2 ro­
tatory power, and circular dichroism3 experiments. Critical 
studies o f the method have been carried out and anomalies 
in the results have been explained.4̂

The first difficulty which has been revealed concerns the 
validity of the least-squares analysis when the experimental 
data are not precise enough. Govil and Bernstein4 showed 
that even when the value of AS° is assumed, the deter­
mination of AH°, DA, and DB is only possible when there 
is available a precision superior to 0.025 Hz in the coupling 
constant data. Garbish et al.5 made a more optimistic 
critical study of the method. They consider that within 
some limits o f the AH° and AS° values, the probable errors 
obtained on these two parameters are acceptable if
o < 4iz>A - DBiicr4
tr being the standard deviation of the observed parameters.

The second difficulty is related to the possible variations 
of AH° and AS0, and mainly those o f DA and DB with the 
temperature.
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Figure 1. Solvent and temperature effects on the rotivity of a-pinene.

The study of the thermal variation of rotatory power can 
a priori lead to much more precise experimental deter­
minations than those of NMR, because of recent tech­
nological improvements in these measurements, (cf. Ex­
perimental Section). .

Rotatory Power and Rotivity
According to Rosenfeld’s theory,' the expression for 

molecular rotation is

Chart I
a b c d e

- 2 0 . 5 5 - 1 9 . 3 - 2 2 . 2 - 1 8 . 7 - 1 9 . 9
p 2 9 .2 2 4 .6 3 6 .1 2 1 .9 2 6 .7

perature. In nonpolar solvents, we can let t = n2 and r? = 
(n2 -  l)/(ra2 +  2).

Rotivity of a Locked Molecule

[M]
96nNn2 + 2 

he 3 (3 )

with

P i  = 2 -

R uv2

i »a
(4 )

n2 is the dielectric constant of the surrounding medium; 
N  is the number of molecules per volume unit; go, is the 
mole fraction of the i conformer; and ft,, the rotatory 
strength of the i -*  j  transition between ground state and 
excitated electronic levels.

From this expression, it is obvious that the rotivity8

[a ] [M ]100
”  n2 + 2 ~ M(n2 + 2)

where M  is the molecular weight, is strongly dependent 
on the conformational equilibrium o f the molecule ac­
cording to eq 3 and 5:

12 = 0  2 « , / } ,  (6 )

Other numerous theoretical and semiempirical works9’10 
have shown that 0 values can vary considerably from one 
conformer to the other.

A  study o f the solvent effect on rotatory power has been 
carried out by Beckmann and Cohen11 and also by Eyr- 
ing.12 They show that the rotivity depends on the dielectric 
constant o f the surroundings.

The rotivity in vacuo, Q0, is the characteristic experi­
mental property of a conformer a priori temperature in­
dependent. In order to check this, we have studied the 
thermal variation o f the rotivity 0 of a-pinene, a locked 
molecule unable to undergo conformational equilibrium, 
in a series of nonpolar solvents.

In Figure 1, eq 7 is shown to be a good approximation; 
the observed discrepancies may correspond to specific 
effects of the solvents. From the experimental data (cf. 
Experimental Section, Table IV), the rotivity 120 is cal­
culated for the following groups of values (Chart I): (a) 
seven solvents at 25 °C; (b) seven temperatures in cis- 
decalin; (c) eight temperatures in n-decane; (d) 17 tem­
peratures in n-octane; (e) on all the data.

The agreement between the different 120 values being 
good, it is obvious that the change of 12 with temperature 
is only related to the variation of the solution refractive 
index; thus, 120 and P are constants. All this suggests that 
for other molecules the variations of these last two pa­
rameters with temperature is only due to variations in 
conformer populations. So, for equilibrium 1:
<P> = (PA ~ P B)cO + P b (g )

<120> = (120A -  120B)co + 120B (9)
These two equations give
«2  0) = K ( P ) + L  (10 )
with K = (Q0a -  O0B)/(PA ~ PB) and L = fi0B ~ KPB. The 
experimental results are in agreement with eq 10 (Table
I).

12 = 12 0 +  P  ( ~ Qo + Pv (7 )

P being a constant for a homogeneous family of solvents 
(for example, saturated hydrocarbons) at a given tem-

Rotivity of Molecules in Conformational 
Equilibrium

A comparison between Figures 1 and 2 shows that d- 
limonene (1) is not in a locked structure. In fact, Figure 
2 shows that the solvent effect (represented by lines at 25
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9-

Figure 2. Solvent and temperature effects on the rotivity of d-limonene.

TABLE I: Parameters Associated with the Solvent Effect 
on the Rotivity (Eq 10) and Corresponding 
Standard Deviations“

1 2 3 4 5
b 4 3 4 4 6

(T ,  K Î298 (258 (258 (258 ( 288
(range (338 ■ (338 ( 338 (338 (338

K -0.4.51 -0 .397 -0 .364 -0 .617 -0 .407
°  K 0.005 0.008 0.003 0.029 0.007
L 33.46 -8 .2 24.67 29.26 38.7
°  L 0.05 0.28 0.04 0.75 0.4

“ 1, d-limonene; 2, ( 3 R )-3-methylmethylenecyclo- 
hexane;13 3, (3R )-3-methylcyclohexene;14 4, (4R)-4- 
methylcyclohexene;14 5, buten-3-ol.15 b Number 
o f solvents.

and 50 °C) is superposed to a more important effect which 
is the variation of the conformational population with 
temperature.

The experimental results concerning limonene could not 
be used for the conformational determination because the 
exocyclic rotation of the isopropylidene group increases 
the number of conformers with different rotativities, as 
shown by a priori calculations done in connection with this 
work.16,17 However, this study was interesting for the 
solvent effect, and we report (Experimental Section, Table 
V) fi0 values at different temperatures; these results may 
be used later with the calculated rotivities of the different 
conformers.

The (3E)-3-methylmethylenecyclohexane (compound 2) 
shows a more simple conformational equilibrium:

The experimental results (Experimental Section, Table VI) 
lead to the same graph as in Figure 2, typical of the change 
in conformer populations with temperature.

For each temperature T, the rotivity (% )T and the 
constant (P)T are obtained through a least-squares analysis

TABLE I I :  Rotivity in Vacuo of 
(3.R)-3-Methylmethylenecyclohexane Vs. Temperature

J-F O O <520>“ <n0>6 <D0)C
-1 5 .0 -23 .885 -24 .082 -23 .423
-1 0 .0 -23 .669 -23 .929 -23 .276

-5 .0 -23 .439 -23 .769 -23 .133
0.0 -23 .223 -23 .615 -22 .988

+ 5.0 -23 .006 -23 .454 -22 .839
+ 10.0 -22 .882 -23 .314 -22 .690
+ 15.0 -22 .736 -23 .173 -22 .5 5 3
+ 20.0 -22 .643 -23 .040 -22 .426
+ 25.0 -22 .514 -22 .901 -22 .300
+ 30.0 -22.361 -22 .755 -22 .160
+ 35.0 -22 .240 -22 .611 -2 2 .0 3 6
+ 40.0 -22 .121 -22 .473 -21 .908
+ 45.0 -22.028 -22 .341 -21 .784
+ 50.0 -21 .912 -22 .206 -21 .643
+ 55.0 -21 .803 -22 .064 -21 .505
+ 60.0 -21 .701 -21 .923 -21 .364
+ 65.0 -21 .654 -21 .793 -21 .232

“ From eq 7. b From eq 11 with values o f 02 )T in the 
solvent n-decane. c From eq 11 with values o f  <i2)T in 
the solvent n-octane.

of the variation ( 0 ) T = f(r/)r (eq 7) which is obtained by 
a solvent change. The parameters K  and L are then 
calculated from the variation (il0> = f(P) (eq 10) which is 
obtained thanks to a change of temperature. The standard 
deviations in the values of K  and L being particularly weak 
(Table I), those values are used in eq 11 (from eq 7 and
10) to obtain more precise values of the rotivity {% )t 
(Table II). The experimental values o f ( i l ) r used are

(Qci)rr = + rjTL)/(K + r} j-) (11 )

those determined in the solvent which gives the most 
important variation with temperature, that is to say a 
solvent corresponding to the lowest value of 77 (for example, 
solvent decane for 2). The whole process seems complex 
but, in fact, it is equivalent to a solvent effect parame- 
trization applied as a correction to the most accurate 
measurements of rotivity.

To find Aif0, AS0, il0A, and fi0B from these values of (Q0) 
= f(T), we used a least-squares analysis program which is 
similar to the one described by Garbish.5 The discussion
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TABLE III: Enthalpy Differences and Specific 
Rotivities o f Conformers for 2

SB° _  
SA°, eua -1 .3 7 0 + 1.37

TT O TJ  O
~  n A  >

kcal mol-1
0.98 ± 0.04 1.10 ± 0.04 1.28 ± 0.04

“ » R
-2 8 .5  ± 0.5 -2 8 .2  ± 0.5 -2 7 .7  ± 0.4

n 0 B + 36.1 ± 1.2 + 11.1 ± 0.7 -1 .8 6  ± 0.5
0.0085 0.0087 0.0091

0 Hypothesis. b ;n o>T standard deviation calculated 
from column b or c o f  Table II.

will show that experimental precision is not sufficient to 
obtain the four parameters simultaneously, so we have 
assftmed AS0 = 0 and minimized the errors to obtain AH°, 
0(jA, and fi0B (Table III). The same results are obtained 
if we use (Q0) T of  column b or those of column c. On the 
contrary, we cannot minimize the errorsjif we take (il0)r  
in column a.

It is important to notice the calculated values Of AH° 
depend very little on the assumed AS° value (even when 
changing the AS° to improbable values, see Table III). 
The same is true for the flo-* value of the conformer with 
the equatorial methyl group. On the contrary, fi0B cannot 
be accurately determined since it strongly depends on the 
value of AS0.

If we admit that the most stable conformer A is the one 
which has the equatorial methyl group^ we can compare 
the value thus obtained AM° = 1.10 ±  5.04 kcal mol-1 to 
the free energy difference (1.2 kcal mol-1)18 calculated for 
the conformational equilibrium of 3-methylcyclohexanone, 
the structure of which is at first sight, very similar to that 
of 2.

Moreover, Lambert and Clikeman19 have recently 
measured for 2, AH° = 0.8 ± 0.1 kcal mol-1, which is in 
reasonable agreement with our result considering the wide 
disparity in the physical conditions of the measurement.

Discussion
First, we must examine the limits of the least-squares 

analysis. The simplest way is to make a simulation: by 
calculation of the exact (fl0) r values corresponding to the 
parameters o f Table III (hypothesis AS° = 0 eu); by 
comparison of the standard deviation of experimental 
(% )T's (column b or c of Table II) to those obtained when 
the minimization is done on exact {fi0>r and involve: (a) 
O0A and O0B for AS0 = 0 eu and different values of AH° 
(Figure 3, graph I); (b) AH°, O0A, and fl0B for different 
values of AS° (Figure 3, graph II).

In the first case, the standard deviation (Table III) is 
reached for AAH° ^  150 cal; but the minimization with 
four parameters reveals a very large uncertainity. Only 
greater accuracy (X30) of the experimental values would 
enable the four parameters to be obtained simultaneously. 
However, our rotivity measurements appear far more 
satisfactory than the most accurate NMR measurements; 
so, if we do the same kind of simulation with experimental 
values o f (J) = f(T) of Hawkins20 related to 3-methyl- 
cyclohexene, we obtain Figure 4 which exhibits a larger 
uncertainity than Garbish’s.6

Finally, the necessity to take into account the solvent 
effect.must be demonstrated since this factor has been 
neglected in a work6 which is interesting in another way 
for its view on the limits of the least-squares analysis. If 
this analysis is done in a straightforward way on {U)T 
values of the Table VI for n-decane and n-octane solvents, 
the error minimization leads respectively to AH° = 2.40 
and 3.60 kcal mol“1 (hypothesis AS° = 0 eu). Obviously, 
these values are very different from the results of analysis

Figure 3. Standard deviations of three- (I) or four- (II) parameter 
least-squares analysis for calculated rotivities of (3ft)-3-m ethyl- 
methylenecyclohexane (Table III) .

TABLE IV : Rotivities <n> o f  a-Pinene in Different 
Solvents and at Different Temperatures
a t, °c 102C n <n> h
A 25 0.800 1.37751 -13 .8 3 2 0.22920
B 25 0.800 1.38760 -13 .812 0.23575
C 25 5.203 1.40051 -13 .4 4 0 0.24269
D 25 1.604 1.41248 -13 .191 0.24908
E 25 0.800 1.42584 -13 .000 0.25614
F 25 0.800 1.46993 -12 .397 0.27897
G 25 0.800 1.48167 -12 .285 0.28492
G 30 0.794 1.47961 -12 .3 2 8 0.28388
G 35 0.790 1.47741 -12 .358 0.28277
G 40 0.791 1.47543 -12 .394 0.28176
G 45 0.787 1.47311 -12 .400 0.28058
G 50 0.784 1.47096 -12 .430 0.27949
G 55 0.780 1.46874 -12 .455 0.27836
D 25 1.604 1.41248 -13 .191 0.24908
D 30 1.596 1.41019 -13 .235 0.24787
D 35 1.587 1.40792 -1 3 .2 7 4 0.24660
D 40 1.579 1.40564 -1 3 .3 1 8 0.24540
D 45 1.570 1.40336 -13 .362 0.24420
D 50 1.562 1.40108 -13 .401 0.24300
D 55 1.554 1.39881 -13 .451 0.24180
D 60 1.545 1.39653 -13 .503 0.24056
C -1 5 5.429 1.41899 -13 .180 0.25253
C -1 0 5.401 1.41668 -13 .204 0.25130
C - 5 5.373 1.41436 -13 .226 0.25008
C 0 5.344 1.41205 -13 .255 0.24885
C 5 5.316 1.40974 -13 .289 0.24762
C 10 5.288 1.40743 -13 .331 0.24639
C 15 5.259 1.40512 -13 .363 0.24516
C 20 5.231 1.40281 -13 .402 0.24393
C 25 5.203 1.40051 -13 .437 0.24269c 30 5.174 1.39820 -  13.464 0.24146c 35 5.146 1.39590 -1 3 .4 8 6 0.24022c 40 5.118 1.39360 -13 .500 0.23899c 45 5.089 1.39130 -13 .520 0.23775c 50 5.061 1.38899 -13 .539 0.23651c 55 5.033 1.38670 -13 .556 0.23527c 60 5.005 1.38440 -13.573 0.23402c 65 4.976 1.38210 -13 .590 0.23278

° For solvents, see Experimental Section.

starting with <ì20>t and they are not in agreement with our 
structural knowledge (see the comparison with 3- 
methylcyclohexanone); also the apparent solvent effect on 
AH0 cannot be justified when 2 and the two solvents are
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Figure 4. Standard deviations of three-parameter least-squares analysis 
(A S 3 =  0  eu) for calculated NMR coupling constants o ' 3-methyl- 
cyclohexene.19

TABLE V : Rotivities <Í2 o f d-Limonene
t, °C m 0>b
20 39.319 39.602
25 38.906 39.073
30 38.473 38.543
35 37.959 38.021
40 37.448 37.507
45 36.940 36.999
50 36.422 36.504
55 35.935 36.021
60 35.462 35.555
65 35.051 35.091

“ Experimental <il0>T . b <i20> calculated from values 
o f <n> in rz-decane solvent.

nonpolar or very slightly polar.

Conclusion
The thermal variations of rotivity is thus an interesting 

experimental technique to determine the enthalpy dif­
ferences between conformers, especially for nonpolar 
molecules; that is to say for molecules which are difficult 
to study by other methods. Eventually, we plan to extend

this technique to polar molecules.
Finally, conformer rotivity determinations give an 

important input to test the validity of these a priori 
calculations obtained through empirical or semiempirical 
calculations.16,17 When the validity is established, we shall 
have a useful tool for absolute configuration determina­
tions.

Experimental Section

A. Rotatory Power. Apparatus. The equipment used 
is an electronic polarimeter Bendix NPL Type 143 fitted 
with a digital exit (voltmeter Schlumberger Type LM 1420 
2F). A thermostated cell equipped with a platinium re­
sistance thermometer was built allowing a satisfactory 
control of the temperature (with a precision of better than 

.,0.1 °C). Moreover, the.residual angle of the cell (and its 
variation according to the temperature) have been reduced:
(a) by a decrease of the mechanical strains on the cell 
windows; and (b) by a linear variation with a weak tem­
perature gradient.

Solvents, cis- and trares-decalin were separated during 
two distillations at reduced pressure (a 30 theoretical plates 
column). All the solvents used were dust free: (A) n- 
hexane; (B) re-heptane; (C) re-octane; (D) re-decane; (E) 
cyclohexane; (F) cis-decalin; (G) trares-decalin.

B. Refractive Indexes. The refractive index concerning 
any of the solutions for a wavelength equal to 5461 A and 
at a temperature o f 25 °C is measured with a Pulfrich 
refractometer (Bellingham & Stanley).

The refractive indexes at.other temperatures are de­
duced from the density measurements thanks to the 
Eckman empirical formula21

re2 -  1 1
— ----------- = C
re + 0 .4 d

The indexes are thus obtained with a precision of about
1 0 4.

C. Densities. The densities are measured with a digital 
microdensimeter Anton Paar DM A 10 with a precision 
of about 2.5 X 1 0 4.

These densities are used to estimate the concentrations 
C at different temperatures.

D. Experimental Data. Experimental data are reported 
in Tables IV-VI.

TABLE VI: Rotivities o f 2
C“ D° Fa

t ,  °C <a> r\ <n> rj ( i i> V

-  15 -13 .660 0.25498 -13 .697 0.25990 -12 .321 0.29102
-1 0 -13 .655 0.25372 -13.691 0.25877 -12 .331 0.28993

-5 -13 .650 0.25246 -13 .680 0.25761 -12 .343 0.28883
0 -13 .645 0.25121 -13 .671 0.25645 -12 .353 0.28774

+ 5 -13 .636 0.24995 -13 .659 0.25529 -12.360 0.28664
+ 10 -13 .627 0.24869 -13 .653 0.25413 -12 .357 0.28554
+ 15 -13 .621 0.24743 -13 .645 0.25297 -12 .359 0.28445
+ 20 -13 .619 0.24617 -13 .640 0.25180 -12.357 0.28335
+ 25 -13 .616 0.24491 -13 .634 0.25064 -12.359 0.28224
+ 30 -13 .606 0.24360 -13 .622 0.24947 -12 .358 0.28114
+ 35 -13 .602 0.24238 -13 .611 0.24831 -12 .357 0.28004
+ 40 -13 .596 0.24111 -13 .601 0.24714 -12 .355 0.27893
+ 45 -13 .591 0.23984 -13 .594 0.24597 -12 .350 0.27783
+ 50 -13 .578 0.23857 -13 .583 0.24480 -12 .342 0.27672
+ 55 -13 .566 0.23730 -13 .570 0.24362 -12 .333 0.27560
+ 60 -13 .551 0.23603 -13 .556 0.24245 -12 .321 0.27450
+ 65 -1 3 .5 4 0 0.23475 -13 .545 0.24127 -12 .304 0.27340

“ For solvents, see Experimental Section. 
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Determination of the Specific Heat Capacities of Aqueous Sodium Chloride Solutions at 
High Pressure with the Temperature Jump Technique

K. G. Liphard, A. Jost, and G. M. Schneider*

Institute o f Physical Chemistry, University o f Bochum, Bochum, German Federal Republic (Received November 9, 1976)

In this work spécifie heat capacities have been measured by the temperature jump technique. Electrical energy 
stored in a high voltage capacitor is discharged through the electrically conducting solution; this causes a rise 
in temperature which is measured indirectly by the optical absorbance change of a buffered indicator system. 
Cy data are reported for aqueous sodium chloride solutions in the concentration range from 0.1 to 2.0 mol kg"1 
at 293 K at 1 and 2 kbars. All cv values decrease with increasing pressure. At 1 bar and 1 kbar cv decreases 
monotonously with increasing salt concentration whereas at 2 kbars a maximum appears. Using data for 
compressibility and cubic expansion coefficients cv was converted to cp; its dependence on pressure and salt 
concentration, respectively, is similar to the behavior of C y. The data obtained are discussed with respect to 
structural effects. From the volume dependence of Cy and the pressure dependence of cp, the temperature 
dependence of (dp/dT)v and of (jV /aT)p, respectively, is calculated; with increasing salt concentration the 
temperature dependence of both decreases.

I. Introduction
Among the thermodynamic properties of electrolyte

solutions the heat capacity is of primary importance. 
Several heat capacity studies on aqueous solutions of NaCI, 
a most important electrolyte in nature, have already been 
made during recent years1“5 but there are no measurements 
at high pressure up to now. Such high pressure heat 
capacity data on NaCI and other electrolytes, however, 
would be of considerable interest not only for practical 
applications, e.g., for oceanography such as for the storage 
of heat in the deep sea; for mineralogy especially for 
geysers, hydrothermal syntheses etc.; for salt industry etc., 
but also for theoretical research, e.g., for the thermody­
namics of electrolyte solutions, for the investigation of 
structural changes, etc.

In the laboratory heat capacities are mostly measured 
calorimetrically. The usual calorimetric methods, however, 
show some disadvantages for high pressure measurements: 
The mass of the autoclave is usually much more than a 
factor of 10 larger than that of the species investigated so 
that precision measurements are very difficult; heat losses 
through pressure connections also have to be considered.

These effects can be avoided using the temperature 
jump technique because here the measuring time is on the 
order o f 1 ms. In the temperature jump technique a high

voltage capacitor is discharged through an electrically 
conducting solution. The electrical energy ITel absorbed 
causes a temperature increase AT according to

VFei = cm AT  (1 )

lhC U 2 = cpVAT  (2a)

where c is the specific heat capacity in J K“1 g“1, m the 
mass in g, AT the temperature difference in K, C the 
capacity in F, U the loading voltage of the capacitor in V, 
p the density in g cm“3 *, and V the effective volume in cm3.

For the present investigations the change o f temperature 
(temperature jump) AT is measured indirectly by means 
of the light absorption change of a colored pH indicator 
(here phenol red) dissolved in very low concentration in 
the buffered solution under test.

II. Experimental Section
A. Temperature Jump. The measurements of the heat 

capacities were carried out in a temperature jump ap­
paratus that has been developed for the investigation of 
fast reactions in solutions under high pressure. The 
measuring cell with optical windows for spectroscopic 
measurements was mounted in a high pressure autoclave. 
Details of the experimental device have been described

The Journal o f Physical Chemistry, Vol. 81, No. 6, 1977



548 K. G. Liphard, A. Jost, and G. M. Schneider

TABLE I: Specific Heat Capacities o f Aqueous 
Sodium Chloride0

c v , J g -  K - cp, J g -  K:-’

Figure 1. Spectrum of phenol red at different temperatures and
pressures: 2 X  10 '5 mphenol red, 9 X  10-4 mTris buffer, 0.1 mNaCI, 
pH 7.4 at 20 °C , OD =  log y  J =  optical density.

elsewhere.6 With only slight modifications this apparatus 
was used for the measurements presented in this paper. 
In order to prevent dissolution of the pressure transmitting 
medium, nitrogen, in the solution under test a small 
flexible tube filled’with solution was attached to the top 
of the cell and the pressure was transmitted to the solution 
from the pressurizing medium through the elastic walls of 
the tube.

The temperature in the cell was measured by a steel- 
sheathed thermocouple introduced into the cell through 
a capillary tube. The pressure was measured with Heise 
gauges.

B. Spectrophotometry. The relation between the 
optical absorption change and the rise in temperature was 
measured separately by a static method described in detail 
elsewhere.7 Here the pressure transmitting medium was 
also nitrogen. It was excluded from the cuvet to be dis­
solved by an open-ended tube filled with solution avoiding 
a quick mixing by a long diffusion path.

C. Substances. Sodium chloride was purchased from 
Baker Chemicals, Deventer (Holland), as “ Analysed 
Reagent” , and phenol red and tris(hydroxymethyl)- 
aminomethane (Tris) by Merck AG, Darmstadt (Ger­
many). These substances were used without further 
purification. The water used was triply distilled. All 
solutions were carefully degassed before measurement.

III. Results
Measurements have been carried out for solutions of 

NaCl in water in the concentration range from 0.1 to 2 mol 
kg-1 at 1 and 2 kbars. The temperature before the tem­
perature jump was T = 293.2 K for all measurements. The 
concentration of the indicator phenol red was always 2 X 
10-5 mol kg-1 in a solution of 9 X 10-4 mol kg-1 Tris buffer. 
Thus the concentration of both indicator and buffer was 
more than two orders of magnitude lower than that of the 
smallest salt concentration measured; thus any influence 
on the heat capacity could be neglected.

A. Results of Spectrophotometric Measurements. 
Absorption spectra of aqueous phenol red solutions were 
measured at different salt concentrations and pressures. 
One series o f spectra is shown in Figure 1. The salt 
concentration is 0.1 mol kg'1, the pressures are 1 and 2 
kbars. The absorption maxima at X 557 and 432 nm belong 
to the deprotonated and protonated form, respectively, of 
the indicator. The spectra were recorded at four different 
temperatures. It can easily be seen that the equilibrium 
is shifted toward the protonated form of the indicator with 
increasing temperature. From these spectra the tem­
perature dependence o f absorption (at constant wave-

m NaCl,
mol kg 1 1 kbar 2 kbars 1 kbar 2 kbars

0.1
0.5
1.0
2.0

3.84
3.80
3.72
3.59

3.59
3.63
3.56
3.46

3.92
3.89
3.82
3.75

3.78
3.83
3.77
3.71

° Cy and c„ . Data taken at different pressures and 
molalities. The digits have been given beyond significant 
figures to avoid accumulation o f  roundout errors.

length) can be calculated for each, pressure and . salt 
concentration.

B. Results of Temperature Jump Measurements. The 
heat capacity can be calculated according to

CU2
' = v * K t  (2b )

Here the effective volume V is most difficult to measure 
because of the complicated geometry of the measuring cell. 
Thus the ratio C/V was determined by calibration of the 
cell with solutions of different salt concentrations at 
normal pressure.1-5 All density data were taken from the 
literature.2’8

For the determination of specific heat capacities several 
temperature jumps were made starting from the initial 
temperature T = 293.2 K, the temperature jumps being 
in the range from 0.5 to 5 K. The resulting temperature 
differences AT (calculated from the optical absorption 
changes) were plotted vs. U2. The slope o f the resulting 
lines were extrapolated to zero temperature jump and the 
heat capacity values were obtained from these limiting 
slopes. The error of this extrapolation is small since within 
the accuracy of the present measurements essentially 
straight lines were found.

The accuracy of the specific heat capacity data obtained 
is estimated to be ± 1%.

C. Heat Capacity Data. Another advantage o f the 
temperature jump technique for heat capacity measure­
ments is the alternative determination of specific heat 
capacity at constant volume or constant pressure, cv and 
cp, respectively. When the solution is heated normally 
thermal expansion occurs. For very short heating times 
(e.g., on the order o f 1 its) the heating takes place under 
essentially isochoric conditions, i.e., dV  = 0, producing a 
shock wave which runs through the solution. For much 
slower heating times the pressure is balanced at each time. 
Thus at short heating times cv values and at longer heating 
times cp values can be measured. The heating times can 
easily be changed by the appropriate choice o f the dis­
charge unit, mainly by changing the capacity of the high 
voltage capacitor.

In this paper only measurements o f Cy data are pres­
ented. The resulting cv values are listed in Table I. The 
dependence on the molality m of the salt at 1 bar, 1 kbar, 
and 2 kbars is shown in Figure 2; here the data at normal 
pressure were taken from the literature.2 The cv values 
of pure water were calculated from cp values taken from 
ref 9 using data for compressibilities and cubic expansion 
coefficients taken from ref 10.

Table I and Figure 2 show that the cv values decrease 
with increasing pressure. At 1 bar and 1 kbar the cv values 
decrease monotonously with concentration but at 2 kbars 
a maximum appears. The dependence on the square root 
o f the molality of the salt is approximately linear above 
about 0.5 mol kg-1 for all pressures measured. The 
measured cv values can be converted to cp values using
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. Figure 2. Specific heat capacity at constant volume c v as a  function 
; of the square root of the molality m  of NaCI: T =  293.2 K, p  =  1 bar, 

1 kbar, and 2 kbars.

Figure 3. Specific heat capacity at constant pressure cp as a function 
of the square root of the molality m  of NaCI: T =  293.2 K, p  =  1 bar, 
1 kbar, and 2 kbars.

data for isothermal compressibilities and cubic expansion 
coefficients taken from the literature.8 The resulting cp 
values are additionally listed in Table I; the concentration 
dependence is shown in Figure 3. The data at 1 bar were 
taken from the literature.1-6,9 The concentration de­
pendence of the cp values is very similar to that of the cv 
values: the specific heat capacity at constant pressure cp 
decreases monotonously with increasing molality of the salt 
at 1 bar and lkbar, whereas at 2 kbars a maximum ap­
pears.

IV. Conclusion
For discussion it is often useful to distinguish between 

solutes that are “ structure breaking” or “ structure making” 
with respect to pure water. As the unusual high specific 
heat capacity of pure water can be explained by assuming 
a highly ordered structure, changes of specific heat capacity 
can be attributed to “ structure breaking” or “ structure 
making” effects.

According to Figures 2 and 3 the specific heat capacity 
decreases with increasing salt concentration at 1 bar and 
1 kbar; here the effect of NaCI on water can be explained 
by structure breaking. However at 2 kbars initially the 
specific heat capacity increases with increasing salt content, 
then it reaches a maximum, and finally decreases with 
further increasing salt concentration. Thus at higher 
pressures the effect of NaCI on water seems to be structure 
making at low concentrations and structure breaking at 
higher concentrations. A quantitative explanation o f this 
behavior cannot be given at the moment.

Very often specific heat capacity data at high pressure 
are calculated from specific heat capacity values at normal 
pressure and from very precise pVT data. Caloric and
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Figure 4. Plot of ( d c jd  V)T vs. the square root of the molality m of NaCI: 
T  =  293.2 K.

Figure 5. Plot of (dcp/dp)Tvs. the square root of the molality m of NaCI: 
1 =  293.2 K.

pVT values are connected by the following thermodynamic 
relations
(dcv/dV)T= T (d 2p/dT2)v (3 )

(dcp/dp)T= -T (d 2V/dT2)p (4 )

where {d2pJaTi)v represents the temperature dependence 
of the pressure coefficient = (dp/dT)v and (d2V/sT )̂p is 
related to the temperature dependence of the cubic ex­
pansion coefficient a= (l/V)(aV/aT)p. By measuring the 
volume and pressure dependence of cv and cp, respectively, 
such as effectuated in this work both second derivatives 
can be obtained. The results could be useful, e.g., for 
testing the accuracy o f pVT data or equations o f state or 
for structural considerations.

In Figures 4 and 5 preliminary results for (acv/aV)T and 
(dcp/ap) T, respectively, are plotted vs. the square root of 
the salt concentration. The derivatives in the ordinate 
were obtained from plots of cv vs. V (with the use of 
literature data for the specific volume8) and cp vs. p, re­
spectively, assuming the relations to be linear in the range 
o f the present measurements.

Figure 4 shows that (acv/aV)T decreases with increasing 
salt concentration. The plot of (acv/aV)T vs. m1/2 can be 
regarded as linear in a first approximation for the con­
centration range measured. This means that with in­
creasing salt concentration the dependence of cv on the 
specific volume decreases. According to eq 3 the tem­
perature dependence of the pressure coefficient decreases 
with increasing salt concentration, too.

Figure 5 demonstrates that with increasing salt con­
centration the effect of pressure on cp decreases. The plot 
of (scp/dp)T vs. ml/'2 has a curved shape in the concen­
tration range measured. According to eq 4 the temperature
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dependence of (dV/dT)p also decreases with increasing salt 
concentration.

In order to obtain some more detailed information, about 
the influence of a salt on the specific heat capacity and 
on the structure of water at high pressure, measurements 
are in preparation with salts showing strong structure­
breaking effects such as Csl and with salts exhibiting 
strong structure-making effects such as LiF. In addition 
to these investigations measurements with sea water are 
planned.
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Oxygen isotopic exchange (OIE) measurements have been carried out over UV irradiated anatase samples. At 
room temperature, simultaneous action of T i02 and UV light is needed for OIE which proceeds via a mechanism 
involving one oxygen surface atom at a time. For various anatase samples, the photocatalytic activities per 
unit of catalyst area for OIE and for isobutane oxidation (IOX) into acetone correlate. UV irradiation of a 
mixture of ¿-C4H10 and of an excess of 180 2 shows that OIE occurs only after IOX. It is inferred that the same 
dissociated surface oxygen species participate in both reactions.

Introduction
It has been shown that anatase, irradiated by UV light 

at room temperature, can selectively oxidize various al­
kanes into ketones and aldehydes.1 This photocatalytic 
oxidation has been studied in detail for isobutane.2-5 In 
this case, the main products are acetone, carbon dioxide, 
and water; small amounts of isobutanal and terf-butyl 
alcohol are also formed. The following equations account 
for these transformations:
1- C4H,0 + V20 2 -  CH,COCH3 + C 0 2 + 2H20  
!-C4H,0 + 0 2 -  (CH3)2CHCHO + h 2o  
¿-CjH10 + ■/*£),- (CH3)3COH
¿-C4H10 + ” /20 2 -  4C 02 + 5H ,0

Depending upon the fraction of isobutane in the 
reactants, the first equation may account for up to 95% 
o f the isobutane molecules.2 Partial oxidation is much 
more extensive than total oxidation.

Concerning the mechanism of this photocatalytic re­
action, it has been found that isobutane does not interact 
strongly with the anatase surface under UV irradiation at 
room temperature.2,38 In particular, no electronic inter­
action has been evidenced by photoconductivity mea­
surements.4 Accordingly, the origin of the photocatalytic 
activity for alkane oxidation arises from the system
0 2-  T i0 2-U V  radiations. This system has already been 
investigated by several techniques. The existence of 0 2- 
species was observed by ESR,5 whereas it was inferred from

^Present address: L.A. au CNRS de Catalyse Appliquée et 
Cinétique Heterogene, Université Lyon I, France.

measurements of thermoelectronic work function that a 
dissociated oxygen species, carrying approximately one 
negative charge, also occurs.3b More recently, photo­
conductivity experiments showed the existence of both 0 2- 
and O- species.4

Oxygen isotopic exchange has been employed to study 
the lability of surface oxygen for various solid oxides in 
connection with their catalytic activity in thermally ac­
tivated oxidation reactions.6-8 However, two problems 
arise: (i) the isotopic exchange concerns only one of the 
reactants (0 2), (ii) the exchange and oxidation reactions 
do not occur at the same temperature. In the present case, 
the former problem is not important, since, as emphasized 
above, isobutane does not interact electronically with the 
surface and therefore the study of the system 0 2-T i0 2-U V  
radiations is essential with respect to the oxidation 
mechanism. The second objection does not hold either, 
since, as indicated in this paper, oxygen isotopic exchange, 
as well as isobutane oxidation, takes place at room tem­
perature over UV irradiated anatase.

Consequently, it seemed of interest (i) to study the 
mechanism of oxygen isotopic exchange (OIE) over UV- 
irradiated T i0 2; (ii) to compare the catalytic activity of 
various anatase samples for this reaction and for the 
formation of acetone by isobutane oxidation (IOX); (iii) 
finally, to determine how these reactions compete for the 
surface oxygen species which arise from the interaction 
between oxygen molecules and the electron hole pairs 
created by UV light.

The isotopic exchange reaction of 180 2- 160 2 mixtures on 
rutile9 and ZnO10 under UV irradiation has been briefly 
depicted by Tanaka who suggested an 0 3" species, formed
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TABLE I: Anatase Samples
Sample Surface area, m2 g_1 Morphology

1 41 Polyhedra + spheres
2 16 Spheres
3 24 Spheres
4 152 Polyhedra

from O and 0 2, as the most plausible intermediate. 

Experimental Section
1. Apparatus. For OIE experiments, the quartz cell 

which contained the powdered anatase had the shape of 
a cylindar "box 1 cm high closed by two parallel optical 
windows o f 6 cm diameter. After introduction of a solid 
sample, this cell was glass blown to the vacuum system. 
The sample could be irradiated through one of the optical 
windows using the UV light from a Philips HPK 125 
mercury lamp. A water containing cuvette and convenient 
optical filters enabled one to use the 300-420 nm part of 
the spectrum, with a maximum around 345 nm. In order 
to obtain a constant intensity for the solid, the intensity 
o f the U V beam was controlled by using a 
microcalorimeter11 so that variations may be compensated 
by adjusting the sample-lamp distance. For pretreatment 
of the solid samples, the cell was surrounded by a furnace 
whose cover was removed when illuminating.

The different parts of the vacuum line were separated 
by Granville-Phillips metallic valves. The vacuum, free 
o f grease and mercury vapors, was obtained by traps filled 
with 13X molecular sieves and maintained at liquid ni­
trogen temperature. An ionization gauge was used to 
measure the residual pressure. A very sensitive Pirani-type 
gauge12 allowed the measurements of the oxygen or iso­
butane pressures in the 10 6 to 5 Torr range.

The mass spectra were scanned by means of a Varian 
quadrupole gas analyzer connected to the cell through a 
Granville-Phillips variable leak valve.

To determine the photocatalytic activities of the various 
anatase samples for IOX, a differential dynamic fixed bed 
reactor was used as described previously.2,5 The effluents 
were analyzed by gas chromatography.

2. Materials. Isobutane from the Air Liquide Co. was 
vacuum distilled before use. 180 2 from the Weizmann 
Institute (Israel) contained 94.6 atom% 180.

Nonporous anatase samples were prepared from TiCl4 
in a flame reactor.13 They differ in shape, dimensions, and 
hence specific areas as indicated in Table I.

3. Procedures. For OIE experiments, the sample was 
pretreated as follows. After evacuation at room tem­
perature, 0 2 (100 Torr) was admitted into the cell which 
was heated at 450 °C for 15 h. Then the sample was 
evacuated at 150 °C for 2 h and finally cooled to room 
temperature. It has been checked, by means of the 
quadrupole gas analyzer, that, after this pretreatment, no 
C 0 2 was evolved from the sample when it was UV irra­
diated at room temperature either under vacuum or ox­
ygen. This shows that the carbonaceous impurities have 
been eliminated. 3  X  10-2 Torr of 180 2 were admitted into 
the cell in the dark. As soon as the samples were UV 
irradiated, OIE took place. For all the samples, the gas 
phase was analyzed after a 1-min irradiation; in some cases, 
supplementary analyses were carried out after longer ir­
radiation times.

To determine how the OIE and IOX reactions compete, 
a mixture o f isobutane and of an excess of 180 2 was ad­
mitted over T i0 2 in the dark. Mass spectra of the gas 
phase were recorded after various times of UV irradiation.

For OIE, as well as for IOX,5 a critical mass of catalyst 
may be defined. The photocatalytic activity which varies
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Figure 1. Changes in the isotopic composition of gas phase oxygen 
as a function of UV irradiation time for sample 1.

linearly as a function o f the mass below this critical mass, 
becomes, above it, progressively independent o f the mass. 
This critical mass, which o f course changes with each 
anatase sample, corresponds to a completely UV irradiated 
layer o f T i0 2. In both types o f experiments (OIE and 
IOX), the photocatalytic activities considered are those 
which have been measured for a mass o f catalyst slightly 
lower than this critical mass and related to the unit of 
catalyst area.

Results and Discussion
1. Preliminary Remarks. It has been checked that the 

simultaneous action of T i0 2 and UV light is required to 
produce the OIE reaction. As determined from pressure 
variations, UV irradiation o f T i0 2 under 0 2, previously 
admitted in the dark, causes simultaneous photodesorption 
and photoadsorption.14 After the first 5 s, photodesorption 
is masked by photoadsorption. For the first minute of 
irradiation, the decrease in pressure corresponds to a 
number of 0 2 molecules equivalent to approximatively 1% 
of the decrease in the number of 180 2 molecules. Con­
sequently, the decline in the fraction of 180 2 molecules of 
the gas phase is not significantly affected by the 180 2 
molecules remaining adsorbed and this effect has been 
neglected in the results. On the other hand, UV irradiation 
of T i0 2 under isobutane previously introduced in the dark 
has no effect on the pressure or on the mass spectrum.

2. Type of OIE. Figure 1 demonstrates that UV ir­
radiation of T i0 2 causes an immediate OIE. As a function 
of UV irradiation time, the percentage (C36) of 180 2 
molecules constantly diminishes, that o f 160 2 molecules 
(C32) increases and that of 160 180  molecules (C34) passes 
through a maximum.

Depending on the number o f surface oxygen atoms 
taking part in the mechanism, three types of isotopic 
exchange can occur.6-8 Using the notation of ref 8 these 
types will be designated as follows: R, exchange without 
participation of the surface oxygen atoms; R ', exchange 
involving one such atom; R", exchange engaging two such 
atoms simultaneously.

If exchange proceeds according to mechanism R, no 
variation in the 180  isotopic content of the gas phase should
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Figure' 2. (A) Variations of the ratio of the concentrations of 160 180  
molecules (C34) to 180 2 molecules ( C y  as a function of UV irradiation 
time for sample 1. Calculated according to mechanism R \ i.e., exchange 
with one surface oxygen (curve I), and mechanism R", i.e.. exchange 
with two surface oxygen at a time (curve II); • ,  experimental values. 
(B) O s tle r  ratio vs. (C ^ y '12 according to mechanism R'; • .  experimental 
values.

be observed. Figuie 1 demonstrates that it is not the case 
and, consequently^ it may be concluded that surface oxygen 
atoms intervene in the exchange. If mechanism R " 
prevails, the fraction o f 160 180  molecules in the gas phase 
(C^) should decrease with increasing exchange time.6-8 On 
the contrary, predominance of mechanism R ' should result 
in an increase of C34 at the beginning of the exchange.6-8 
From Figure 1 it may be immediately inferred that 
mechanism R' predominates, since C34 is markedly in­
creased during the first minutes o f irradiation of the 
catalyst. Consideration of the isotopic ratio 0 between the 
three fractions of oxygen molecules (0 = C342/C 32C36) gives 
support to this conclusion. If exchange is accomplished 
through an R or R ' mechanism, 8 does not vary, provided 
that the initial isotopic mixture was in equlibrium.6-8 By 
contrast, the R " mechanism is characterized by a deep 
minimum of /3.6-8 In the present case, 0 remains close to 
its equilibrium value: 0= 4.0 ±  0.4. The accuracy is the 
worst at the beginning of the exchange when the value of 
C32 is weak and therefore introduces a relatively large error 
on ¡8; after a few minutes of exchange, the accuracy im­
proves: 0 = 4.0 ±  0.15 until C36 becomes too weak. In fact, 
it is more convenient to consider the ratio C34/  C36 which, 
at the beginning of the exchange, avoids the use of C32. In 
the case of mechanism R ", the ratio C34/C 3S remains 
constant (Figure 2A, curve II) whereas in the case of 
mechanism R' it varies according to the equation:7

C°34 and C°36 being the initial values of C34 and C36, i.e., 
before UV irradiation. Curve I of Figure 2A represents 
the values of C34/C 36 calculated by this equation using 
various values of C .̂ It may be seen that the experimental 
points derived from Figure 1 fall perfectly on this curve 
which corresponds to mechanism R'. It may also be 
checked that they are exactly aligned on the line which 
represents the above equation in the diagram of the 
C34/C 36 ratio vs. (C36)-1/2 (Figure 2B).

In conclusion, OIE over UV-irradiated anatase proceeds 
via mechanism R ' where only one oxygen atom from the 
surface participates at a time, which may be written

H. Courbon, M. Forment! and P. Pichat

Figure 3. Comparison of the photoca ta lytic activities per unit of catalyst 
area of various anatase samples for OIE and acetone formation from 
isobutane. Samples labeled as in Table I.

without any assumption on the elementary steps:
180 2g + 16Os -  l60 18Og + 18Os

It is interesting to note that OIE over T i0 2 heated above 
500 °C also occurs according to this mechanism.8’15 The 
mode of activation (temperature or photons) does not 
change the OIE mechanism. However, it must be pointed 
out that mechanism R " has been less often observed.

Pure mechanism R' is seldom found for thermally ac­
tivated OIE on metal oxides. Generally a mixture o f the 
three possible mechanisms is used to account for the 
experimental data.7,8 According to the present example, 
it seems that the activation by photons is more selective 
than thermal activation.

3. Comparison of the Photocatalytic Activities for OIE 
and IOX. The experiments discussed in the preceding 
paragraph have been carried out for the various anatase 
samples of Table I, under the same experimental condi­
tions: sample pretreatment, initial pressure of 180 2, UV 
intensity. The photocatalytic activities for OIE are ex­
pressed in the fraction o f 0 2 molecules which have been 
exchanged per unit of catalyst area for the first minute of 
UV irradiation.

On the other hand, the measurements for IOX have been 
performed for the same anatase samples using a dynamic 
reactor. Identical experimental conditions have been 
maintained for each sample: gas flow and composition, 
UV intensity. The photocatalytic activities for IOX are 
given by the height of the acetone peak in the chroma­
togram per unit of catalyst area for the stationary state.

Figure 3 shows that the photocatalytic activities for these 
two reactions correlate. The more active catalysts to 
produce acetone are also those which isotopically exchange 
180 2 molecules more rapidly.

From Figure 3 it may be seen that OIE appears to be 
more sensitive to variations in the morphology of the 
catalysts than IOX. For acetone formation varying from 
approximately 1 to 3, the rates of isotopic exchange range
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Figure 4. Changes in the C^/Chs ratio and in the isobutane concentration 
(as determined from height of parent mass peak at m /e  43) as a function 
or irradiation time.

from about 1 to 40. It might be objected that these latter 
rates refer to the first minute of irradiation by the UV 
beam, whereas the values of acetone formation correspond 
to the stationary state. However, results relative to the 
fraction of 0 2 molecules which have been exchanged after 
a 1-h irradiation show that the differences between various 
anatase samples are still larger. Accordingly, the greater 
sensitivity of OIE to change in morphology of the catalyst 
is corroborated. This may mean that all the oxygen atoms 
from the surface oxide which are active for OIE are not 
active for IOX and may be interpreted in terms of steric 
factors and orientation of the isobutane molecules toward 
the surface.

On the other hand, these results confirm that reactions 
photocatalyzed by metal oxides, as well as thermally 
catalyzed reactions,16 are sensitive to the texture, since, 
in addition to the IOX and OIE reactions studied here, it 
is also the case for the oxidation o f CO17 and NH318 over 
UV-irradiated anatase.

4. Competition between the OIE and IOX Reactions. 
UV irradiation of a mixture o f 180 2 and i-C4H10 admitted 
over T i0 2 in the dark results in an immediate and im­
portant decrease in the mass peak 43, the preponderant 
peak of isobutane (Figure 4). Simultaneously, the mass 
peaks referring to 180 2 and 160 180  molecules also decrease 
substantially. However the ratio C34/C 36 o f the concen­
trations of these molecules remains constant (Figure 4). 
These data show that the IOX reaction takes place, as 
expected. 180 2 and 160 180  participate equally to the 
oxidation reaction, so that their ratio is not changed.

However, the compounds formed remain adsorbed since 
neither growth in the peaks, nor new peaks in the mass 
spectrum are detected during the disappearance of iso­
butane. This is not surprising as all the expected products 
(acetone, isobutanal, fert-butyl alcohol, carbon dioxide, and 
water) can readily be chemisorbed on anatase at room 
temperature. For the doses of isobutane admitted, the 
surface coverage is o f the order of 10-2 molecules per 100
A2.

After disappearance o f isobutane molecules in the gas 
phase and in presence o f an excess of oxygen molecules, 
the reaction of oxygen isotopic exchange can occur, which

is demonstrated by the increase of the C?A/Cm ratio (Figure
4). As before, the variations of this ratio as a function of 
the UV irradiation time show that OIE proceeds via 
mechanism R'.

From the absence of- isotopic exchange as long as the 
system contains isobutane molecules and from its oc­
currence after consumption of this hydrocarbon, it is 
inferred that isobutane and oxygen molecules compete for 
the same oxygen species and that i-C4H10 reacts more easily 
with this species. A competitive adsorption of i-C4H 1(>and 
0 2 molecules is ruled out, since i-C4H10 does not interact 
with the electron-hole pairs created by UV light, in 
contrast with 0 2. On the other hand, the easier dissoci­
ation of the C -H  bond concerning the tertiary carbon' atom 
in ¿-C4Hi<j (~ 92  kcal mol“1} as compared with the 0 - 0  
bond in oxygen ( ~  118.6 kcal m o l1) probably accounts for 
the greater reactivity of isobutane toward the Surface 
oxygen atoms. ; .

Similarly, it has been found10 that OIE is retarded by 
CO oxidation over illuminated ZnO. "

Conclusion
In general terms, this work confirms that the interaction 

between 0 2 and the electron-hole pairs created by UV light 
on anatase is the key phenomenon to bq considered for the 
photooxidation of alkanes by this catalyst.

More precisely, similar variations of the pbotocatalytic 
activities for OIE and IOX over various anatase samples 
and the inhibition of the former reaction by thte second 
one tend to show that both reactions proceed via the same 
mechanism. Since for OIE one surface oxygen atom comes 
into play at a time, it is inferred that a dissociated surface 
oxygen species equally participates in IOX.

As a 0 “ species has been found by means o f photo­
conductivity measurements,4 it may be assumed that this 
species is responsible for the reactions studied here, in 
agreement with Tanaka9 who suggested the formation of 
an 0 3 intermediate from O ' and 0 2 in the OIE over il­
luminated rutile at room temperature. In the case of 
partially reduced anatase19 and of previously UV irradiated 
T i0 2 deposited on S i0 2,20 Kazanskii et al. also found a 
qualitative relationship between the catalytic activity for 
homomolecular OIE at 137 K and the EPR signals of 
thermally unstable 0 3“ ion radicals.

It is also worth remarking that the photocatalytic ac­
tivity for partial oxidation of isobutane into acetone 
correlates with the bonding energy of surface oxygen as 
inferred from OIE, whereas for thermally activated cat­
alytic reactions the correlation refers to total oxidation and 
does not hold in the case of selective oxidation.7,8 However, 
in the present work, the photocatalytic activities for partial 
and total oxidation increase or decrease simultaneously in 
going from one anatase sample to another.
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The Raman spectra of gaseous dimethylamine-d0, - d 3, and - d e have been recorded between 0 and 4000 cm“1. 
The far-infrared spectra have been recorded between 300 and 100 cm“1. Considerable torsional data are reported 
and used to characterize the torsional potential function based on a semi-rigid model. The average effective 
V3 for the dimethylamines was found to be 1052 ±  12 cm“1. The cos-cos coupling term was approximately 
15% of the effective V3, whereas the sine-sine coupling term was of an order of magnitude smaller for (CH3)2NH 
and (CD3)2NH. However, for the mixed isotope the sine-sine term was found to be negligible and the cos-cos 
about one-half the value obtained for the other two isotopes.

Introduction
The vibrational spectrum of dimethylamine has been 

extensively reported.4“12 The first reported9 barrier to 
internal rotation for dimethylamine was based on the 
observation of one band in the far-infrared spectrum of 
the vapor. That barrier9 was the result o f a necessarily 
simplified treatment because a proper characterization of 
the potential function for two interacting threefold rotors 
requires considerable experimental data.13,14 The devel­
opment of reliable, high-power, continuous wave lasers as 
sources for the Raman experiment has opened a fertile new 
area for observation of torsional data, i.e., the Raman study 
o f the gas phase molecule.15,16 Further, the increasing 
availability of computer controlled Fourier transform 
far-infrared spectrometers where repeated interferograms 
may be averaged rapidly to improve the signal-to-noise 
ratio and where spectral interferences may be readily 
subtracted has made quality far-infrared data routinely 
available.

Extensive torsional data for dimethylamine-d3, -d3, and 
-d6 are reported here and have been used to characterize 
the torsional potential functions o f these molecules.

Experimental Section
Dimethylamine-d« (CP grade) was fractionated before 

use. Dimethylamine-d3 and -c?6 were purchased from 
Merck Sharpe and Dohme, Canada, Ltd. (98 atom % D 
minimum) and were used without further purification. All 
the dimethylamines were condensed onto activated 4-A 
molecular sieves prior to the recording of the far-infrared 
spectra.

Far-infrared spectra were recorded using a Digilab 
FTS-15B Fourier transform spectrophotometer. The 
samples were held at their room temperature vapor

pressure in a 10-cm glass cell with polyethylene windows. 
Interferograms obtained after 3000 scans o f sample and 
reference beams were transformed using a triangular 
apodization function and then ratioed. The theoretical 
resolution for the ratioed spectrum is 0.5 cm“1. Interfering 
water vapor bands were subtracted from the final spectra.

Raman spectra were recorded utilizing a Cary Model 82 
spectrophotometer equipped with a Spectra Physics Model 
171 argon ion laser operating on the 5145-A line. Power 
at the samples was typically 2 W. The samples were 
contained at their room temperature vapor pressure in a 
quartz cell. The laser light was multipassed through the 
sample using the standard Cary accessory. Frequencies 
reported for sharp lines are expected to be accurate to ±2 
cm“1.

Results
The Raman spectrum of the vapor of dimethylamine-d0 

has been previously reported.12 It was recorded using 
mercury arc excitation. The spectra of the -d3 and the -d6 
isotopes has not been previously recorded. The Raman 
survey spectra of gaseous dimethylamine-d0, -d3, and -d6 
are presented in Figure 1A, B, and C, respectively. The 
frequencies are listed in Table I. The assignment given 
in Table I is based on, and suggests only minor changes 
in, a previous assignment.12 The A' CH3 deformations have 
been assigned at 1483,1467, and 1445 cm“1. These modes 
should all produce a polarized Q-branch in the Raman 
spectrum of the gas. Polarized Q-branches are observed 
at 1554 and 1482 cm“1 indicating that the A' CH3 defor­
mations may have higher frequency than had been pre­
viously calculated.17 Polarization measurements were 
made for all isotopic species but were not tabulated. All 
observed sharp lines were clearly polarized while those
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Figure 1. The Raman spectra of the vapor phase of (A) dimethyl- 
amlne-at, (B) dimethylamine-dj, and (C) dimethylamine-ofe. Spectral 
slitwidth was 3.0 cm-1.

regions that are listed in Table I as unresolved (e.g., 1520 
to 1380 cm-1 and 1100 to 1030 cm-1) were of undeter­
minable polarization.

An expanded presentation of the Raman spectra of the 
vapor o f dimethylamine-do, -d3, and -d6 between 550 and 
200 cm-1 is shown in Figure 2A, B, C, respectively. The 
far-infrared spectra of the vapor of dimethylamine-d0, -d3, 
and -d6 between 300 and 100 cm-1 are presented in Figure 
3A, B, and C, respectively. The far-infrared spectrum of 
dimethylamine-dg) Figure 3C, was computed from an 
interferogram recorded using a 12.5 pm beam splitter and, 
therefore, only covers the region between 220 and 100 cm-1. 
The torsional data for dimethylamine-do (Figures 2A, 3A) 
are listed in Table II, that for dimethylamine-d3 (Figures 
2B, 3B) in Table III, and for dimethylamine-d6 (Figures 
2C, 3C) in Table IV.

Torsional Potential Function
The Hamiltonian for (CD3)(CH3)NH may be set up 

according to a C ^T-C jF-C ^T semirigid model (T = top, 
F = frame), the bar indicating that the tops are not 
equivalent. (CH3)2NH and (CD3)2NH both have a sym­
metry plane in the molecular frame; therefore, they may 
be treated as semirigid C3l)T— CSF— C3„T models. An 
extensive investigation of several semirigid two-top models 
has recently been made by Groner and Durig118 on the 
basis of the internal isometric group introduced by 
Gunthard and co-workers.19 They obtained the internal
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Figure 2. The Raman spectra of the vapor phase of (A) dimethyl- 
amlne-do, (B) dimethylamine-dj, and (C) dlmethylamine-afe- Spectral 
slitwidth varied between 1.5 and 4.0 c rrr1.

Hamiltonian for the C3lT -C 1F -C 3uT  model as 
H x = 1/ 2[£44Po2 +  %§45PoPi +  g S5P i2]

+  V ( r o ,  t i )  ( 1 )

with W o , ti) in standard form as 
V ( t0, r i) = lh [ V x ( 1 -  cos 3t0) + V60( l -  cos  6 r0)

+ V60' sin 6 r0 + Vo3( l  -  cos 3 ^ )  + V 06( l
-  cos 6 ft) +  Voe' sin 6tx + V 33(cos 3r0 cos 3^
-  1 ) +  V 33' (sin 3r0 sin 3 ^ )  + V 33"  sin 3t0
X cos  3ti +  V33'" cos 3r0 sin 3rx] (2)

The symmetry group of this Hamiltonian is of order 9 and 
isomorphous to C3 ® C3 with C3 as the cyclic group of order
3. Its character table is given in ref 18. In the high barrier 
case, the energy levels may be labeled by the symmetry 
species Tmn and by the limiting vibrational quantum 
numbers v and v of the torsional modes. According to our 
calculations, each torsional state (uD) splits into 5 sublevels 
according to

r°° © r 10 © r01 © r11 © r 12

The Journal o f Physical Chemistry, Vol. 81, No. 6, 1977



556 J. R. Durig, M. G. Griffin, and P. Groner

TABLE I: The Observed Raman Spectra“ and Assignment6 o f  Dimethylamine-d0, Dimethylamine-d3, 
and Dimethylamine-d6

(CH3)2NH (CH3)(CD3)NH (CD3)2NH
AssignmentA, cm 1 Rei intc A , cm 1 Rei intc A, cm ' Rei intc

3377 m 3370 m 3370 m p,(A ') NH stretch
2980 }' mw 2980 mw 2985 w w y2(A ') CH3 asym stretch
2961 m -2 9 6 0 w w , b
2954 m 2954 m v3(A')  CH3 asym stretch
2947 sh
2938 sh
2921 w 2923 m 2926 VW

2912 m
2903 w, b 2900 )

to > vw, b
2878 w 2877 w 2880 )
2850 w 2855 w 1 _

2847 . w
2836 VW

2829 m
2787 vs 2789 vs 2789 w w p4(A ’ ) CH3 sym stretch
2718 w
2328 w -2 3 1 0 vw, b 2322 w

2237 > ' w 2241 w, sh
2227 w 2220 w

2196 mw
2183 mw 2182 w
2162 w

2147 mw
2135 mw 2136 mw

2121 w
2105 w

2078 w 2061 ms
2055 vs 2046 s vt (A!)  CD3 sym stretch
2012 w
2005 w 1994 vw

1554 vw
1520 t 1520 t

to > vw, b to > w, b CH3 deformations
1380 ) 1400 /
1482 vw 1478 w
1240 w 1196 mw vs(A' )  CH3 rock?
1159 vw, b -1 1 6 5 vw 1162 ms vs(A ’ ) CD3 rock?
1123 w 1130 w

1100 » 1100
to / w to > w w CD3 deformation

1020 7 1020 )
1082 w 1075 vw v,(A ') CD3 sym deformation

1068 vw
-1 0 5 0 vw, b

937 w 948 w w
929 vs 924 m p,0(A ') H3C-N stretch

-9 0 2 vw
-8 9 0 vw

820 m 802 m i>10(A ') D3C-N stretch
798 vw, b

-7 2 0  \
to > vw
700 J 706 wvw

384 w 355 w 324 w v12(A ') CNC bend
“ The observed torsional data are not listed here even though they are apparent in the survey spectra o f Figure 1. 6 Based 

on the assignment in ref 12. c vs = very strong, s = strong, m = medium, w = weak, b = broad, sh = shoulder.

where F00 is the totally symmetric one-dimensional rep­
resentation. Each other symbol Tmn represents a complex 
conjugate pair of one-dimensional representations whose 
energy matrices are the complex conjugates of each other 
and contain the same eigenvalues (pseudo-degenerate 
representations). The torsional selection rules of this 
model are collected in Table V.

The internal Hamiltonian of the C3uT-C sF-CE„T model 
can be obtained according to Groner and Durig1 from the 
formula above by introducing the restrictions

Ì 44 = g55, Vx  = V03, VM = V06, V « ' = Voo',
V , -V 3;

Its symmetry group of order 18, C3 a  03, is isomorphous 
to the direct product of the cyclic group, C3, of order 3 and 
with the dihedral group, 03, of order 6. Its character table 
is given in Table VI. The energy levels of each torsional 
state (uD) split in the high barrier case into the sublevels

r00CT ® r10 ® r01 © r 11 © rI2CT
a is +  or -  for 0 even or odd, respectively, with 0 as the 
limiting vibrational quantum numbers o f the torsional 
mode which is antisymmetric with respect to the symmetry 
plane o f the molecular frame. r°°ff are one-dimensional 
representations and T11 is two dimensional. T12" (<r = +  
or - )  are the symbols for two complex conjugate pairs of
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TABLE II: The Observed Torsional Data and Assignment 
for the Vapor o f Dimethylamine-d0

Raman Far-infrared Assignment
A, Rel Rel v;v;

cm 1 int° cm '1 int“ -  v , v 2 Obsd -  Calcd
507 VS 0,2 - 0,0 0.98

\ 496 
486

vs 0,3 - 0,1 -1 .91
m 0,4 — 0,2 0.77

476 m
464 w

.4 5 2 vw 1,1 - 0,0 -1 .43
. 432 ms 2 , 0 - 0,0 -0 .33
-  419 vs 3 , 0 - 1,0 1.85
; 407 s

398 s
383 * 5 CNC

-3 7 0 w
-3 6 2 vw

312 w
256 w 256.3 vs 0 ,1 - 0,0 1.83
251 w 250.8 s 0 ,2 - 0,1 -0 .75

-2 4 5 w w 245.3 ms 0,3 - 0,2 -1 .06
240 vw 239.8 s 0,4 - 0,3 0.94

235.0 mw 1 ,1 - 1,0 0.61
227.6 mw ( 0 ,1 - 0,0)' hot band o f

6 CNC
222.0 mw ( 0 , 2 - 0,1)' hot band o f

6 CNC
219.4 m 1 ,0 - 0,0 0.36
213.0 w 2 , 0 - 1,0 -0 .29
211.1 w 2 ,1 - 2,0 -0 .37
202.7 w 3 , 0 - 2,0 -1 .17

“ vs = very strong, s = strong, m = medium, w = weak, 
sh = shoulder, b = broad. The intensities listed are rela­
tive to the other torsional data not to the rest o f the vibra­
tional data.

TABLE III: The Observed Torsional Data and Assignment 
for the Vapor o f  Dimethylamine-d3

Raman Far-infrared Assignment
A,

cm '1
Rel
int° cm '1

Rel
int“

V ,'V 2'
- v,v2

Obsd 
-  Calcd

469 s 0,2 -  0,0 -1 .10
457 m 1,2 -  1,0 1.88
448 vs 0,3 -  0,1 -0 .32
433 s
425 m 0,4 -  0,2 2.65
412 vw 1,1 -  0,0 0.60
403 w 2 , 1 -  1,0 -0 .66
389 w 1 ,2 - 0 ,1 -0 .66
363 sh
354 * 6 CNC
344 vs 2,0 -  0,0 -0 .48
330 w 3 , 0 -  1,0 0.19
312 ww 4,0 -  2,0 -0 .04
240 mw 239.5 VS 0,1 -  0,0 -1 .37
235 w 236.5 m 1 ,1 - 1 ,0 0.50
229 mw 229.0 ms 0,2 -  0,1 -0 .23
220 w 220.0 m 1 , 2 -  1,1, 0.88,

0,3 -  0,2 0.91
213 vw 214.0 w

177.0 ms 1 , 0 -  0,0 1.59
166.3 mw 2 , 0 -  1,0, -2 .78 ,

2 , 1 -  1,1 -0 .27
161.1 mw 3,0 -  2,0 -0 .02
150.8 w 4 , 0 -  3,0 -0 .13
138.0 w 5,0 -  4,0 -1 .90

a vs = very strong, s = strong, m = medium, w = weak, 
sh = shoulder, b = broad. The intensities listed are rela­
tive to the other torsional data not to the rest o f the vibra­
tional data.

one-dimensional representations, whereas F10 represents 
a complex conjugate pair of two-dimensional represent­
ations thus leading to fourfold degenerate energy levels.

300 200 100
WAVENUMBER (CM*1)

Figure 3. The far-infrared spectra (effective resolution is 0.5 cm“1) 
of the vapor phase of (A) dimethylamine-d0, (B) dimethylamine-d3, and
(C) dimethylamine-d6. (A) and (B) were computed from interferograms 
recorded with a 6 .25 #rm Mylar beam splitter and (C) was computed 
from Interferograms recorded with a 12.5 ¡xtn beam splitter.

TABLE IV : The Observed Torsional Data and 
Assignment for the Vapor o f  Dimethylamine-d6

Raman Far-infrared

A, 
cm 1

Rel
int“ cm '1

Rel
int

Assignment
V ,'V 2' - v , v 2

Obsd 
-  Calcd

393 s, vb 0,2 -  0,0, -1 .21 ,
0,3 -  0,1, -0 .26 ,
0,4 -  0,2 2.53

376 s, b 1,2 -  10, 1.52,
1,3 -  1,1 2.0

360 s
348 sh
344 m 1,1 -  0,0 -1 .54
334 mw 2,1 -  1,0, 2.19,

1,2 -  0,1 -1 .62
324 6 CNC
318 vs 2,0 -  0,0 1.28
314 ms 3 , 0 -  1,0, 1.58,

3,1 -  2,0 -1 .20
305 m 4 , 0 -  2,0 -0 .40

198.0 s 0,1 -  0,0 0.91
196.6 m 0 , 2 -  0,1 -0 .52
195.5 w 0,3 -  0,2 -0 .64
189.5 ms 1 , 2 -  1,1 2.34
188.5 m 1 , 1 -  1,0 2.20
181.0 mw
158.5 m 1 , 0 -  0,0 -0 .73
157.9 m 2 , 0 -  1,0 0.41
154.8 w 3 , 0 -  2,0 -0 .13

! vs = very strong, s = strong, m = medium, w = weak,
sh = shoulder, b = broad. The intensities listed are rela­
tive to the other torsional data not to the rest o f the vibra­
tional data.
The selection rules were derived as described by Groner 
and Durig1 and are summarized in Table V.
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TABLE V: Symmetry Selection Rules for Torsional 
Transitions o f Dimethylamine Isotopes

(CD3)(CH3)NH
R poi

IR° abc hybrid
p  00 ^__y  p  00

r 10 <-+ r 10 
r 01 <->■ r 01 
r "  <-*■ r "  
r 12 <-»■ r 12

(CH3)2NH and (CD3)2NH -
poi depol

be hybrid a type
p  o o1+ i- -, p  o o + 

p O O -  ^  p O O -

p 10 <-> p 10

r 11 <-> r "
p l 2 +  p  

p ! 2 -  ^  p u -

p  00 +   ̂  ̂ p  0 0 -

r i0< -»r10

p  11 ^ ^  p  11 

p!2+ ^  pl2-

a A principal axis for (CH3)NH and (CD3)NH perpen­
dicular to the symmetry plane o f molecular frame and 
parallel to the e1-, axis in the coordinate system defined 
in ref 1.

Assignment
The torsional data for the dimethylamines provides 

another example of the complementary nature of the two 
prime sources o f vibrational data, Raman and infrared. 
For example, the Raman data for dimethylamine-d0 
(Figure 2A) is observed to be in two apparently distinct 
groups (507 to 464 cm-1 and 432 to the CNC bend at 383 
cm '1). One might reasonably assign 507 cm”1 as one of the 
torsional 2 *- 0 transitions and 432 cm-1 as the other 2 * -
0 torsional transition. The confidence in that assignment, 
however, increases considerably when, on inspection of the 
far infrared data, Figure 3A, one notes two series of Q 
branches for which the sum of the first two members of 
each series is, in fact, the appropriate transition noted in 
the Raman spectrum of the gas (256.3 +  250.8 = 507.1;
219.4 +  213.0 = 432.4).

The far-infrared spectrum of dimethylamine-d3 (Figure 
3B) is reasonably interpretable on its own. The Raman 
spectrum (Figure 2B) provides the confirmation for the 
assignment. The appropriate sums are 239.5 +  229.0 =
468.5 cm-1 and 177.0 + 166.3 = 343.3 cm-1. For this 
isotopic species, the second highest frequency in the 
far-infrared (236.5 cm “1) is not part of the single jump 
series of Q branches of the high energy torsion but is the
1 * -  0 of that torsion in the first excited state of the lower 
energy torsion.

The least readily interpretable spectra are those of 
dimethylamine-dg (Figures 2C and 3C). The Q branches 
in the far-infrared are considerably less pronounced than 
those of the other isotopes. The Raman spectrum is 
similar to that for the d3 isotope (Figure 2B). Closer 
attention to the Raman spectrum allows observation of a

subtle difference between it and the Raman spectra of the 
other isotopic species (Figure 2). The highest energy 
transition at 393 cm' 1 is the broadest of all the intense 
torsional transitions observed for the dimethylamines. It 
is, however, still possible to identify the approximate sums 
that allow computation of the potential function (198.0 +
196.6 = 394.6 cm '1; 158.5 +  157.9 = 316.4 cm '1).

Initial calculations for all these isotopic species were 
based on the sums noted above. Subsequent calculations 
were based on expanded assignments indicated by the 
initial calculation, etc. The reason for the anomalous 
appearance of the 393-cm“1 transition in the Raman 
spectrum of dimethylamine-d6 became quickly apparent. 
At least two, and perhaps three, o f the two-quantum 
transitions had “ piled up” there. Efforts to resolve the 
393-cm' 1 band proved fruitless. The details of the final 
assignments along with the differences between thé ob­
served and calculated transitions are listed for di- 
methylamine-do in Table II, for dimethylamine-d ., in Table 
III, and for dimethylamine-d6 in Table IV.

The kinetic coefficients gmn for the various isotopic 
species were calculated from the structural parameters 
listed in Table VTI. These parameters were obtained from 
a previous microwave investigation.20 The values of the 
potential constants for all three dimethylamines are listed 
with their dispersions in Table VIII. Also tabulated there 
are the kinetic coefficients used in the calculations and the 
standard deviation of the frequency fit.

Discussion
The initial fitting of the torsional potential function for 

the dimethylamines was conducted using three potential 
constants, V30 = V03, V33, and V33' (eq 2). Attempts to 
expand the potential function and improve the fit were 
futile. V6Q, Vœ, V60', V<x ', V33", and V33'"w ere therefore 
set to zero for the final computations. V60 and V06 were 
found to have the usual effect of shaping the potential 
function but were found to have such a small value for the 
dimethylamines that they were excluded. Vw', V()e', VXi", 
and Vas"'were found to have lilttle effect on the calculated 
values of the transitions and were, therefore, very ill- 
determined so they were also excluded. These coefficients 
deserve further comment although we were not able to 
determine them from our experimental data. Coefficients 
of this type have been considered in the potential function 
of a semirigid C^T-CiF-Csj/T model by Grant et al.21 
However, to our knowledge, they have not been mentioned 
in the literature for the dimethylamines. Groner and 
Durig1 introduced terms with these coefficients into the

TABLE VI: Character Table o f the Group C3 a  C3° ,b
v  - > /

vr‘v2v v>4

c 3 a ®3 E
v 2- ‘
v ,

v , - ‘
^2

V ,- V2~'
V  V V - 'Vv  I v  2 v , v 2-

V 3v 4
v , v 2v 3v 4

V , v 3v 4
V V 7

V2V3V4

v 2v 3v 4
V ,- ‘ V 3V4

W 2v 3v 4
AA, r  00+ 1 1 1 i 1 1 1 1 1
a a 2 p O O - 1 1 1 l 1 1 - 1 - 1 - 1
AE r ll 2 - 1 - 1 - l 2 2 0 0 0
Ea A, p  12+ 1 e* e i e* e 1 e* e
Eft A, 1 € e* i e e* 1 e e*
EqA 2 p!2- 1 e* 6 i e* e - 1 —e -e
E b A 2 1 € e* i e e* - 1 — € - e *
EaE p 10 2 - e * —e - l 2e* 2e 0 0 0
E&E 2 ~e —€*

e = exp(2
- l

tt¡73)
2e

e* = e 2

2e 0 0 0

° The symmetry operations V,- are defined in ref 1 and 22. Note that in this group only V 3 V4 is a symmetry operation, 
but neither V 3 nor V4. b The first column refers to Dreizler’s22 notation o f the irreducible representations. The second 
column has been adopted correspondingly to Giinthard’s23 notation (see Table V in ref 21). In the notations, T'mo and 
r I2a, a is the sign of the character o f the corresponding irreducible representation with respect to the operation V3V4.
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TABLE VII: Structural Parameters for Dimethylamine'
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a

Bond lengths A Bond angles, deg
C-N 1.462 C-N-C 112.2
N-H 1.019 \b 54.6
C-H 1.084 H-N-C 108.9
C-H’ 1.098 N-C-H 109.7
C-H" 1.098 N-C-H' 108.2

N -C-C" 113.8
H-C-H' 109.0
H-C-H" 109.0
H '-C-H " 107.2

: 0 Reference 2. b \ is the angle between the CNC plane 
and the N-H bond.

potential function of certain types o f semirigid two-top 
models. Using the fact that the potential îunction is 
invariant with respect to operations o f the internal iso­
metric symmetry group,19 they proved that these coeffi­
cients may be nonzero by symmetry arguments. Without 
introducing these terms, the potential function would have 
the same symmetry for (CH3)2NH as for (CH3)20  although 
this seems unreasonable from a chemist’s viewpoint. 
Model calculations with the computer program showed 
that the eigenvalues are very insensitive to these coeffi­
cients as long as they are small; the derivatives of the 
eigenvalues with respect to any of these coefficients vanish 
if all these coefficients are zero. As a consequence, they 
may be determinable only if they were of the order of 
magnitude of one tenth of the effective barrier height.

For dimethylamine-d3, it was found that V33', the 
coefficient of the sine-sine coupling term, was calculated 
to have so Small a value as to be meaningless and it was 
also set to zero for the final computation.

As shown by Groner and Durig,1 the parameter set 
commonly used for the potential function is not the best 
one in terms of determinability because some o f the 
coefficients are strongly correlated. They introduced the 
linear combinations

> 3 s ' 1 h  V 2 0 > 30'

^3d = */2 “ ‘ /Z  0 Vo3

7 . « _V2 V 2 - 1 _ y  33.

as determinable and less correlated parameters in place 
of V30, Vq3, and V33. These new parameters have generally 
lower dispersions than the original ones. In the case of a 
potential function for equivalent tops, V& = V03 = V:m and 
V3d = 0 holds, of course. The value of the effective barrier 
is also given in Table VIII. The effective barrier is directly 
given by Veff. The average effective barrier for all three 
isotopic species o f 1052 ±  12 cm-1 is obtained from these

values. This value is about 75 cm 1 lower than the Vs 
calculated from the average o f the microwave splittings 
measured in the first excited state for each torsion.24 The 
microwave analysis was complicated by the inversion 
splitting which was also averaged. In view of the com­
promises made in the calculations based on the microwave 
data, it is reasonable that the V3 thus computed (1125 
cm '1) is not very different from the average “ effective” V3 
(1052 cm '1) reported here.

No fewer than 15 observed transitions were fit using the 
potential constants in Table VIII for each isotopic species. 
The computer program used here1 was not dimensioned 
large enough to calculate the 05 level for dimethylamine-dg. 
The transition in the Raman spectrum (Figure 2A) at 476 
cm' 1 is believed to be the 05 03 transition. Since the
04 -*-03 is assigned at 239.8 cm' 1 (Table II), the 05 •<- 04 
should then be observed at approximately 236.2 cm '1. The 
Q branch at 235.0 cm' 1 in the far-infrared is unexpectedly 
strong which suggests that both the 11 10 and 05 •*- 04
transitions might occur here. The anomolous intensity of 
the 235.0-cm'1 Q branch supports the belief that the 05 
* -  03 transition is observed at 476 cm 1 in the Raman 
spectrum.

Two Q branches in the far-infrared spectrum of di- 
methylamine-do at 227.6 and 222.0 cm"1 (Figure 3A) have 
the same spacing as the 01 * -  00 and the 02 •*- 01 tran­
sitions (Table II) and have intensities appropriate for them 
to be transitions that originate in the first excited state 
of the CNC bend. They are, therefore, thus assigned.

Several spectral features remain unassigned at first 
glance. Transitions in the Raman spectra (Figure 2) at 464 
cm"1 for the d0 isotope, 433 cm’ 1 for the d3 isotope, and 
360 cm“1 for the ch species are apparently members of each 
high frequency series of double jumps. They, however, 
remain steadfastly uninterpretable in terms of the po­
tential functions reported here. The other features that 
remain unexplained may be located in the appropriate 
tables (Tables II, III, and IV) and figures (Figures 2 and
3).

The values of the potential constants in Table VIII show 
a reasonable agreement among the isotopes studied. Such 
differences as do occur probably result from the following 
causes. The model used for the calculations is semirigid, 
that is, it does not take account o f nonrigidity of either 
frame or internal rotors and, therefore, neglects any 
coupling between the torsional motions and other vi­
brational modes. The CNC bend, if it were a pure normal 
mode, would be expected to shift between the d0 and the 
d3 compounds, at most, 1.05 [(33/30)1/2] and between the 
do and do compounds about 1.1 [(36/30)1/2]. The observed 
shift factors for this motion are 1.08 and 1.19, respectively.

TABLE VIII: Torsional Potential Constants (cm ')  and Kinetic Coefficients (cm ')  for Dimethylamine-d0, -d3, and -d 6

Symmetry case

(CH3)2NH Cs(e)° Cs(e)
(CH3)(CD3)NH

C,(n) (CD3)2NH Cs(e)

Value
Dis­

persion Value
Dis­

persion Value
Dis­

persion Value
Dis­

persion
v 30 1281.7 8.8 1196.5 25.1 1196.9 25.6 1351.7 1 2 .9
V „ 1281.7 8.8 1196.5 25.1 1193.1 26.2 1351.7 1 2 .9
v 33 227.9 11.4 134.0 29.8 132.6 30.6 312.7 15.8
V ’33 30.2 3.8 0 0 56.8 3.8
[ (V 30 + V03)/2] -  v 33 1053.8 3.4 1062.5 5.2 1062.4 5.8 1039.0 3.7
hgw = 2F, 13.243 12.900 12.900 7.4620
hg45 = 2 F ’ -2.2304 -2.0432 -2.0432 -1.8580
hgss = 2 F 2 13.243 7.8038 7.8038 7.4620
Standard deviation

o f the frequency
fit 1.25 1.38 1.40 1.24

* C,(e): Cs frame, equivalent tops, V03 = V30. C,(n): C, frame, nonequivalent tops, V„, £ V 30.
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Similarly, the torsional motions, were they pure, would be 
expected to shift by a factor of 1.4 [(6/ 3)1/2]. The 02 ■*- 
00 transition is observed to shift 1.29 between the do and 
d6 compounds.

It is therefore reasonable to suggest that there is some 
coupling between the torsions and the bending mode which 
is symmetric with respect to the symmetry plane of the 
molecular frame. In the high barrier case it can, therefore, 
interact with all torsional energy levels (vv) with even v. 
Since the energy levels (02) and (20) are in the vicinity of 
the .first excited state of the bending mode, Fermi-type 
interactions are likely, although we have the impression 
that they are small in the case of the dimethylamines since 
the frequency fit is reasonably good for all isotopes. Theÿ' 
might be responsible for the slightly different potential 
coefficients in the different isotopes.

It should be pointed out that the set of transitions used 
for any particular isotope is not identical with the set used 
for any other isotope. This may provide a difference in 
emphasis in the calculations that would account for some 
o f the differences in the values of any particular potential 
constant among the isotopes. Lastly, whatever errors may 
be associated .with the structures (Table VII) would also 
be reflected in the kinetic coefficients (Table VIII) used 
in the calculations, here, and they may also account for 
some of the variation of the potential constants.
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There exist four possible radicals produced by rupture of the C-H bonds of 3-methylpentane-h14, i.e., 
CH2CH2CH(CH3)CH2CH3, CH3CHCH(CH3)CH2CH3, CH3CH2C(CH3)CH2CH3i and CH3CH2CH(CH2)CH2CH3. 
Results obtained from radiolysis of 3-methyl-d3-pentane and 3-methylpentane-3-di eliminate the possible 
formation of the two primary radicals and a tertiary radical and lead to the formation of only the secondary 
radical. On the other hand, radiolysis of 3-methylpentane-2,2,4,4-d4 gives a radical produced by rupture of 
the tertiary C-H bond, indicating the isotope effect in the bond fission reaction. Photolysis of HI or 3- 
iodo-3-methylpentane-/ii3 in the four 3-methylpentanes mentioned above shows the same results as the radiolysis 
of the four 3-methylpentanes. Consideration is given to specific bond rupture in the 3MP systems.

Introduction
Radiolysis o f 3-methylpentane-h14 (3MP-h14) glass at 77 

K produces trapped free radicals. The ESR spectrum 
consists of six lines with an average spacing of 23 G and 
a binominal intensity ratio of 1:5:10:10:5:1. Henderson and 
W illard2 attributed the spectrum to the radical 
CH3CHCH(CH3)CH2CH3 (Rn-h14). The identification was 
made by comparing the ESR spectrum with those of four 
possible radicals, i.e., CH2CH2CH(CH3)CH2CH3 (Ri-h14), 
R ii-h 14, C H 3CH 2C (C H 3)C H 2CH 3 (R m-h14), and 
CH3CH2CH(CH2)CH2CH3 (RjV-h14). These four radicals 
were produced by radiolysis of the corresponding iodides 
and chlorides. l-Iodo-3-methylpentane and 3-iodo- 
methylpentane gave ESR spectra with intensity ratios of 
1:3:4:4:3:1 and 1:3:3:1, respectively. 3-Iodo-3-methyl-

pentane gave a poorly resolved even-line spectrum. Only 
the secondary halides of 3MP-hi4 yielded ESR spectra 
similar to that obtained from 3MP-hu .

These results, however, do not exclude the possibility 
of formation of Rr h14 and RiV-h14 because the binominal 
intensity distribution of 1:5:10:10:5:1 can be constructed 
by superimposing lines with the intensity distribution of 
1:3:4:4:3:1 and 2:6:6:2. In our preliminary study, a six-line 
spectrum with intensity ratios being approximately bin­
ominal was obtained by 77 K radiolysis of a mixture of
l-bromo-3-methylpentane (50 mol %) and 3-bromo- 
methylpentane (50 mol %).

This paper attempts to answer the question whether or 
not only Ru-h14 is responsible for the six-line spectrum 
observed in y-irradiated glassy 3MP-/i14. For this purpose,
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we synthesized three kinds of selectively deuterated 3MP 
(CH3CH2CH(CD3)CH2CH3, CH3CH2CD(CH3)CH2CH3, 
and CH3CD2CH(CH3)CD2CH3) and their ESR spectra are 
compared with the 3MP-h14 spectrum. ESR spectra of 
photolyzed 3MP glasses containing hydrogen iodide or
3-iodo-3-methylpentane are also compared with those of
7 -irradiated 3MP glasses.

Experimental Section
Materials. 3-Methylpentane-h 14 (3MP-h14), which was 

obtained from Chemical Sample Co. with 99% purity, was 
further purified by stirring with H2S 0 4,3 washing with 
water-and aqueous solutions of K2C 03, followed by drying 
over<£aCl2 and passage through a 30-cm column containing 
a fp e  grade of silica gel. The effluent was fractionally 
distilled using a  packed, distillation column with 20 the­
oretical plates' and was storecl'oyer 13X molecular sieve 
under vacuum. ‘ •

3-Methyl-d3-pehtane (3MP-d3) was syiithesized using 
acetic-d4 acid (Stohler Isotope Chemical Co. with 99.5 atom 
% D) as the starting material. The synthetic procedures 
include acetylation o f acetic-d4 acid; addition o f acetyl-d3 
chloride to a Grignard reagent from- ethyl bromide, fol­
lowed by hydrolysis; chlorination o f  3-methyl-d3-3-pen- 
tanol; hydrolysis o f a grignard reagent from 3-chloro-
3-methyl-d3-peiitane,

The synthetic procedures of 3-methylpentane-2,2,4,4-d4 
(3MP-d4) include base-catalyzed exchange o f 3-pentanone 
with D26  (Merck Sharp and Dohm, Canada with 99.7% 
D); addition o f 3-pentanone-2,2,4,4-d4 to a Grignard 
reagent from methyl bromide, followed by hydrolysis; 
chlorination of 3-methyl-3-pentanol-2,2,4,4-d4; hydrolysis 
o f a Grignard reagent from 3-chloro-3-methylpentane- 
2Jl,4,4-dt.

3-Methylpentane-3-d1 (3MP-d]) was prepared by adding 
D20  to a Grignard reagent from 3-chloro-3-methylpentane.

Each o f these crude deuterated 3MPs, which were 
obtained as ether solutions, was fractionally distilled, 
purified by the same method as described in the purifi­
cation o f 3MP-hi4, and stored over 13X molecular sieve 
under vacuum. Gas chromatographic analysis o f each 
deuterated 3MP showed that the presence of ether is not 
detected and that the impurity at the retention time of
2- methylpentane is <3 vol %. Isotopic purity in the la­
beled positions was >96 atom % D from nuclear magnetic 
resonance and mass spectrometric analysis.

Anhydrous HI for photolysis work was prepared by 
addition of 60% aqueous solutions of HI to excess P20 5 
on the vacuum line and stored at 77 K. 3-Iodo-3- 
methylpentane was prepared by passing gaseous HI into
3- methyl-3-pentanol kept cold. The product was decol­
orized by shaking with sodium thiosulfate solution, washed 
with water, and then dried over CaCl2, followed by frac­
tional distillation at reduced pressure.

Preparation of Samples. Purified 3MP was further 
dried over sodium mirrors before use, degassed by several 
freeze-pump-thaw cycles on the vacuum line, and sealed 
in calibrated quartz ESR tubes (3-mm i.d., Suprasil). 
Samples for photolysis were prepared by adding metered 
amounts of iodide (0.3 mol %) to 3MP on the vacuum line.

Irradiations and ESR Measurements. Radiolysis was 
made at 77 K under liquid nitrogen for 45 min at a dose 
rate of 6.2 X 1017 eV g 1 min 1 with a 60Co source. Pho­
tolysis was performed using a Toshiba 400-W medium- 
pressure mercury arc. Samples were immersed in liquid 
nitrogen in a partially unsilvered quartz dewar at a dis­
tance of 10 cm from the lamp and were illuminated for 30 
min. Radiation from the lamp was passed through a 
Toshiba UV-D25 glass filter (235 nm <  X <  415 nm). To
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bleach the color centers produced in the quartz sample 
tubes, samples after radiolysis were illuminated at 77 K 
for 5 min by filtered light from the lamp attached a 
Toshiba UV-310 glass filter (280 nm < X). Photobleaching 
by this light did not change the intensities o f 3-methyl- 
pentyl radicals produced by radiolysis and changes in line 
shapes of the 3-methylpentyl radicals were small under our 
experimental conditions. Willard et al.4,5 observed that 
exposure of 3-methylpentyl radicals produced by radiolysis 
o f 3MP-h14 glass to light in the 250-nm region induces 
marked enhancement of the resolution of the -ESR 
spectrum.

ESR measurements were carried out with a Model 
PE-1X Japan Electron Optics spectrometer operated at
9.15 . GHz with 100-kHz modulation frequency and a 
modulation amplitude of 3.2 G- First derivative absorption 
spectra were recorded at 77 K  under liquid nitrogen with 
a microwave power o f 0.1 mW.6, ESR spectra o f y-irra*- 
diated samples were recorded within an hour after irra­
diation and then the samples were immediately subjected 
to photobleaching. ESR measurements of photobleached 
samples and photolyzed iodide-3MP samples were made 
within 3 min after illumination.

Relative intensities o f ESR signals were determined by 
. comparing the areas under the absorption curves which 

were obtained from the first derivative spectra with an 
electronic integrator7 and the areas were measured with 
a planimeter. .,■*

Simulated ESR spectra were calculated with a TOS- 
BAC-3400 Model-40 computer. Observed ESR line shapes 
were more nearly Gaussian rather than Lorentzian. After 
a number of trials, spectra which fitted observed ones were 
found to be produced on the assumption that splittings 
of hyperfine structure and line widths as measured be­
tween points o f maximum slope are 22.2 and 16.2 G, re­
spectively.8

Results
3-Methyipentane-hu (3MP-hl4). Figure 1A shows the 

six-line ESR spectrum of 3MP-/i14 glass y  irradiated at 77
K. Unsymmetrical components which are discernible in 
the neighborhood of the center of the spectrum disap­
peared during 5-min photobleaching (Figure IB). The 
signals which disappeared are attributable to the color 
centers o f the 7-irradiated sample tube. The photo­
bleaching enhanced to some degree the resolution of 
spectrum A. When the samples were held at 77 K in the 
dark for 7 days following photobleaching, the intensity 
decreased to about one-fifth and changes in the ESR lines 
were not observable except that the resolution o f the 
individual lines became somewhat poor9 (Figure 1C). A 
weak signal near the center o f spectrum C is due to the 
remaining color centers. Neiss and Willard4 have found 
that in 7 -irradiated 3MP-h14 glass the ratio o f the first 
derivative ESR peak height of 3-methylpentyl radicals to 
the area under the absorption curve increases as decay 
proceeds during storage at 77 K. The fact, however, does 
not necessarily mean the presence of more than two 
paramagnetic species. Nakano et al.7 demonstrated a 
nonlinear relationship between the heights o f the first 
derivative ESR spectra and the areas under the absorption 
curves at high radical concentrations.

Figure ID shows the ESR spectrum o f 3MP-h14 glass 
containing 0.3 mol % HI photolyzed at 77 K. The 
spectrum i3 almost of the same shape as in Figure IB. 
These six-line spectra agree closely with the computed 
Rn-h14 spectrum (Figure IE) having component lines with 
intensity ratios of 1:5:10:10:5:1, a separation of 22.2 G, and 
a Gaussian shape. Nevertheless, the observed spectra are
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Figure 1. ESR spectra of 3MP-/t14 measured at 77 K: (A) after radiolysis; 
(B) after photobleaching of A; (C) after annealing of B at 77 K for 7 
days. (D) ESR spectrum of photolyzed H I-3 M P-/)14 at 77 K. (E) 
Computed ESR spectrum with line intensity ratios of 1:5:10:10:5:1.

not exclusively assigned to the Rn-hu radical for the reason 
mentioned in the Introduction.

3-Methyl-d3-pentane (3MP-d?). Figure 2 shows a series 
o f 3MP-d3 spectra to be compared with the 3MP-/i14 
spectra. Six-line spectra almost same as the corresponding 
3M P-hi4 spectra were obtained, except that peaks 1 and 
6 from the low-field side showed slightly asymmetrical line 
shapes (dotted lines in spectrum A were recorded at a high 
instrument gain and a slow field sweep). As discussed 
later, the asymmetrical line shapes are attributable to an 
anisotropic proton interaction with an unpaired electron. 
These results indicate no noticeable interaction between 
the unpaired electron and the substituted deuterons. This 
leads to the formation o f the Rn-d3 radical (CH3CHCH- 
(CD3)CH2CH3) whose spectrum is expected to be almost 
same as that of Rn-hu- Neiss and Willard4 have found that 
the ESR spectra of 3-methylpentyl radicals produced in
7-irradiated 3MP-d3 systems are similar to those obtained 
in 3MP-h]4 systems.

The above results, however, does not completely 
eliminate the possibility that the R i-d3 radical 
(CH2CH2CH(CD3)CH2CH3) is still trapped together with 
R n-d3. This comes from the fact that the shape of the 
computed R n-d3 (Rn-h14) spectrum is not effectively 
changed by superposition of the computed R r d3 (Rr h14) 
spectrum with line intensity ratios of 1:3:4:4:3:1 and a line 
separation of 22.2 G. Even if the Rr d3 lines are super­
imposed on the Rn-d3 lines at equal radical concentrations, 
the resultant spectrum (Figure 2E) does not differ much 
in the shape from the original Rn-d3 spectrum (Figure 2B).

3-Methylpentane-3-di (3MP-dJ. Radiolysis of 3MP-dx 
glass gave five-line ESR spectra (Figures 3A and 3B) with 
additional narrow lines as indicated by arrows. Photolysis 
of HI in 3MP-dx glass yielded a similar spectrum (Figure 
3D), but the intensities of the narrow lines and the center 
line are relatively weak. On annealing at 77 K the narrow
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Figure 2. ESR spectra of 3M P-4 measured at 77 K: (A) after radiolysis; 
(B) after photobleaching of A; (C) after annealing of B at 77 K for 7 
days. (D) ESR spectrum of photolyzed HI-3MP-c^ at 77 K. (E) Computed 
ESR spectrum with line intensity ratios of 1.5:5.5:9:9:5.5:1.5.

Figure 3. ESR spectra of 3MP-d, measured at 77 K: (A) after radiolysis; 
(B) after photobleaching of A; (C) after annealing of B at 77 K for 7 
days. (D) ESR spectrum of photolyzed HI-3MP-d, at 77 K. (E) Computed 
ESR spectrum with line intensity ratios of 1:4:6:4:1.

lines decayed faster than the five main lines (Figure 3C). 
In the purification procedures, repeated treatments o f 
3MP-dj with fresh 13X molecular sieve were effective to 
weaken the intensities of the narrow lines, which implies
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Figure 4. ESR spectra of 3MP-d4 measured at 77 K: (A) after radiolysis; 
(B) after photobleaching of A; (C) after annealing of B at 77 K for 7 
days. (D) ESR spectrum of phototyzed HI-3MP-ci, at 77 K. (E) Computed 
ESR spectrum with line intensity ratigs of 1:3:3:1.

that the signals are due to contaminants included in 
3MP-di. The sharp center line o f Figure 3C in comparison 
with that of Figure 3D is accounted for by superposition 
of a peak due to surviving color centers.

The intensity distribution of the five lines is compatible 
with the binominal distribution o f 1:4:6:4:1 with a sepa­
ration o f 22.2 G as determined by comparison with the 
computed spectrum (Figure 3E). The five-line spectra are 
attributed to the Rn-di radical (CH3CHCD(CH3)CH2CH3) 
where the one a and three 0 protons couple equally with 
the unpaired electron. Small splittings due to the 0 
deuteron (aD = 0.153a11) are smeared out because of the 
broad line width (16.2 G) of the component lines.

3-Methylpentane-2,2,4,4-d4 (3MP-d4). Radiolysis of 
3MP-d4 glass (Figures 4A, 4B, and 4C) and photolysis of 
HI in glassy 3MP-d4 (Figure 4D) all gave four-line spectra 
which match the computed spectrum (Figure 4E) with 
binominal intensity ratios of 1:3:3:1 and a separation of
22.2 G. The result indicates the formation of a radical 
having three equally coupled protons. The RiV-d4 radical 
(CH3CD2CH(CH2)CD2CH3) and also the Rm-<i4 radical 
(CH3CD2C(CH3)CD2CH3) produce four-line spectra with 
binominal intensity ratios. The former possesses two a 
and one 0 proton interacting with the unpaired electron. 
The unpaired electron in the latter couples with the three 
0 protons and the four 0 deuterons, but the deuteron 
couplings are expected to be unresolved by reason of the 
broad line width (16.2 G). The observed line separation 
of 22.2 G, however, is close to the reported splitting 
constant values for protons in methyl groups attached to 
a tertiary carbon, i.e., 22.7 G for (CH3)3C and 22.8 G for 
(CH3)2CCH2CH3.10 On the other hand, the average line 
separation of the primary polypropylene radical 
(-CH 2CH(CH2)CH2- )  has been reported to be 25.5 G.u 
Radiolysis of 3-chloromethylpentane-h13 at 77 K is ex­

pected to produce the R IV-h14 radical by rupture of the 
C-Cl bond. The spectrum observed had four lines with 
the overall splitting being 1.14 times as large as that of the 
spectrum in Figure 4B. This leads to an average separation 
of the Riv-feu lines of 25.4 G.12 All of these results suggest 
that the 3MP-d4 spectra with a line separation of 22.2 G 
should be ascribed to Rm-(i4 rather than R jy d 4. y  irra­
diation of 3-chloro-3-methylpentane-2,2,4,4-d4 at 77 K 
which is expected to yield Rm-d4 exhibited a four-line 
spectrum identical with Figure 4B. The result confirms 
the above identification.

Photolysis of 3-Iodo-3-methylpentane-hia (3-I-3MP-hxa) 
in 3MP Glasses. Henderson and Willard2 have found that 
every one of the four 3-methylpentyl radicals (Rr h14, 
Rji-hi4, Rm-hu> and RIV-h14) which are produced by 
photolysis o f the corresponding iodides in 3MP-h14 glasses 
at 77 K abstracts a secondary hydrogen from the matrix 
molecules. It is interesting to test this kind of experiment 
in deuterated 3MP glasses. Photolysis of 3-I-3M P-/i13 in 
the four 3MP glasses gave the same results as the pho­
tolysis of HI in the four 3MP glasses, i.e., tertiary 3MP 
radical formation in case of 3MP-d4 and secondary radical 
formation in cases o f 3MP-h14, 3MP-d3, and 3MP-d], It 
should be noted that the marked difference in radical 
yields was not found in the photolysis of HI or 3-I-3MP-h13 
in the four 3MP glasses.13 In case o f radiolysis, radical 
yields of the four 3MP glasses were found coincide with 
each other within the limit o f error (25%).

Discussion
As mentioned in the preceding section, the six-line 

spectra of 3MP-hu (Figure 1) can be ascribed not only to 
the secondary radical (Rn-h14) but also to a mixture of two 
primary radicals (Ri-hu and RIV-h14). The possibility of 
Riv-hu formation, however, is denied from the result that 
the shapes of the six lines were not affected noticeably by 
deuterium substitution of the branched methyl H as shown 
in Figure 2. When the tertiary H was substituted by D, 
the six-line spectra changed into a five-line spectra (Figure
3). This indicates clearly that the radical site is restricted 
to carbon Cn (carbon atoms in the 3MP skeleton are 
designated as Cr-Cn-Cm-iCivJ-Cn-Ci). Since the effects 
of deuterium substitution at carbon Cin or CIV are con­
sidered to be very small for the H-rupture reaction at 
carbon Cn, the above results lead to the conclusion that 
the observed six-line spectra of 3MP-h14 are due to only 
the secondary radical.

The six-line spectra of 3MP-hu agree closely with the 
spectrum (Figure IE) calculated on the assumption that 
the shapes o f the component lines are symmetrical. 
Provided that the four 0 and one a proton of the Rn-h14 
radical are equally coupled with the unpaired electron, the 
observed six-line spectra can be explained. However, 
theory14 predicts asymmetrical line shapes caused by an 
anisotropic interaction between the unpaired electron and 
the a proton. The fact that the observed spectra can be 
described by symmetrical component lines is considered 
to derive from a certain amount of motional freedom in 
the glassy matrix which would partially average out the 
anisotropic interaction.15 Close examination of the second 
derivative ESR spectra of 3MP-h14 showed indications of 
asymmetrical line shapes. It is discernible that the shapes 
of peaks 1 and 6 from the low-field side of the 3MP-d3 
spectra (Figure 2) are asymmetrical. In case of 3MP-d3, 
deuterium substitution at the Cjy carbon would somewhat 
reduce the interaction between the unpaired electron and 
nuclear spins,16 which would reveal more clearly the 
asymmetrical shapes.

The deuterium substitution of the secondary H resulted
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in loss of the tertiary H rather than loss o f the secondary 
D, which indicates the deuterium isotope effect in the bond 
fission reaction. This result also shows that H-atom loss 
from the tertiary bond predominates over H-atom loss 
from the primary bond; nevertheless the number of tertiary 
bonds is one-ninth the number of primary bonds. H-atom 
loss from the tertiary bond rather than from the primary 
bonds in 3MP-d4 glass might be explained from the data 
o f bond strengths in gaseous alkanes.17 However, pref­
erential secondary H-atom loss in fully protionated 3MP 
glass is not a simple problem. Willard and Henderson2 
discussed this problem in detail. To our knowledge the 
observed selectivity does not seem to have been explained 
satisfactorily. >

It was suggested that radicals produced by radiolysis o f 
alkanes (C6-C 9) with branching in the 3 or 4 position 
originate mainly from loss of a hydrogen atom from the 
secondary carbon atom nearest the end of the longest 
carbon chain.2 Lund18 found, that single crystals of n- 
paraffins (C6-C 16) y irradiated at 77 K give rise to ESR 
spectra from two kinds of secondary radicals, CH3tH C H 2R 
and R'CH2CCH2R", and that the formation of the former 
is preponderant over that of the latter. Iwasaki et al.19 who 
observed ESR spectra of single crystals of rc-decane X- 
irradiated at 1.5 and 4.2 K Suggested that almost all alkyl 
radicals are inherently formed in pairs and that random 
scission of C -H  bonds at any carbon takes place at 4.2 K. 
Lin and Willard20 found formation of radical pairs in 3MP 
glass 7 irradiated at 77 K. The ESR spectra o f 3MP-/j14 
glass 7 irradiated at 4.2 K were observed by Smith and 
Pierony;21 however, analysis of the ESR spectra was not 
completely done. It was demonstrated that the primary 
radical (-C H 2CH(CH2)CH2-)  and the tertiary radical 
(-C H 2C(CH3)CH2~) both are trapped in polypropylene 
after radiolysis at 77 K .11 Kanic et al.22 found that a 
room-temperature ESR spectrum of 7 -irradiated ada- 
mantane containing 3MP-h14 can be assigned to the ter­
tiary radical of 3MP-h14.

There exists no evidence that radicals observed after 
radiolysis of 3MP at 77 K are paramagnetic species pri­
marily formed by decomposition through excitation of 
3MP molecules (RH RH* -»• R +  H and RH -w R H 1 
+  e~ -*■ RH* —► R +  H).23 The present results can be 
explained if we assume that the trapped radicals consist 
mainly of radicals secondarily formed by attack by primary 
decomposition products such as H atoms and 3MP rad­
icals. Such species will be born with excess energy capable 
o f abstracting H atoms from neighboring 3MP molecules. 
Preferential attack to the specific bonds of 3MP molecules 
may be expected from the observed abstraction reactions 
o f photolytically produced H atoms and 3MP radicals in 
fully protionated and partially deuterated 3MP glasses. 
The same selective abstraction reactions have been ob­
served in the photolysis of methyl, ethyl, n-propyl, n-butyl, 
isobutyl, and ieri-butyl iodides in 3MP glasses.24 In 
correlation with our results preferential rupture at C-H  
bonds relative to C-D bonds has been reported by Willard 
et al.25 in HI (D I)- or CH3I (CD3I)-3M P-h14 (3MP-du) 
systems irradiated at 77 K. They drew conclusions that 
hot H or CH3 can abstract D from C-D bonds of 3MP-d14 
and that thermal H or CH3 can abstract H from C-H  
bonds which are contained as an impurity (1%) of 
3M P-d14, while D abstraction from the C-D  bonds does

not occur. In the present work, photolysis of HI in 3MP-d4 
glass gave chiefly the tertiary radical.26 Within the limit 
of error (25%), its yield was the same as that of'the 
secondary radical produced in photolyzed H I-3M P-h14 
glass. The results seem to indicate that the hot H atoms 
produced discriminate the “ weak” bonds in 3MP mole­
cules. In contrast with the above deduction, Rebbert and 
Ausloos27 concluded that the hot CH3 radical produced by 
photolysis of CH3I in partially deuterated hydrocarbon. 
matrices abstracts an H atom or D atom with equ£l 
probability. The conclusion was obtained from product 
analysis after warming the samples to room temperature, 
a process which may be the cause o f the discrepancy, or 
our results obtained in the 3MP systems may be a special 
case. .
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ESR, pulse NMR, and multiple pulse NMR were used to study free radical concentrations, and the extent to
which protons in coals may be characterized by dampin~constants under specific radio-frequency pulse sequences
in two Virginia vitrains, three Iowa vitrains, and seleCted medel compounds. ESR measurements confirmed
previously found correlations between free radical content and carbon content. Electron g factors varying from
2:0025 to 2.0028' are not incohsistent with assignment of fret radicals to aromatic ring systems. NMR pulse
~:techniques were used to determine damping constants associated with proton spin---spin and spin-lattice relaxation.
~ultiple pulse line narrowing experiments were capable of narrowing the proton line width from roughly 30
kHz in all coals to roughly 700 Hz. Comparison of results on coals with pulse and multiple pulse measurements
on the model compounds naphthalene, 2-methylnaphthalene, 4,4'-bismethylbenzophenone, m-tolylacetic acid,
polystyrene, polyethylene, and polybutadiene indicated the following: (a) roughly 400 Hz of the residual proton
line width in the coals under multiple pulse line narrowing expe:iments is due to free radical electron spin-nuclear
spin dipolar coupling, (b) there is not a simple relation between spin-spin damping constants in coals, and
aliphatic/aromatic proton ratios, and (c) resolution into aromatic and aliphatic protons will require removal
of interproton dipolar interactions, proton chemical shift anisotropies, and electron-proton interactions by a
combination of multiple pulse line narrowing experiments and magic angle rotation. The second moments
of the proton absorption spectrum decrease with increasing proton concentration. This result is shown not
to be an effect of free radical concentration, but is thought to be associated with increasing rigidity of coal
structures with age.

Introduction
The response of nuclear magnetic moments to transient

resonant radio-frequency signals is characterized by one
or more damping constants. For example, if the nuclei are
in molecules tumbling in a gas or a liquid and, in addition,
are all in the same chemical environment, e.g., protons in
C6H6, I the damping constant is the spin-lattice relaxation
time, T I , which is equal to the spin-spin relaxation time,
T2, in the absence of dc field inhomogenieties. In the
presence of appreciable chemical shift anisotropy, even for
a molecule in a nonviscous liquid in the extreme narrowing
limit, relaxation of a given nucleus is characterized by
damping constants T I and T2 "" T I• For nuclei in a solid,
there exist a number of different relaxation mechanisms,
e.g., dipole-dipole interaction, electric quadrupole in­
teraction, chemical shift anisotropy interaction, and scalar
coupling interaction. Each of these interactions provides
a relaxation path to equilibrium dependent upon the
magnitude of the interaction, and therefore characterized
by a different damping constant for each interaction. If
different nuclei of a given chemical identity in a molecule,
e.g., protons in aliphatic and aromatic compounds con­
taining carbon, nitrogen, oxygen, sulfur, and aromatic rings
which are capable of stabilizing free radicals, are suffi­
ciently localized in their interactions with given groups of
molecular fragments, it may be possible to use the damping
constants characterizing these groups of protons to identify
their local environment, and therefore to identify molecular
fragments responsible for the chemistry of the compounds
in question. For example, in an aliphatic compound such
as polyethylene, the nearest neighbor proton-proton
distance is 1.763 A. In an aromatic compound such as
naphthalene, this distance is 2.407 A. In solids such as

t Work performed for the U.S. Energy Research and Development
Administration under Contract No. W-7405-eng-82, and The Iowa
Coal Project of the Iowa State University Energy and Minerals
Resources Research Institute.

these, homonuclear dipolar interactions are the dominant
mechanism for spin--spin relaxation. Since this interaction
is proportional to the inverse cube of the sum of inter­
proton distances, one might expect that aliphatic and
aromatic protons could be characterized by quite different
spin--spin damping constants in the absence of molecular
motion. A rough calculation of the spin-spin damping
constant, as inferred from the structure of the rigid lattice,
may be made by calculating the line width at half-height,
2M, from the square root of the second moment. The rigid
lattice second moment, for a randomly oriented ensemble
of spin 1/2 systems is given byl

9-y 4 h2

4<Llf)2 =-- ~ r ..-6 Hz 2

207T 2 j IJ

For a Lorentzian line, in the absence of spin-lattice re­
laxation, the full width at half-height is related to the
spin-spin damping constant by 2M = (7rT2t l Hz. While
the second moment for a Lorentzian line is infinite, in
practice a second moment may be calculated with suitable
termination. For a Gaussian line, which could result from
inhomogeneous broadening, the second moment is defined,
but a spin--spin damping constant in terms of the second
moment is not. Nevertheless, one may define an effective
damping constant for a Gaussian line as

where S is the slope of the natural log of the amplitude
of the decay plotted as a function of t2

• One may similarly
estimate a magnitude for this damping constant from the
second moment, as described above. For naphthalene, the
structure of which has been determined by Cruikshank,2
the second moment in the rigid lattice limit calculated by
taking into account all protons within 6 Aof a single proton
on a given naphthalene molecule leads to a damping
constant, inferred from the second moment, of 12.3 fJS. For
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polyethylene, this damping constant, similarly inferred, 
is roughly 7 gs. In the rigid lattice limit therefore, one 
might expect that a mixture of naphthalene and poly­
ethylene would yield two damping constants under a FID 
response to a single pulse NMR experiment that would 
characterize the ratio of aromatic to aliphatic protons in 
the mixture. Similarly, one would expect vastly different 
spin-lattice damping constants for protons bound to 
carbon, a species with a low abundance, low gyromagnetic 
ratio spin 1 /2  nucleus, then for protons bound to nitrogen, 
a species with a high abundance spin 1 nucleus, because 
quadrupolar interactions are much more efficient in 
providing spin-lattice relaxation than are dipolar inter­
actions. '

With the advent of recent advances in pulsed and 
multiple pulse NMR, it is possible to further separate 
damping constants associated with differing relaxation 
mechanisms, since one may selectively design pulse se­
quences which remove specific interactions leading to 
spectral broadening. For example, under appropriate 
conditions, the CPMG sequence,3 used to determine 
spin-spin relaxation times, selectively eliminates internal 
interactions associated with dc field inhomogeneities, and 
with spin-other spin coupling. The multiple pulse phase 
altering experiments recently introduced by Dybowski and 
Vaughan4 are capable o f removing chemical shifts (and 
shift anisotropies). The multiple pulse sequences described 
by Waugh and co-workers,5 by Mansfield,6 and by Rhim, 
Ellman, and Vaughan7 are capable of selectively removing 
homonuclear dipolar relaxation while scaling chemical 
shifts, providing the cycle time is short compared to the 
magnitude of the dipolar interaction. The present work 
is devoted to investigating the utility of a combination of 
these techniques to determine chemical environments of 
protons in coals.

In the past, the utility of NMR to the study of protons 
in coals has been limited to broad line work, utilizing 
second moments to infer chemical information,8 and to 
high resolution work on solvent extracts of coals.9“13 There 
are two difficulties with these approaches. First, the 
interpretation of broadline NMR failed to take into ac­
count the effect of variable concentrations of free radicals 
upon line broadening. Second is the problem of justifi­
cation in assuming that soluble extracts, representing less 
than 30% o f the total in most cases, bear a close relation 
to the parent structures. With respect to the latter, there 
is also the possibility of a change in structure in the so­
lution process.

In the present work, we determine free radical content 
by electron spin resonance, and investigate the feasibility 
o f utilizing recently developed NMR pulse techniques to 
distinguish chemical environments of protons in samples 
o f two Virginia vitrains, three Iowa vitrains, and selected 
model compounds. Free induction decays are used to 
measure the effective spin-spin damping constant, T2*. 
The Rhim-Ellman-Vaughan eight-pulse sequence is used 
to remove the effect of homonuclear dipolar coupling, in 
the region where the magnitude of such coupling is not 
large compared to a 21-^s eight-pulse cycle time. Finally, 
a standard [it, t, tt/ 2] sequence is used to measure damping 
constants associated with spin-lattice relaxation.

Experimental Section
ESR Spectra. ESR spectra were recorded at room 

temperature with both a Varian V-4500 spectrometer and 
a Strand Labs 602 spectrometer operating at a nominal 
frequency of 9.5 GHz. g factors were determined by 
sample interchange with a standard DPPH sample. Line 
widths were calibrated utilizing the hyperfine splitting of

DPPH in benzene and a proton gaussmeter. Spin con­
centrations were estimated by comparing the area of the 
absorption curve, or the second moment of the derivative 
spectrum, with a standard DPPH sample freshly prepared, 
and calibrated against a standard Mn2+ sample. Sample 
sizes were adjusted to keep the absolute number o f spins 
similar in all samples, with the result that a minimum 
adjustment of the spectrometer was necessary when 
changing samples. No noticeable changes in cavity at­
tenuation were observed as a function of sample. The 
major uncertainty in the estimation o f spin concentration 
lay in the calculation of the absolute spin concentration 
present in the standard DPPH. The precision o f the 
measurements was found to be 15%.

NMR Spectra. All spectra were taken on an instrument 
similar to those of Waugh14 and of Vaughan,15 recently 
designed and constructed in this laboratory, operating at 
a frequency of 56.5 MHz for protons. Thè block diagram 
is shown in Figure 1. A deuterium lock designed and 
constructed in this laboratory stabilized the spectrometer 
to within 10 Hz. The resolution of a spherical nonspinning 
sample of undoped water was 5 Hz. Combined receiver-dc 
amplifier dead time after a 500-W pulse at 56.5 MHz was
1.5 gs, of which all but 10 ns was associated with probe 
ring-down. The receiver was constructed o f three stages, 
the first two being Spectrum Microwave Model SML-D10 
limiting amplifiers, and the third being an Avantek Model 
UTO-502 amplifier. The transmitter was an IFI Model 
404 distributed amplifier system, capable of delivering 500 
W in pulsed operation. The spectrometer was completely 
broad banded except where tuned with quarter wavelength 
cables as indicated in Figure 1, and where series-tuned 
LC-resonant circuits were inserted between the first and 
second, and second and third stages of the receiver. The 
Q of the probe was 28. The pulse programmer allowed for 
the utilization o f any sequence o f up to 24 pulses in four 
channels, differing by an adjustable phase angle. All data 
were accumulated by alternating the preparation pulse by 
180° and subtracting alternate responses to remove in­
strumental artifacts such as baseline shift and pulse 
transients independent of the phase of the exciting pulse.16

Coal Samples. Measurements were made on two Vir­
ginia vitrains; Powellton and Pocahontas No. 4, supplied 
by H. L. Retcofsky of the Pittsburgh Energy Research 
Center, ERDA, and on vitrain samples obtained from the 
Mich, Star, and Lovilia mines in southeastern Iowa. All 
samples were measured before and after drying for 8 h at 
100 °C and a pressure of 10“7 Torr. Analysis for major 
constituents of all samples are given in Table I. Carbon 
and hydrogen were determined by combustion analyses 
ASTM  D-3178. Nitrogen was determined by ASTM 
D-3179. Sulfur was determined by ASTM D-3177. The 
mineral matter content was determined by the method of 
Bishop and Ward.17 Oxygen was determined by neutron 
activation analysis.

Model Compounds. Naphthalene, (a-methylna- 
phthalene, m-tolylacetic acid, 4,4,-bismethylbenzophenone, 
polystyrene), isopolybutadiene, and polyethylene were used 
as models o f prototype aromatic, (mixed aromatic-alip­
hatic), and aliphatic compounds, respectively. The first 
four samples in the above list were checked for purity via 
standard IR and high-resolution NMR, and found to be 
at least 98% pure. Polyethylene, of density 0.945, was 
obtained in rod form from Cadillac Chemical Co., Da­
venport, Iowa. The measured density corresponded to a 
crystalline fraction of 0.64.

Relaxation Measurements. All relaxation measure­
ments were made on about 50 mg of sample in standard
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Figure 1. Block diagram of pulse NMR spectrometer used in studying protons in coals and in model compounds. 

TABLE I: Major Constituent Analyses of Coals, wt %d
Sample C H N S Oc

Pocahontas No. 4 90.3(2)° 4.43(4) 1.28b 0.85b 4.96(20)
Powellton 85.1(3) 5.36(5) 1.54b 0.79(3) 9.11(38)
Upper Mich 81.0(3) 6.14(6) 0.98(11) 5.53b 15.7(63)
Lower Mich 81.55(18) 6.58(16) 1.37 4.16b
Star 77.0(1) 6.04(4) 1.17(14) 5.02b 7.11(29)
Lovilia 75.0(1) 5.80(4) 1.36(9) 2.64 13.6(54)

a Numbers in parentheses are root mean square deviations. b Only one determination made. c Oxygen analyses per­
formed utilizing neutron activation so oxygen in mineral portion is included. The Upper Mich contained the largest frac­
tion of mineral matter (13.45%) of all coals studied. d Mositure, ash free.

5-mm o.d. NMR tubes. Spin-lattice relaxation times, T1( 
were determined utilizing a (x, t, x / 2) sequence. Two 
seconds between pulse sequences was greater than four T\ 
for all coal samples. Damping constants under a single 
pulse excitation were determined utilizing a total scan of 
400 its. The magnitude of T2* for all coals was such that, 
for the transmitter power available, the CPMG sequence 
was of no utility for determining damping constante from 
which to infer magnitudes of spin-other spin interactions.

Multiple-Pulse NMR. The Rhim-Ellman-Vaughan 
eight (REV-8) pulse cycle7 was used to remove homonu- 
clear proton-proton dipolar interactions. The phase 
altered4 REV-8 sequence was used to remove homonuclear 
dipolar interactions, chemical shifts, and chemical shift 
anisotropy broadening. Phase transients15 were minimized 
and symmetrized utilizing a x circuit at the output of the 
transmitter (see Figure 1) to match the transmitter to the 
probe at the field determined by the deuterium lock. The 
probe was tuned utilizing a Hewlett-Packard Model 4815 
A vector impedence meter (VIM). Fine tuning of the probe 
utilized a VIM frequency obtained by beating the fre­
quency o f the VIM against the frequency of the single 
sideband output, with the spectrometer tuned for protons 
at resonance, at the field determined by the deuterium 
lock. This VIM frequency, set to obtain zero beats in the 
above experiment, was then used in tuning the probe. 
With probes tuned in this manner, phase transient im­
purities o f less than 100 Hz were routinely obtained.

Typical chemical shift scaling factors were determined to 
be in the range 1.8-1.9, compared to the theoretical value7 
of 3 /VST The ability of the instrument to remove ho­
monuclear dipolar interactions was determined utilizing 
the REV-8 cycle on 19F with the external field along the
(111) direction of a cylindrical single crystal CaF2. A line 
width of 34 Hz was obtained in such measurements. 
Tuning for REV-8 pulse measurements on protons in coals 
was accomplished using a spherical water sample. 
Damping of switching transients utilizing narrow banding 
elements, as previously described, led to cycle times as 
short as 21 ¿ts. Typical x /2  pulse widths were 1.25 ns.

Results and Discussion
ESR Measurements, g values, line widths, and free 

radical concentrations of all coal samples are listed in Table
II. All samples exhibited Lorentzian line shapes with the 
exception of Star and Pocahontas. The heated Pocahontas 
sample exhibited a narrow line superimposed upon the 
same line observed in the other coals. One explanation 
for this effect is the presence of a small amount of fusain 
contained within the predominantly vitrain sample. 
Heating and pumping would remove the broadening effect 
of the oxygen in the sample, and allow for observation of 
the characteristically sharper line in the fusain. The g 
values of the Virginia vitrains agree to within experimental 
error with those found by Retcofsky et al.18 The free 
radical concentrations are higher by a factor of 3 for the
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TABLE II: Results o f ESR Measurements on Coals

Sample g  value“

Line
width,

G

Free- 
radical 
concn, 

spins g~1
X lO '19

Pocahontas u 4.0
No. 4 h 2.0025 6.8(2) 9.5

Powellton u 3.0
h 2.0025 6.8(2) 3.4

Upper Mich u 1.8
h 2.0025(2) 8.5(2) 1.8

Star u 1.6
h 2.0025(2) 8.9(2) 2.4

Lovilia u 1.0
h 2.0025(2) 8.4(2) 1.3

“ u = unheated, h = heated at 100 °C and pumped at 10 7 
Torr for 8 h.

heated Powellton, and a factor of 2 for the heated Poc- 
7 ahontas No. 4.

Relaxation Measurements. The results of proton NMR 
relaxation measurements on the coal samples are given in

- Table III, as are the second moments of the absorption 
spectra obtained from the Fourier transformed free in-

^ duction decays. Where more than one damping constant
- characteristic o f a particular pulse sequence was observed, 
% the fraction of the species characterized by that damping

constant is given. These values were obtained from an 
appropriate extrapolation of the decays to zero time, taken 
to be the center of the preparation pulse.19 Values in 
parentheses are root mean square deviations obtained from 
a least-squares fit of the log of the amplitude of the en­
velope of the signal vs. time.

Spin-Lattice Damping Constants. The spin-lattice 
relaxation times surprisingly decreased with decreasing free 
radical concentration. One Virginia vitrain, Powellton, and 
one Iowa vitrain, Upper Mich, exhibited two spin-lattice 
damping constants when unheated. When heated at 100 
°C and pumped at 10 7 Torr for 8 h, all spin-lattice 
damping constants increased, and the multiple damping 
constants disappeared for the Powellton and the Upper 
Mich samples. Increase o f spin-lattice damping times 
upon pumping and heating is an expected effect of the 
removal o f paramagnetic oxygen from the samples. It 
could also be associated with removal of volatile free radical 
containing molecules. Free radical content as inferred from

ESR indicates that the heated samples contain more free 
radicals than do the unheated, however. The damping 
constants of 42 ms for the Upper Mich, 32 ms for the 
Lovilia, and 19 ms for the Star samples are particularly 
interesting. If an important mechanism for spin-lattice 
relaxation is interaction with the magnetism of the an­
tiferromagnetic pyrites in the samples, then spin-lattice 
damping constants o f the Iowa coals compared to the 
Virginia coals is in accord with the higher sulfur content 
of the Iowa coals. However, for the Iowa coals, the shorter 
TVs are associated with lower sulfur contents. Since there 
is at present no way of distinguishing between pyrite sulfur 
and organic sulfur in coals, and since, in fact, standard 

^  methods of analysis may well be missing portions o f  the 
pyrite sulfur in the form o f 10-jxm diameter polyhedra,20 
the sulfur contents reported in Table I may not accurately 
reflect pyritic magnetic centers available for spin-lattice 
relaxation. The fesults may indicate the possibility of 
utilizing spin-lattice relaxation to fingerprint inorganic 
sulfur in coals.'

Spin-Spin Damping Constants'.” ' Free Precession 
Following a Single Pulse Excitation! Under the FID 
response to a single pulse experiment, all of the coals 
exhibit an effective spin-spin damping constant of the 
order of 10 ¡is with the species exhibiting this value of T2* 
being the major contributor in all samples. In addition, 
all unheated Iowa vitrains exhibit a second T2* of roughly 
100 jus, the fraction contributing to relaxation being roughly 
5%. Upon heating, only the Upper Mich sample maintains 
two damping constants, again o f order 10 and 100 gs. As 
noted in the Introduction, the rigid lattice value for a 
spin-spin damping constant for an aromatic molecule such 
as naphthalene is roughly 10 jus. The rigid lattice value 
for a long chain hydrocarbon might be expected to be 
shorter by roughly a factor of 2. On the other hand, in an 
amorphous material such as coal, one might expect ap­
preciable motional narrowing, and the existence o f two 
damping constants as observed above gives rise to the 
possibility that these values might be a fingerprint of 
aromatic and aliphatic protons in coals. Results of T2* 
measurements on selected model aromatic, aliphatic, and 
mixed compounds (vide infra) indicate that this is not the 
case, that the shorter damping constant characterizes both 
aliphatic and aromatic protons in rather rigidly held 
structures, and that the longer damping constants may be 
associated with relatively small, mobile molecules which

TABLE III: Results o f  Proton NMR Relaxation Measurements on Vitrain Coals“
10~9 m 2,

% C b
26 f,

Coal T,, ms T2 under FID, ti& Hz2 2 6 f, REV-8 <p Pull
Pocahontas No. 4 u 116(5), 100% 9.5(1), 100%

90.3 900(5)
h 425(10), 100% 10.6(3), 100%

4.34 1058 540
Powellton u 214(20), 91(2)% 

237(20), 8.7(3)%
10(1), 100%

85.1 730(20)

Upper Mich

h 412(13), 100% 17(1), 100%
3.33 480753(30)

u 42(4), 23(1)% 9.2(8), 92(15)%
119(4), 77(1)% 120(10), 7.8(1)% 81.0 500(100)

h 139(3), 100% 10(1), 96(11)%

Star
61(4), 4.0(2)% 542 310

u 19.2(4), 100% 92(21), 5(2)% 
8(1), 95(33)% 78 675(50)

Lovilia

h 99(3), 100% 6.0(5), 100%
2.92 360700(50)

u 32(1), 100% 102(1), 7.0(5)% 
6.6(4), 93(17)% 75 650(30)

h 115(7), 100% 7.7(1), 100%
2.63 753(30) 500

“ u = unheated, h = heated. b Moisture, ash free.
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(24 kHz)(2A / =
1' l*T t )

Ti*  CPMG, 94
:~4MS

T2* , us 13.9
rigid
lattice limit 

2A f, Hz 262
REV-8 
fc = 25 ms 

2 A  f, Hz 271
phase pull

360
2593

338

250

276

261

(1400 Hz)

44.1
433
3 3
(106 Hz)

129

-100

30

are removed, at least for the Lovilia and Star samples, 
upon pumping at 100 °C. The second moments-obtained 
from the FID response to a single pulse excitation would 
be expected to decrease with increasing carbon content if 
the only contribution to broadening is interproton dipolar 
interaction. This is just a reflection of the idea that the 
average interproton distance increases with increasing 
carbon content. The observed second moments, however, 
increase with carbon content, as shown in Table III, and 
in Figure 2. One possible explanation for the increase in 
second moment with decreasing proton content is the fact 
that the free radical concentration increases with de­
creasing proton content, and that the increase in second 
moment is associated with free radical-proton dipolar 
broadening. Normalization of second moment to unit free 
radical content leads to the “ expected” trend, shown as 
the lower curve in Figure 2. Results of multiple pulse 
decoupling experiments on both coals and model com­
pounds (vide infra), however, prove that the maximum line 
width contributed to the proton NMR spectra by the free 
radicals is about 700 Hz. Second moments associated with 
this broadening are only of order of 107 Hz2, compared to 
the observed total value of 109 Hz2. Free radical-proton 
interactions therefore cannot account for the observed 
trend in proton NMR second moments under a single 
pulse excitation experiment. The observed increase in 
second moments with decreasing proton content appears 
to be real, and not an artifact associated with impurities. 
One possible explanation for this observed trend is that 
upon aging, i.e., increase in carbon content, protons move 
from relatively mobile aliphatic structures to more rigid 
aromatic structures, with line widths characteristic of the 
proton line width in naphthalene, and that this enhanced 
rigidity more than compensates for increase in average 
interproton distance.

Multiple Pulse NMR Measurements. Two sequences 
were used in this study. The first was the REV-8, which 
removes homonuclear dipolar broadening to second order.7 
The second was the phase altered version of this sequence,4 
in which a preparation pulse is lacking, offset is due only 
to the zeroth order Hamiltonian 3Cp(0) = (2 /fc)(<j>5 -  <px) Iy 
associated with phase errors 4>x and in the x and x pulses 
and both chemical shift anisotropy and homonuclear 
dipolar broadening are removed to first order. In addition, 
the operator I2 is scaled by a factor of V7/3, i.e., chemical 
shifts and spin-other spin interactions are scaled by 
roughly a factor o f 1 /2 . The results of these two sequences 
on the coals are given in the last two columns of Table III,

Figure 2. Second moments obtained from FID response to single pulse 
experiment. Results normalized to unit free radical concentration show 
“ expected” decrease with increasing carbon content, but the 
“expected” results is incorrect (see text).

and a typical spectrum of a coal under REV-8 is shown 
in Figure 3. The two Virginia vitrains, with higher carbon 
and free radical content, are narrowed from 30 kHz to 
about 1 kHz under the REV-8. The lower carbon content, 
lower free radical content Iowa vitrains are narrowed from 
30 kHz to about 700 Hz. All heated vitrains are further 
narrowed by 300 to 500 Hz upon application of the phase 
altered sequence. From these results, and the results on 
the model compounds (vide infra), we infer that an upper 
limit to the free radical-proton broadening is about 400 
Hz for the samples studied and that residual line widths 
under the phase altered sequence are associated with 
quadrupole broadening of protons by, e.g., ^S, and by 14N, 
and with instrumental broadening associated with failure 
to remove second-order dipolar terms. The line shape 
under REV-8 is Lorentzian with no structure indicative 
o f separation between aliphatic and aromatic protons.

Model Compounds. To aid in an interpretation of the 
results o f pulse and multiple pulse experiments on the 
coals, similar measurements were made on model aliphatic, 
aromatic, and mixed aromatic-aliphatic compounds. 
These results are presented in Table IV. We note that 
typical aromatics exhibit one spin-spin damping constant, 
o f order 10 ns under a single pulse excitation. This is as 
expected for these compounds in the rigid lattice limit. In 
addition, mixed aliphatic-aromatics such as 4,4'-bis-
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Figure 3. Typical response of coal under REV-8 sequence: top, decay; 
bottom, spectrum obtained from Fourier transform of decay.

methylbenzophenone, a-methylnaphthalene, and poly­
styrene also exhibit only one spin-spin damping constant, 
o f about the same valjue. Rotation of the methyl groups 
and rocking of methylene bridges are not sufficient for 
narrowing beyond 30 kHz. Polyethylene exhibits two 
distinct damping constants of 12 and 48 us associated with 
the rigid, crystalline fraction of the sample, and the rel­
atively loose, amorphous portion, respectively, indicating 
that aliphatics alone in polymeric type form can give rise 
to at least two spin-spin damping constants. m-Tolylacetie 
acid does exhibit two damping constants, of magnitude 17 
and 241 us, with relative fractions contributing to each in 
the ratio of 6 /4 . It is tempting to associate the longer 
damping constant with the aliphatic protons, but the 
results on the other mixed compounds do not support this 
association. Line widths of all model compounds with the 
exception of polyethylene, under REV-8, are roughly 300 
Hz. Polyethylene narrows to 129 Hz under REV-8, in­
dicative of a smaller chemical shift anisotropy for the 
protons in this compound. The limit of narrowing under 
REV-8 is determined by application of the phase altered 
sequence, and is typically 200 Hz. Residual line width is 
due to pulse imperfections and to second-order dipolar 
effects. The results o f multiple pulse measurements on

the model compounds indicate a chemical shift anisotropy 
o f 250 Hz, or 8 ppm including the chemical shift scaling 
factor, for the aromatic and mixed aliphatic-aromatic 
compounds. This value supports the contention that the 
free radical-proton broadening is about 400 Hz for the 
coals.
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The hyperfine splittings (hfs) of the ring protojjhand the g factors of seven ierf-butylnaphthalene anions were 
measured. The hfe data were utilized in a multiple linear least-squares analysis in order to determine parameters 
for use in an additivity model. This gives satisfactory prediction of the ring proton hfs. g factors were also 
treated by least squares in an additivity model. The hfs additivity parameters were correlated against those 
■determined for methyl substituents and were found to be only in moderate agreement, probably because of 
different structural changes induced by the substituent groups. The additivity parameters were also correlated 
against Huckel molecular orbital theory from which the best inductive parameter to represent the effect of 
the fer£-butyl group was-0.07. The g factors were also fit to the Huckel calculation, assuming that the substituent 
group only changed the energy of the tr electron system. This gave a value of <SC = -0.30. The discrepancy 
between both values of <5C probably arises from lower energy excited states which contribute to shifts of the 
g factor from the free electron value.

Introduction
Alkyl substituted aromatic hydrocarbon radical ions are 

o f considerable interest because they provide chemically 
simple series of radicals in which the effect of substituent 
groups can be correlated to molecular orbital calculations. 
Electron spin resonance (ESR) is readily used to probe the 
orbital containing the unpaired electron, and provide an 
accurate map of the spin density distribution which reveals 
small changes in the electronic structure of the radical.

The additivity model1 has been used to correlate spin 
density distributions in radical anions with the effect of 
substituent groups. This model has been applied to studies 
o f a variety of substituent groups in p-benzosemiquinone 
radicals,1“3 nitrogen heteroatoms and methyl groups in 
diazine and naphthyridine anions,4 vibronic interactions 
in deuterionaphthalene anions,5 and methyl substituted 
naphthalene anions.6 This model has also been applied 
to a few terf-butylacenaphthalene anions.' This additivity 
model represents a perturbation on one atom of a molecule 
as having a small effect on every other atom of the rest 
o f the molecule. An example would be the effect of 
substituting an alkyl group for a proton in an aromatic 
radical ion. If several substituent groups are then placed 
around the molecule, then the change of the spin density 
at any position would be represented by the sum of the 
perturbations due to each substituent on that position.

The success of this model on deuterionaphthalenes5 and 
on methylnaphthalenes6 has led us to investigate the effect 
of the tert-butyl group on naphthalene anions. Although 
the tert-butyl group has a smaller effect than the methyl 
group toward separating the degenerate orbitals of the 
benzene anion,8 conflicting results have been obtained for 
benzosemiquinone anions.1 3 For the additivity model to 
provide a reasonable representation o f the effect of sub­
stituent groups, several conditions are required: primarily, 
the perturbation must be sufficiently small so that it can 
be represented by first-order perturbation theory; i.e., 
second-order effects can be neglected. It is also required 
that the effects of the substituents be of similar physical 
nature such that added strain, geometric changes, solvation 
changes, or ion association changes do not occur as a result 
of several substituents placed in different positions. These

conditions are achieved in alkylnaphthalene anions re­
duced with Na in a good solvating agent. tert-Butyl 
groups, however, cannot be placed on adjacent carbon 
atoms or in peri positions (1,8-disubstituted). Crystal 
structures of 1,2-di-tert-butylbenzenes indicate changes 
in the bond angles occur to accommodate both groups9 
while ESR studies of l ,8-di-£ert-butylnaphthalene anions10 
demonstrate that the 1,8 positions are displaced onto 
opposite sides of the median plane o f the naphthalene 
nucleus. We have measured the ring proton hyperfine 
splittings and g factors o f seven mono-, di-, and tri-tert- 
butylnaphthalene anions which provides 32 uniquely 
determined hfs. Four of these naphthalenes are substi­
tuted in the identical positions as some of the methyl- 
naphthalenes which have been previously reported.6 To 
our knowledge, this is the only extensive investigation of 
the effect o f tert-butyl substituents on aromatic hydro­
carbons.

Experimental Section
Materials. 2-tert-Butylnaphthalene (2-BN) and 2,7- 

di-tert-butylnaphthalene (2,7-DBN) were obtained from 
the American Petroleum Institute (Carnegie-Mellon 
University, Pittsburgh, Pa.). Other naphthalenes were 
synthesized as described in the literature: 1,4-DBN, ref 
11; 2,6-DBN, ref 11; 1,3-DBN, ref 12; 1,3,5-TBN, ref 12; 
and 1,3,6-TBN, ref 12.

Dimethoxyethane (DME) was obtained from Matheson 
Coleman and Bell, and was purified first by fractional 
distillation, retaining the central boiling 50%, then by 
refluxing over potassium followed by LiAlH4, and distil­
lation into LiAlH4. The DME was then degased and 
distilled under vacuum into a cylinder containing tetracene 
(Aldrich Chemical Co.) and a sodium mirror. The tet­
racene was dissolved and allowed to react to the dinegative 
ion for storage. Naphthalenide samples were prepared by 
reduction on a sodium mirror in DME. These samples 
were stable at room temperature for 3-6 months. Fol­
lowing this time the anion could be regenerated by again 
exposing the solution to the metallic sodium.

ESR Spectra. ESR spectra were recorded on a com­
puter-controlled spectrometer which has been previously
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TABLE I: Proton Hyperfine Splittings for ferf-Butylnaphthalene Anions“ and Comparison with Values for Methyl 
Substituted Naphthalene Anion®

Substituted
position

Ring
proton

Hyperfine splittings AaH/iZHC

Methyl subst
ferf-Butyl

subst
ferf-Butyld

calcd Methyl subst
ferf-Butyl

subst

2 1 -4 .584 -4 .632 -4 .692 -0 .072 -0.062
4 -5 .054 -5 .013 -4 .923 0.023 0.015
5 -5 .054 -5 .212 -5.121 0.023 0.055
8 -4.759 -4.731 -4 .842 -0.037 -0.042
3 -2.313 -2 .035 -2 .200 0.267 0.115
6 -1.322 -1.631 -1.590 -0.271 -0.106
7 -2 .256 -2.035 -1 .909 0.236 0.115

1,4 5,8 -5 .393 -5.124 -5.146 0.092 0.037
2,3 -1.671 -1,7.69 -1.624 -0 .084 -0.031
6,7 -1 .832 -1.769, -1 .840 0.004 . „ —9.031

2,6 1,5 -4 .65 -4 .846 -4.891- -0 .059 -0 .0 1 9 '
4,8 -4 .82 -4.846 -4 .843 -0 .020 -, -0 .019
3,7 -2 .77 -2 .200 -2.237 0.518 0.205

2,7 1,8 -4 .36 -4.677 -4.611 -0 .117 -0.053
4,5 -5.21 -5.050 -5.122 0.054 0-.022
3,6 -1 .83 -1.817 -1 .918 0.002 -0.004

1,3 5 -5 .18 -5.185 0,048
8 -5 .06 -5 .002 0.024
4 -4.463 -4.465 -0.097
2 -1.957 -2.022 0.072
6 , -1 .957 . -1 .823 0.072

4j 7 -1.637 -1.645 -0 .103
1,3,5 : 2 -2 .100 -1 .940 0.151

v: • 4 -4 .432 -4.347 -0.121
6 -1 .426 -1 .650 -0 .219
7 -1 .426 -1.571 -0 .219
8 -4.764 -4 .776 -0 .036

1,3,6 2 -1 .734 -1 .745 -0 .039
4 -4 .406 -4 .386 -0 .112
5 -4.984 -4 .956 0.003
7 -2 .196 -1.973 0.084
8 -4 .984 -5.004 0.013

0 Reduced with sodium or potassium. Temperature at which spectrum is taken is -6 0  °C. b Hyperfine splittings for 
methyl substituted naphthalenes taken from ref 6. c AaH /aH = - [ a H (substituted naphthalene) -  ajj(naphthalene)/aH- 
(naphthalene)] values o f naphthalene splittings taken as 4.940 for the 1, 4, 5, and 8 positions and 1.825 for the 2, 3, 6, and 
7 positions from ref 6. d Calculated from additivhy parameters.

described.13 The spectrometer was modified from a V-4502 
system and utilizes a 15-in. magnet. Hyperfine splittings 
(hfs) were determined using a perylene anion reference.14 
g factors were also measured against the perylene anion15-18 
(apparent g factor, 2.002657). Analysis of the hfs was done 
using the line centers in a multivariable linear least-squares 
analysis. Standard deviations of the hfs were 0.0025 G or 
smaller. At least eight separate experiments were done 
to determine the g factor. A region of between +2 and -2  
G of the center of the spectra of the substituted naph­
thalene and perylene anions was scanned, and signals from 
both the sample and reference channels were recorded. 
The center of the naphthalene and perylene spectra were 
then determined by weighting resolved lines which fell 
within this region. Initial experiments were done utilizing 
a dual-channel recorder. More recently the on-line 
computer was used for these measurements. No difference 
in standard deviations was observed, however, the mea­
surements are more easily carried out utilizing the com­
puter facility, g factors were corrected for second-order 
shifts.

Results and Discussion
Experimental Data. Proton hfs observed for the 

substituted naphthalene anions are given in Table I. 
Assignments for 2-BN“-, 1,4-DBN"*, 2,6-DBN"*, and 2,7- 
D BN - were based on the assignments of the corresponding 
methylnaphthalenes,6 which also agreed with assignments

based on Huckel molecular orbital (HMO) theory. As­
signments for 1,3-DBN“-, 1,3,5-TBN •, and 1,3,6-TBN- 
were based on HMO calculations with one exception. In
1,3-DBN, the two largest hfs of 4.92 and 5.07 G are pre­
dicted for the 5 and 8 positions, respectively. The ex­
perimental values of 5.06 and 5.18 G were initially assigned 
to these positions. Better correlation was obtained when 
the 5.18- and 5.06-G splittings were assigned to the 5 and 
8 positions, respectively, rather than in the other order. 
Because these hfs are very close in magnitude, the cal­
culations are only nominally affected by this change.

No 1,8- or 2,3-disubstituted compounds were included 
in this study since there is a possibility that strain would 
influence the proton hfs. Because the y proton hfs of the 
ferf-butyl group are sufficiently small that they are not 
completely resolved, it is simple to interpret spectra of 
asymmetric naphthalene derivatives, as noted for sub­
stituted acenaphthalenes.7

In most cases, the perturbation by the tert-butyl group 
is smaller than the perturbation by a methyl group sub­
stituted in the same positions. This is reflected in the 
values of AaH/ o H in Table I. Exceptions to this occur at 
the 5 and 8 positions of 2-BN-- and the 1 and 4 positions 
o f 1,4-DBN*.

g factors of the naphthalene compounds are given in 
Table II. The value obtained in this laboratory for the 
naphthalene anion is in good agreement with other re­
ported values o f the naphthalene anion under the same

The Journal o f Physical Chemistry, Vol. 81, No. 6, 1977



573

TABLE II: g Factors of'ferf-Butyl Substituted 
Naphthalene Anions at -6 0  °C Reduced with Sodium in 
Dimethoxyethane

E8R of tert-Butyl Substituted Naphthalene Radicals

Compound Value“ ’ 6
(g ~ Me )
X 103

Error 
X 103

Unsubstituted 2.002 736 0.416 0.003
2 2.002 739 0.420 0.008

1,3 2.002 761 0.442 0.006
1,4 2.002 756 0.440 0.004
2,6 2.002 756 0.442 0.006
2,7 2.002 749 0.437 0.004

1,3,5 2.002 764 0.445 0.004
1,3,6 2.002 757 0.438 0.005

“ g factors are corrected for second-order shifts.ls 
b Values.relative.to g factor o f perylene"- (ref 15) with 
correction;(ref 16). /*'■

condition's.15“17’19,20 No g factors of ferf-butyl or other alkyl 
substituted naphthalenes have been reported in the lit­
erature to our knowledge.

Ring Proton Splittings. The a-ring proton splittings of 
substituted naphthalene anions were assumed to be de­
termined by the additivity of perturbations caused by 
substituents on the molecule. For example, a ferf-butyl 
group at the 1 position causes perturbations to the ring 
proton hfs at positions 2 through 8, represented by A12, 
Ali3, . . .  , A1j8. Similarly, a substituent at the 2 position 
causes perturbations to the ring proton hfs at positions 1 
and 3 through 8 represented by A2,, A2j3, . . . ,  A2 8. This 
notation is different than that used by Moss et al.,6 and 
is compared in Table III for convenience. The hfs o f the 
unsubstituted anion would then be given by asH(0).

In order to compute the hfs of position s in the sub­
stituted anion from the parameters Ar s, the molecule is 
rotated or reflected through a plane in one of the symmetry 
axes o f the naphthalene nucleus, such that each substituent 
group is ultimately in the 1 or 2 position (denoted r'). The 
perturbations, acting on position s', which is the trans­
formed position of s, are summed. Thus the hfs of position 
s in the substituted anion is given by

asH = asH(0 ) + 2 A rWns- (1 )
r p s

where ns< can be either 0 or 1 depending upon whether the 
substituent group is absent or present. For example, in
1,3-DBN -, the /3-ring proton splitting of position 2 is given 
by

a2H = a2H (0 ) + A j 12 + A 2 3

For the 1,3,5-TBN •, the a-ring proton splitting at the 4 
position is given by

= a lH(0 ) - t  A l,4  + A 2 1 + A ! < g

where the -AriS terms arise from the perturbations by 
ferf-butyl groups at the 1, 3, and 5 positions, respectively. 
In this way, the data in Table I can be separated into 17 
splittings attributed to the a-ring protons (1, 4, 5, and 8 
positions) and 15 splittings attributed to the /3-ring protons 
(2, 3, 6, and 7 positions). The a-ring proton hfs were then 
assigned to a linear series o f equations such as eq 1, in 
which the parameters A1j4, A1>5, A13, A21, A2>4, A2,5, and A2 8 
cap-fee determined while the /3-ring proton hfs were 
similarly assigned such that A12, A13, A16, A1>7, A2i3, A2 6, 
and A2j7 can be determined. These equations were then 
utilized in a multiple linear least-squares analysis21 where 
¿he intercepts ajH(0) and a2H(0) were also treated as 
unknown parameters. Table III shows the result of this 
analysis as well as a comparison with results obtained from 
similar analysis of methyl group perturbations.6 In general, 
the parameters are smaller for the ferf-butyl substituted 
compounds than for the methyl substituted compounds. 
The a- and /3-proton hfs extrapolated to an unsubstituted 
compound are -4.921 ±  0.074 and -1.87 ±  0.11 G, re­
spectively, in good agreement with the experimental values 
of -4.940 and -1.825 G.6

We consider the small standard deviations observed for 
values of Ars determined from a-ring^proton hfs to be 
fortuitous, and are probably dependent,upon the sample 
population. More realistic uncertainties are obtained for 
those values obtained from the /3-ring proton hfs.

Correlation with HMO Theory. The proton hfs in an 
aromatic system are directly proportional to the spin 
density p /  on the adjacent trigonal carbon atom, according 
to the McConnell equation

asH = QcnHPsn (2)

where Qch11 is the proportionality constant and is typically 
in the order of -24 to -27 G. Using simple HMO theory 
it is assumed that the spin density, or more correctly the 
unpaired electron density, is given by the square of the 
coefficient of atom s in the molecular orbital v containing 
the unpaired electron so that

« SH  =  Q c h h c su 2 (3 )

The agreement between values of cSJ2 (0.1809 and 0.0691 
for the a and ¡3 positions) and the hfs of the naphthalene

TABLE III: Additivity Assignments and Mutual Polarizabilities for Methyl- and ferf-Butyl Substituted Naphthalene Anions
Parameter“ Atoms r,s nrsv Ar s(Me)2b Ars(f-Bu)

a-Ring Proton Hyperfine Splittings
A l,4 d 1-4 - 0 .2 0 1 2 0.522 ± 0.06 0.225 ± 0.003
A , ’ e 1-5 0.1342 -0 .298 ± 0.06 -0 .344  ± 0.004
A m  h 1-8 0.2033 -0 .013 ± 0.06 0.119 ± 0.003
A 2,l a> 2 -1 -0.2033 0.395 ± 0.05 0.229 ,± 0.003
A 2'4 d' 2-4 0.0467 -0 .075 ± 0.05 - 0.002  ± 0.003
A 2  ̂s e' 2-5 0.0894 -0.115 + 0.05 - 0.002  ± 0.003
A 8 6 
« ,” (0 )

2-8 -0 .0224 

(3-Ring Proton

0.201 ± 0.05 
-4.971 ± 0.05 

Hyperfine Splittings

0.080 ± 
-4 .921 +

0.003
0.074

A i, 2 b 1- 2 -0 .2033 0.491 ± 0.04 0.173 ± 0.020

A l ’ 3 C 1-3 0.0467 -0 .136 ± 0.04 0.074 ± 0.030
a , ; ,  f 1- 6 0.0894 0.398 ± 0.04 0.086 ± 0.025
A 1 , 2 8 1-7 -0.0224 -0 .299 ± 0.04 -0 .055  ± 0.025
A 2 ' 3 C 2-3 0.2033 -0 .386  ± 0.05 -0 .328  ± 0.018
A 2 ' 6 f 2-6 -0 .0894 0.569 ± 0.05 0.281 ± 0.020

A  2 . 7 8
a « ( 0 )

2-7 0.0915 -0.361 ± 0.05 
-1 .934 ± 0.05

-0 .038  ± 0.024 
-1 .87  ± 0.11

0 Notation Ars used here, alphabetic used in ref 6 . b Data from ref 6 .
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TABLE IV : Values o f the Inductive Parameter, 5 ,,, 
Determined from Additivity Parameters

Methyl ferf-Butyl
14 additivity points -0 .1 4  ± 0.04° 
13 additivity points 
(A , , eliminated) 

g factor -0 .5 0 b
Alkyl group splittings -0 .31  ± 0.01°

-0 .073 ± 0.021

-0 .092 ± 0.019 
-0 .30  ± 0.08 
Not obsd

° Based on data in ref 6. b Based only on g factors for 
1,5- and 2,6-dimethylnaphthalene anion.

anion is fortuitous. If Qchh = -27.06 G, the calculated 
values of the a- and /3-ring proton hfs are -4.895 and.-1.870 
G, respectively. This agrees with the respective experi- t 
mental values o f -4.940 and -1.825 G.6

The effect of a substituent group may often be repre­
sented by adding an inductive parameter to the Coulomb 
integral, eq 4,22 in the HMO secular determinant. Here,

a r = a° + 5cdcc° (4)

ar represents the Coulomb integral of the trigonal carbon 
atom r adjacent to the substituent group, a0 is the Coulomb 
integral of the unsubstituted atom, taken as a reference 
point, and 8C is the inductive parameter in units of the 
resonance integral for an aromatic C-C w bond, (3CC° (about
2.5 eV). The change in the value of c j  due to an inductive 
effect at atom r can be computed by first-order pertur­
bation theory and has been treated in a number of pa­
pers.5,6,23 The result is

C - c V + v  25 cs S 4c^ pc^  
rgitv eu -  e„

(5)

Figure 1. Values of A rs parameters of the additivity model in the methyl 
and butyl substituted naphthalene anions plotted against the mutual atom 
polarizability 7rre" calculated from Huckel molecular orbital theory. The 
broken line is the line determined without A 18. Data for the methyl 
substituted anions are taken from ref 6.

where the summation is over all molecular orbitals, n, 
except the one containing the unpaired electron, v. The 
energies e are given in units of dec0- F°r convenience, the 
inner summation is defined as the atom-atom polariza­
bility of atomic orbital v, irr/, so that

C  = c V +  (6)
r

Substitution of eq 6 into eq 2 gives the result 

a h = a .« (0 )  +  7 2QcHH5c2trr/  (7)
r

This equation has the same form as the additivity 
equation, eq 1, where

A r,s =  ( 8 )

A plot of Ar s determined from the experimental data 
against irr/  calculated from the Huckel molecular orbital 
is shown in Figure 1. The data of Moss et al.6 are used 
in the values for methyl substitution. The lines drawn 
were determined from least-squares analysis in which all 
data are uniformly weighted. The slope of the line de­
termined for the methyl group is approximately two times 
that of the line determined for the ieri-butyl group. If the 
intercept is ignored, the slope of the lines may be utilized 
to determine the best value of 5C to be used in the inductive 
model for either group. The “y intercepts” in both cases 
were reasonably small, and the results are not significantly 
altered if the least-squares line is constrained to pass 
through the origin. Results of 8C determined for both 
groups are given in Table IV. The value of 5C for the 
methyl group was -0.14 as determined by Moss6 using a 
regression of each of the hfs as a function of Z > r/ .  The 
value for the ieri-butyl group determined here is -0.07.

The broken line in Figure 1 is the least-squares fit 
determined without the parameter A1>8. This value may

be considered suspect since steric interactions may cause 
nonplanarity in the (C2)C-H  fragment, as discussed in the 
next section. The value of <5C determined in this manner 
is -0.09, within the uncertainty of 5C determined using all 
the Ar s parameters.

As shown in Figure 1, the correlation between Ars and 
is not particularly good. This is no reflection on the 

validity of the additivity model. Rather, it suggests that 
the HMO model does not accurately predict changes in 
the spin distribution of the radical due to alkyl group 
substitution, although a well-defined trend is observed. 
This may be due in part to the initial assignment of ring 
proton splittings. More likely, the inductive-HMO model 
is inadequate because it does not permit additional 
conjugation to be considered, nor does it take into account 
changes due to structure or vibronic interactions. One 
observation on these anions is that there is a tendency 
toward degeneracy of the hfs beyond that required by 
symmetry. This is observed in all of the anions except
2,7-DBN"- and 1,3,6-TBN- for at least one pair of ring 
proton hfs. We question whether this reflects a structural 
change which achieves a lower energy configuration, or is 
merely coincidental.

Correlation of Methyl and tert-Butyl Additivity Pa­
rameters. The data given in Table IV as well as Figures 
1 and 2 show that the values of Ar>s for the methyl group 
are typically larger than those of the ieri-butyl group, and 
are somewhat correlated. Figure 2 shows a plot o f Ar s for 
the methyl group plotted against Ars for the ieri-butyl 
group. The line drawn represents the least-squares line 
in which the values on the ordinate and abscissa are as­
signed equal uncertainty. The slope of this line is 0.56. 
There are no outstanding deviations from this line. Thus 
one can infer that there is no abnormally large perturbation 
on the planarity of the proton at the 8 position due to the 
ieri-butyl group at the 1 position, as reflected in the value
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Figure 2. Values of A ,sfor the fe/tbutyl substituted naphthalene anions 
plotted against values of A rs for the methyl substituted anions. Data 
for methyl substituted anions are taken from ref 6.

of A18. If one arbitrarily assumes that this deviation from 
the best line is due to a small nonplanarity, then the angle 
of deviation o f -the' proton from the naphthalene plane, 8, 
can be calculated* from 24

,H  =  Q c h h  ^ A  cos ( i - 4 (9)

where A has the value o f about 100 G.25 Using the value 
o f 0.181 for p8r = c8,62> 8 is about 5 ±  3°. It is doubtful, 
however, that this is significant.

Many points in Figure 2 deviate from the line by an 
amount slightly greater than the experimental error. These 
discrepancies cannot easily be assigned to specific steric 
interactions arising from the tert-butyl group. It is 
therefore difficult to say whether they arise from various 
distortions of the aromatic system due to alterations in 
bond lengths or bond angles or by vibronic interactions 
caused by the insertion of a substituent group. Since 
neither group correlates particularly well with HMO 
theory, this cannot be utilized as a reference point for any 
assignment as to which group exerts a greater distortion. 
These data do suggest that the perturbations exhibited by 
either substituent group are not entirely proportional to 
each other.

g Factors. Provided that the alkyl group contributes 
very little to the coupling of the unpaired electron with 
excited states which give rise to deviations of the g factor 
from the free electron value, ge, then according to the 
theory of Stone,26 the g factor deviation, g -  ge is
g - g e = A  + Bev (10 )

where A and B are empirical parameters. Several de­
terminations of A and B have been reported. 16~17’27 A 
quadratic form for g -g e has also been reported.28 Utilizing 
the linear form, the weighted average of the value of B is 
18.9 X 1(T5.

The change in the value of e„ due to substituents can also 
be calculated from first-order perturbation theory based 
on Huckel molecular orbitals, and is

ev= e v°+  5cS c r[)2 (11 )
r

where the summation is over all substituted positions, and 
c n  is the molecular orbital coefficient of the unsubstituted 
anion. The change of g between a substituted naphthalene 
and the unsubstituted anion, dg, is then

bg=B5cZcrv2 ( 1 2 )
r

The contributions due to dg  were separated into contri­
butions due to substituted a and d positions, and a 
multiple linear least-squares analysis was carried out. The

ratio of the contributions o f the a to d substituents was
1.7 as compared to with the ratio o f squares o f the coef­
ficients which is 2.6. These are in moderate agreement 
considering the small values o f dg. A simple linear 
least-squares treating B8C as an unknown coefficient in eq 
12 yields a value of 5C = -0.30, larger than the value as­
signed to account for the ring proton hfs.

Since no g factors of methyl substituted naphthalene 
anions have been reported, preliminary values of the g 
factors o f 1,5-dimethyl- and 2,6-dimethylnaphthalene 
anions were determined in order to compare with 8C for 
the ring proton hfs. The g factors were 2.002 749 and 
2.002746, respectively. These yield a value o f 8C o f -0.50, 

. Nalsolsiger than the value of -0.14 determined from ring 
proton hfs.

Apparently, the alkyl substituent provides low energy 
excited states for delocalization o f the impaired electron 
in addition to changing the energy o f the orbital containing 
the unpaired electron. This is not surprising since the alkyl 
groups provide orbitals from which bonding and anti­
bonding orbitals can be constructed. This will create 
additional terms in the summation o f group contributions 
to the g factor, beyond those provided by the CH fragment. 
This will be treated elsewhere.

Conclusions
Measurements of the ring proton hfs and g factors of 

seven terf-butyl substituted naphthalene anions were 
reported. These values were used in determination of the 
additivity parameters which describe substituent effects 
on ring proton hfs and g factors. The value of the inductive 
parameter determined from Huckel molecular orbital 
calculations was found to be -0.07 for the feri-butyl group 
as compared to -0.14 for the methyl group.6 The agree­
ment between the hfs observed for the anions and the 
calculated values is very good as shown in Table I. The 
values obtained for 8C are probably reasonable to be used 
in many aromatic radical anions. However, these deter­
minations are based cn HMO models, which typically 
underestimate large spin densities and overestimate small 
spin densities. Thus the value for QCHH used in HMO 
calculations is larger than typically employed in other 
calculations such as the McLachlan-HMO model,29 which 
provides better agreement with observed hfs than does the 
HMO model, when values of QChh of about -24 to -25 G 
are used. Thus 5C in those calculations would need to be 
increased by about 10%. Unfortunately, the McLa­
chlan-HMO model gives poor agreement with the ex­
perimental values of the naphthalene anion, and it was 
therefore not considered fruitful to utilize this model in 
this study.

An analysis of the effect of the iert-butyl group on the 
hfs of the tropenyl radical has been reported.30 Using 
HMO theory they calculate the hfs from weighted con­
tributions due to two wave functions which, degenerate in 
the unsubstituted radical, are slightly split by the sub­
stituents. The best value of 5C was found to be -0.020 ±
0.005, much smaller than we obtain here; however, it is in 
more reasonable agreement than values typically utilized 
(-0.2 to -0.5) to account for alkyl substituents. The ad­
ditivity model does not appear valid for the tropenyl 
system probably because of the nonlinear contributions 
to the hfs.

In an extensive series of HMO calculations, the value 
o f <5C for iert-butylnaphthalene anions was found to be of 
the order of -0.05,31 using preliminary data collected for 
this work.

Values of g factors c f  the alkylnaphthalenes were also 
utilized to calculate 8C for the methyl and ferf-butyl groups.
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Because o f the relatively small changes o f the g factors, 
there is a large uncertainty in those values; however, they 
are -0.5 and -0.30, respectively, considerably larger than 
that calculated from ring proton hfs. This is probably due 
to additional excited states made available to the unpaired 
electron and also to a small change in the energy o f the 
molecular orbital containing the unpaired electron.

In addition to the inductive model, other models have 
also been utilized to account for alkyl substituents.2,24 We 
observe no particular advantage to this approach and, in 
fact, it makes a direct correlation o f the data with the 
theoretical model considerably more difficult due to the 
larger number o f parameters which must be taken into 
account. Heteroatom and hyperconjugative models bfeak 
the substituent into a C -X -Y  fragment. Usually the 
resonance integral between C and X  is small and of 
negative energy while the Coulomb integral o f X  is very 
large and negative. It can thus be shown that the results 
of the calculation are typically parallel to the inductive 
model.

In conclusion, we find that ring proton hfs are accurately 
represented by an additivity model for the tert-butyl 
substituents. These additivity parameters are correlated 
with values determined by using the inductive HMO 
model. Finally, the effects o f methyl and tert-butyl 
substitutions are also correlated.
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Exciton calculations have been carried out for the lower-energy manifold of electronic transitions of (chlorophyll 
a-H20)n and (bacteriochlorophyll a-H20 )„ stacks. Most of the oscillator strength of a stack is concentrated 
in the lowest energy transition. The position .of the lowest energy transition ranges from 693 to 721 nm for 
chlorophyll a hydrate stacks ,and from 848 to'908 nm for bacteriochlorophyll a hydrate stacks as n is varied 
froni 2 to infinity. A comparison of the calculated spectra for chlorophyll a hydrate stacks and bacteriochlorophyll 
a hydrate stacks with the absorption spectra' of in vivo antenna chlorophyll a and bacteriochlorophyll a, 
respectively, reveals that chlorophyll ahydrate stacks are probably not major components of antenna chlorophyll 
a in green plants and algae but that bacteriochlorophyll a hydrate stacks may be identified with the mote 
red-shifted components of antenna bacteriochlorophyll a in purple photosynthetic bacteria.

V

I. Introduction
Chlorophyll a (Chi a; Figure 1) is the primary photo­

receptor in green plants and algae and is present in all 
photosynthetic organisms that evolve molecular oxygen. 
Because of its importance to photosynthesis, the spectral 
properties of Chi a have been extensively studied in vitro 
and in vivo. Most o f the in vivo antenna Chi a absorbs 
in the red in the 662-683-nm range.2 Monomer Chi a-L 
or Chi a«L2 in vitro has its principal absorption maximum 
in the red in the 659-671-nm range, the magnitude of the 
red shift depending upon the number and type of ligands 
coordinated to the central Mg atom and upon the nature 
(i.e., polarizability, dipole moment) of the solvent.3 5 
Oligomers o f Chi a, (Chi a)„, formed by coordination in­
teractions of the ring V keto carbonyl of one Chi a to the 
central Mg atom of another have their principal absorption 
maxima in the red near 678 nm in aliphatic hydrocarbon 
solvents.4,5 The close similarity between the principal 
absorption maximum (—678 nm) o f in vivo antenna Chi 
a and the principal absorption maximum of the Chi a 
species ((Chi a)„) formed in aliphatic hydrocarbon solvents 
has led to the proposal that these species are plausible 
models for in vivo antenna Chi a in green plants and 
algae.4,6"8 A Chi a -water adduct can be prepared in al­
iphatic hydrocarbon solvents and this adduct has a 
principal absorption maximum at 743 nm in the red.9,10 
This 743-nm Chi a-water adduct is photoactive and ex­
hibits a reversible photo-ESR signal.11 “ Crystalline” 
monolayers o f methyl chlorophyllide a (Figure 1), a 
molecule closely related to Chi a, spread on water have a 
principal absorption maximum at 735 nm.12

Recently, the X-ray crystallographic structure o f ethyl 
chlorophyllide a-2H20  has been determined by Strouse et
al.13,14 and the structure has been confirmed by Kratky and 
Dunitz.15 This X-ray structure has been very useful be­
cause it has provided a structural basis for the rational­
ization of the spectroscopic properties of hydrated chlo­
rophyll species. The three-dimensional crystal of ethyl 
chlorophyllide a-2H20  is formed by the stacking of hex­
agonal sheets along the c axis of the crystal. Adjacent 
sheets are rotated about the c axis by 120° with respect 
to each other (threefold screw axis). Within a hexagonal 
sheet all chlorophyllide molecules are related by trans­
lational symmetry only, i.e., the sheet can be thought of 
as a two-dimensional crystal with one molecule per unit 
cell. The chlorophyllide molecules within the sheet are

bound together through interactions with two types of 
water molecules. The type I water is strongly bound, and 
is simultaneously coordinated to the Mg atom o f one 
chlorophyllide molecule, hydrogen bonded to the ring V 
keto carbonyl of a second chlorophyllide molecule, and 
hydrogen bonded to a type II water molecule. Type I water 
molecules bind the chlorophyllide molecules into one­
dimensional stacks (Figure 2) parallel to one o f the axes 
of the hexagonal sheet. The results of exciton calculations 
on these stacks is a primary concern o f this paper. Type 
II water molecules are much less strongly bound than type 
I water molecules as judged by the nature of the inter­
actions they have (three hydrogen bonds bind type II water 
molecules and this is to be compared to one coordination 
bond and two hydrogen bonds for the type I water mol­
ecules) and by the thermal parameters deduced for it from 
the X-ray crystallographic study. Type II water is si­
multaneously hydrogen bonded to a type I water molecule, 
hydrogen bonded to the ring V carbomethoxy carbonyl of 
the same chlorophyllide molecule, and hydrogen bonded 
to the ethyl ester carbonyl of a second chlorophyllide 
molecule. Type II water molecules cross link the linear 
stacks to form sheets in the ab crystal plane. As there are 
no hydrogen bonding or coordination interactions between 
sheets, it is reasonable to place the forces holding the 
crystal together in the following hierarchy o f decreasing 
strength: intrastack forces >  interstack forces within 
sheets >  intersheet forces.

Fischer et al.16 have proposed a Chi a hydrate model for 
antenna Chi a. (Chi a-H20 ) n stacks have been proposed 
by Strouse13,14,17 as models for in vivo antenna Chi a in 
green plants. In this paper we have explored the appli­
cability of the Chi a hydrate stack model by first carrying 
out exciton calculations o f the low-energy electronic 
transitions of (Chi a-HaO)„ stacks and then making a 
comparison of the computed spectra with the spectra 
observed for in vivo antenna Chi a.

Less is known about bacteriochlorophyll a-(Bchl a; 
Figure 3) water adducts than about Chi a-water adducts. 
No crystal structures for Bchl a or bacteriochlorophyllide 
hydrates have been published. Three Bchl a-water ad­
ducts with absorption maxima at 800, 825, and 850 nm 
have been prepared in an aliphatic hydrocarbon solvent 
at room temperature and these Bchl a-water adducts have 
been shown to be photoactive by the ESR criterion.18 
Upon dilution of a Bchl a solution in methanol or acetone
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ethyl = C H 2 C H 3

methyl = C H 3

Figure 1. Molecular structures for chlorophyll a (Chi a), ethyl chlo- 
rophyllide a, and methyl chlorophyllide a: R =  phytyl for chlorophyll 
a, R =  ethyl for ethyl chlorophyllide a, and R =  methyl for methyl 
chlorophyllide a, —

Figure 2. Structure of a chlorophyll hydrate stack showing the strongly 
held (type I) and weakly held (type II)  water molecules. For clarity, 
the groups attached to the macrocycle (except the carbomethoxy group) 
are not shown.

with water a colloid forms with absorption maxima at 785 
and 848 nm.19 If an amount of water is added to a solution 
o f Bchl a in acetone so that the acetone: water ratio is 
10:90, the principal absorption maxima are in 850 and 920 
nm.20 Red-shifted Bchl a species have been observed in 
monolayers of Bchl a spread on a water surface.21 The 
absorption spectrum of these monolayers and the varia­
tions of the absorption spectrum with increasing com­
pression of the film may be interpreted in terms of Bchl 
a species absorbing at 805, 870, 908, and 950 nm, with the 
more red-shifted species favored at higher compression. 
Microcrystalline suspensions of Bchl a hydrate in isooctane 
at 4 °C have a principal absorption maximum at 940 nm.22 
Microcrystalline suspensions of bacteriochlorophyllide a 
hydrate have a principal absorption maximum at 840 nm.23 
In vivo antenna Bchl a in purple photosynthetic bacteria 
have principal absorption maxima at 800-805, 850-860, 
and 880-890 nm.18,20,24 The close similarity between the 
principal absorptions in laboratory-prepared Bchl a-water 
adducts and in vivo atenna Bchl a has led to the proposal 
that Bchl a-water adducts are plausible models for in vivo 
antenna Bchl a.18 In the present study we have carried 
out exciton calculations on (Bchl a-H20 )„ stacks of the type

ge ranyi-  .
geranyl CH2

Figure 3. Molecular structure of bacteriochlorophyll a (Bchl a). Usually 
R =  phytyl, but R =  geranyl-geranyl is found for Rhodospirillum rubrum.

found for ethyl chlorophyllide a hydrate and we have then 
compared the calculated spectra with the spectra observed 
for in vivo antenna Bchl a.

II. Exciton Calculations.
A recently derived exciton formalism25 for Chi aggregates 

was used for the exciton calculations on (Chi a*H20 )„  and 
(Bchl a-H20 )„  stacks. Unlike other exciton formulations 
that have been applied to the calculation of the electronic 
transitions in Chi aggregates, this newly derived 
formalism25 simultaneously treats both transition density 
shifts and environmental shifts o f transition energies. For 
the discussion to follow we shall use the notation o f ref 25. 
We have considered only the mixing o f the S0 Sj 
electronic transitions in the present calculations; we feel 
that the S0 -*■ S„ n > 2 transitions are either sufficiently 
well-separated in energy from S0 Sx or sufficiently weak 
(i.e., low oscillator strength) so that they would not 
substantially perturb the calculated results for the S0 -*■ 
Si manifold o f transitions. The exciton calculations were 
carried out at the geometry of the ethyl chlorophyllide 
a-H20  stacks (see section I and Figure 2) found in the 
Strouse X-ray crystallographic structure o f ethyl chlo­
rophyllide a-2H20 .13,14 We take the direction of the S0 -»■
S] transition moment to be along the N(I)-N(III) axis. The 
exciton calculations have been performed by (i) con­
structing the H " matrix,25 (ii) diagonalizing H " to find the 
eigenvalues which are the exciton transition energies, and 
the eigenvectors which describe the exciton states. We 
have then (iii) used the eigenvalues to calculate the 
transition wavelengths and the eigenvectors to calculate 
the normalized dipole strengths and the distribution of 
excitation energy along the linear stack for each exciton 
transition. The diagonal elements, Hu", o f H " are the S0 
—*■ Sj transition energies for each of the chlorophyll 
molecules in the stack environment in the absence of 
transition density interactions. An off-diagonal element, 
H i”, o f H " is the transition density-transition density 
interaction energy between molecule i and molecule j. We 
have approximated the transition density-transition 
density interaction energy as the interaction energy be­
tween point transition dipoles of length 5.15 D for Chi a26 
(6.05 D for Bchl a) at the centers of molecules i and j. The 
first molecule in the stack, i = 1, must have a distinctly 
different environment from the rest, j > 2, in that it is not

The Journal o f Physical Chemistry, Vol. 81, No. 6, 1977



Chlorophyll a and Bacteriochlorophyll a Water Adducts 579

strongly hydrogen bonded at its ring V keto carbonyl. For 
Chi a we estimate the transition energy, Hu", for the first 
molecule to be 15038 cm-1 (665 nm) midway in the 
observed3 5 range o f values (659-671 nm) reported for 
monomeric Chi a. For Bchl a we estimate the transition 
energy, Hn", to be 12788 cm“1 (682 nm), the position of 
the principal absorption maximum of Bchl a-pyridine in 
CC14.

We have estimated the transition energies, Hu, for the 
i > 2 molecules in the Chi a hydrate stack by noting that 
they hive environments in the stack that are quite similar 
to the environments of molecules in the ab crystalline 
sheets in the crystal structure of ethyl chlorophyllide 
a-2H20 . It is reasonable to expect that the crystalline 
monolayers of methyl chlorophyllide a ( ! „ » .  735 nm12) 
spread on water have the same "structure as the ab crys­
talline sheets in the crystal structure of ethyl chlorophyllide 
a-2H20 . These sheets have one molecule per unit cell, and 
for the special case o f one molecule per unit cell the en­
vironmental shifts and transition density shifts of tran­
sition energies are additive. Thus, the transition energy 
Hu", i > 2 may be computed by taking the difference 
between the observed transition energy (13 605 cm“1, 735 
nm) for the monolayer and the sum of the transition 
density-transition density interaction energies between any 
molecule in the sheet and all other molecules in the sheet 
(-975 cm“1). The result is Hu" = 13605 + 975 = 14580 
cm“1 (686 nm) for i > 2.

Unlike the case of Chi a, the crystal structure of a Bchl 
a-water adduct has not been published. Therefore it has 
not been possible to calculate directly the environmental 
shift of the S0 Si transition energy in a Bchl a hydrate 
stack. We have obtained an estimate o f the transition 
energy of a Bchl a molecule with stacklike interactions by 
an indirect procedure. Recently Vermeglio and Clayton27 
have proposed from linear dichroism measurements that 
the P865 chromophore (special pair) of bacterial reaction 
centers has a principal absorption maximum at 865 nm 
(11561 cm“1) and a minor absorption maximum at 810 nm 
(12 346 cm“1) and that these two absorptions are assignable 
to two exciton transitions of the special pair. The P865 
chromophore is thought to be composed of two Bchl a 
molecules with nearly identical environments and held 
together by x-ir stacking and strong hydrogen bonding to 
the ring V keto carbonyls quite similar to the interactions 
in a Bchl a hydrate stack.26 The 810- and 865-nm exciton 
transitions imply that the transition energies in the absence 
o f transition density interactions are both at 72(11561 + 
12346) = 11954 cm' 1 (837 nm). For our calculations in 
the present study we have used this estimate of 837 nm 
for the transition energies, Hu", i > 2 in a Bchl a hydrate 
stack. Support for the 837-nm value also comes from the 
observation of a principal absorption maximum at 940 nm 
for a microcrystalline suspension of Bchl a hydrate in 
isooctane at 4 °C .22 This absorption maximum is in an 
identical position with the absorption maximum at 942 nm 
that we calculate for a Bchl a hydrate sheet based upon 
the 837-nm value. The splitting (785 cm“1) between the 
810- and 865-nm exciton transitions implies a Bchl a 
transition dipole length 6.05 D for the special-pair structure 
proposed in ref 27. This transition dipole length is in good 
agreement with the value (6.13 D) determined by Sauer 
et al.28 for the Bchl a monomer.

The results of exciton calculations for n = 2 -»• 10 are 
given in Table I for (Chi a-H20 )„  stacks and in Table II 
for (Bchl a-H20 ) n stacks. Exciton calculations were also 
carried out for stacks of infinite length as models for the 
exciton transitions in very long stacks. All the oscillator

TABLE I: Calculated Spectra for Linear 
(Chlorophyll a-H20 )„  Stacks

Percentage o f the total excitation 
residing on each molecule 

Molecule no.
pb 1 2 3. 4 5 6 7 8 9 10

Dimer 659 0.11 81 19
693 0.89 19 81

Trimer 658 0.10 73 24 3
676 0.01 19 23 58
703 0.89 8 53 38

Tetramer 658 0.06 70 24 5 1
670 0.05 14 5 49 32
688 0.00 12 38 3 47
709 0.89 4 33 42 21

Pentamer 658 0.05 69 24 6 1 0
667 0.00 10 1 28 43 18
679 0.06 11 17 29 7 36
695 0.00 7 37 4 19 33
712 0.89 3 21 34 30 12

Hexamer 658 0.04 68 24 6 2 0 0
665 0.01 7 0 15 34 32 11
674 0.00 10 7 34 3 20 26
686 0.07 8 24 5 31 0 32
700 0.00 5 30 14 1 26 23
714 .0.88 2 14 26 29 21 8

Heptamer 658 0.03 68 24 6 2 0 0 0
664 0.00 5 0 9 25 32 23 7
671 0.02 8 3 28 15 1 26 19
680 0.00 8 14 18 8 23 3 26
692 0.07 6 25 0 24 12 7 26
704 0.00 4 24 20 1 8 26 17
715 0.88 1 10 20 25 23 15 6

Octamer 658 0.03 68 24 6 2 0 0 0 0
664 0.00 4 0 6 17 27 26 16 4
669 0.00 7 1 21 22 2 8 26 13
676 0.02 7 8 23 0 23 8 10 21
685 0.00 6 17 5 22 2 24 0 24
696 0.07 5 23 3 10 24 2 13 20
a07 0.00 3 19 21 7 1 14 23 12
"'IS 0.87 1 7 15 21 22 19 11 4

Nanomer 658 0.03 68 24 6 2 0 0 0 0 0
663 0.00 3 0 4 12 21 24 21 12 3
667 0.01 6 1 15 23 9 0 14 23 10
673 0.00 6 4 23 4 10 21 1 15 17
681 0.02 6 11 12 8 16 4 19 2 21
690 0.00 5 18 0 22 4 14 14 3 21
699 0.07 4 21 8 2 20 13 0 16 16
709 0.00 2 15 20 11 1 4 16 20 10
717 0.87 1 5 12 17 20 19 15 9 3

Decamer 658 0.02 68 24 6 2 0 0 0 0 0 0
663 0.00 2 0 3 9 17 21 21 16 9 2
666 0.00 5 0 11 21 14 1 4 17 20 7
671 0.01 6 2 20 10 1 19 12 0 18 13
677 0.00 6 7 17 1 20 2 15 10 6 18
685 0.02 5 14 5 17 2 18 1 20 0 19
693 0.00 4 18 1 14 13 1 19 5 7 18
702 0.07 3 18 11 0 12 19 5 2 17 13
710 0.00 2 12 19 14 4 0 8 17 17 8
718 0.87 0 4 9 14 17 18 16 12 7 2

° Wavelength in nanometers. b Fraction o f the total 
dipole strength o f the stack.

strength in an infinite stack is concentrated in the lowest 
energy transition at 721 nm for the Chi a hydrate stack 
and at 908 nm for the Bchl a hydrate stack.

III. Discussion of Results
We have calculated (Table I) that the primary ab­

sorptions for (Chi a’H20 )„  are at 693, 703, 709, 712, 714, 
715, 716, 717, and 718 nm for n = 2, 3, 4, 5 ,6, 7, 8,9 , and
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TABLE II: Calculated Spectra for Linear 
(Bàcteriochlorophyll aTLO)n Stacks

Percentage o f the total excitation 
residing on each molecule 

Molecule no.
pb 1 2 3 4 5 6 7 8 9 10

Dimer 773 0.16 86 14
848 0.84 14 86

Trimer 772 0.13 83 16 1
816 0.00 11 30 58
871 0.87 6 54 40

Tetramer 772 0.09 82 16 2 0
804 0.04 7 10 53 30
838 0.00 8 42 2 48
883 0.87 3 32 44 22

Pentamer 772 0.07 82 16 2 0 0
799 0.00 5 4 32 42 17
822 0.06 7 22 26 9 36
854 0.00 5 38 6 18 34
889 0.87 2 20 34 31 13

Hexamer 772 0.06 82 16 2 0 0 0
796 0.01 3 2 20 36 30 10
812 0.00 5 12 33 2 22 26
836 0.06 5 27 3 32 0 32
865 0.00 4 30 16 1 26 24
894 0.87 1 13 26 30 22 8

Heptamer 772- 0.05 82 16 2 0 0 0 0
794. 0.00 2 1 13 27 31 21 6
806 0.01 4 6 30 12 2 27 18
824 0.00 5 17 15 10 22 4 27
847 0.07 4 26 0 24 14 6 26
873 0.00 2 24 21 2 8 26 17
897 0.87 1 9 19 25 24 16 6

Octamer 772 0.04 82 16 2 0 0 0 0 3
793 0.00 1 1 8 20 27 24 15 4
802 0.00 3 4 24 20 1 10 26 13
816 0.02 4 11 22 3 24 7 11 21
834 0.00 4 20 3 23 1 25 0 24
856 0.07 3 24 5 9 24 2 12 21
879 0.00 2 18 22 7 0 13 24 13
899 0.86 1 7 15 21 22 19 12 4

Nanomer 772 0.04 82 16 2 0 0 0 0 0 0
792 0.00 1 0 6 14 22 24 19 11 3
799 0.00 3 2 18 22 6 1 15 23 9
810 0.00 4 7 22 2 12 20 0 16 16
825 0.02 4 14 10 10 15 6 19 o 21
843 0.00 3 20 0 21 4 13 15 3 21
863 0.07 2 20 9 2 20 14 0 16 17
883 0.00 1 15 21 12 1 4 16 20 10
900 0.86 0 5 11 17 20 19 15 9 3

Decamer 772 0.04 82 16 2 0 0 0 0 0 0 0
792 0.00 1 0 4 11 18 21 20 15 8 2
798 0.00 2 2 14 21 12 1 5 18 20 7
806 0.01 3 5 21 7 3 20 10 1 18 13
819 0.00 3 10 15 2 20 1 16 9 6 18
834 0.02 3 15 3 18 1 19 0 20 0 19
851 0.00 3 19 1 13 14 1 19 6 7 18
869 0.07 2 18 12 0 11 19 5 O¿a 17 13
887 0.00 1 12 19 14 4 0 8 17 17 8
901 0.86 0 4 9 14 17 18 16 12 7 2

a,b See footnotes to Table I.

10, respectively. For (Bchl a-H20 )„  we calculate (Table
II) that the primary absorptions are at 848, 871, 883, 889, 
894, 897, 899, 900, and 901 nm for n =  2, 3, 4, 5, 6, 7, 8, 
9, and 10, respectively. The calculated values for the Chi 
a hydrate stacks may be directly compared with the values 
of 674, 679, 682, 684, 686, 687, and 687 nm for n = 2, 3, 
4, 5, 6, 7, and 8, respectively, calculated by Chow et al.14 
Our values for the Bchl a hydrate stacks may be directly 
compared with the values of 796, 809, 817, 822, 825, and

827 nm for n = 2, 3, 4, 5, 6, and 7, respectively, calculated 
by Strouse.17 There is obviously poor agreement between 
our calculated results and those of Chow et al.14 for Chi 
a and Strouse17 for Bchl a. The primary reason for the 
discrepancy is the values assumed for the transition en­
ergies, Hu”. Chow et al.14 have used a monomeric Chi a 
value of 662 nm and Strouse17 has used a monomeric Bchl 
a value of 770 nm for all Hu”  while we have assigned an 
environmental shift to 686 nm for Chi a in the stack * 
environment and an environmental shift to 837 nm for 
Bchl a in the stack environment. We feel that-the as­
sumption of monomeric transition energies (662,and 770 
nm for Chi a and Bchl a, respectively) is in error because 
such an assumption leads to the prediction tM t a Chi a 
hydrate shget will haverJg principal absorption, maximum 
at 708 nm, when the observed value is 735 nm.12 Thus 
there are substantial environmental shifts to the red as­
sociated with the environment {ir-ir stacking, strong hy­
drogen bonding at the ring V keto carbonyl, etc.) o f a 
chlorophyll molecule in a stack; our calculations have 
accounted for this environmental shift while the calcu­
lations of Chow et al.14 and Strouse17 have not.

Most of the dipole strength of a Chi a hydrate stack or 
a Bchl a hydrate stack is concentrated in the lowest energy 
transition, and the remaining dipole strength is scattered 
through the remaining transitions. One consequence o f 
assigning a transition energy, Hn”, to molecule i = 1 that 
is higher than the rest is to limit the broadening of the 
exciton transition band to higher energy as n is increased. 
From 68 to 89% of the excitation in the highest energy 
transition is localized in the molecule i = 1. For n > 3 the 
distribution o f excitation energy in the lowest energy 
transition (the principal absorption) has a maximum in 
the middle of the stack and tails to both ends of the stack.

IV, Conclusions
Our exciton calculations do not support the 

proposal1314,17 that in vivo antenna Chi a consists of Chi 
a hydrate stacks. We find that while in vivo antenna Chi 
a has a principal absorption maximum near 678 nm2,4 Chi 
a hydrate stacks have principal absorption maxima in the 
693-721-nm range. This does not imply that hydrated Chi 
a species are unimportant in green plant photosynthesis. 
To the contrary, there is good evidence that special pairs 
of Chi a bound together with water (or with appropriate 
amino acid side chains) are a reasonable model for in vivo 
photoreactive Chi in reaction centers.27

On the basis of a comparison between the principal 
absorption maxima of Bchl a hydrate stacks (848-908-nm 
range) and the observed principal absorption maxima for 
in vivo antenna Bchl a (800-805, 850-860, and 880-890 
nm) of purple photosynthetic bacteria, we find that short 
Bchl a hydrate stacks are a reasonable model for the two 
more red-shifted components (i.e., the 850-860- and 
880-890-nm components) of in vivo antenna Bchl a. The 
800-805-nm component of in vivo antenna Bchl a is not 
accounted for by a Bchl a hydrate stack o f the type 
considered here. Despite the many assumptions that must 
be made in the Bchl a calculations, agreement between the 
absorption values calculated for Bchl a hydrate stacks of 
various lengths and the position of the principal absorption 
maxima of the various components of in vivo antenna Bchl 
a is surprisingly good.

As it has been shown that Bchl a hydrates are pho­
toactive,18 the question then arises what is the difference 
between antenna and photoreaction center Bchl a? We 
feel that the near proximity of a suitable electron acceptor 
forms a reaction center, and the resulting possibility for 
photomediated electron transfer is the important factor
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i;n distinguishing photoreaction center Bchl a from antenna
Bchl a in vivo.

Note Added in Proof: Wasielewski et al. (M. R.
Wasielewski, U. H. Smith, B. T. Cope, and J. J. Katz, J.
Am. Chem. Soc., submitted for publication) have recently
synthesized a linked-dimer derivative of Bchl a in which
two Bchl a macrocycles are covalently linked via ring IV
propionic ester functions. The proton magnetic resonance
spectrum of the hydrated linked dimer strongly SUPPOi!'ts
a ,fold~d stru.cture similar to, if not identical with, the
~p-eci.lil· pair structure proposed by Shipman et al.26

JIowiwer, the red peak in the visible absorption spectrum
.of the hydrated linked dimer has its maximum at 803 DID,

not at ,,:,",865 nm as required by an environmental shift to
837 mn. It now appears possible that a strong environ­
mental shift to -837 nm may require 11"-11" stacking and
strong perturbation (via strong hydrogen bonding or co­
ordination bonding) at both the ring V keto C=O and the
ring I acetyl C=O functions of the Bchl a special pair.
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The Compressibility and Electrical Conductivity of Concentrated Aqueous Calclum

Nitrate Solutions to 6 kbar and 150 °c

L. Pickston, S. I. Smedley: and G. woodallt

Chemistry Depat1ment, Victoria University of Wellington, Wellington, New Zeeiand (Receiveo August 20, 1976)

From conductivity and volume measurements of Ca(N03)2·3.63H20, Ca(NO:i h4.85H20, Ca(N03)2·5.98H20,
and Ca(N03h·7.02H20 over the temperature range 25-150 °C and from 1 bar to 6 kbar we have calculated the
molar conductivities, densities, compressibilities, expansiviti-:s, and internal pressures. Molar conductivities
have been fitted to the empirical VTF equation to obtain the parameters A, B, and To. The constant pressure
and constant volume "activation energies" increase with decreasing temperature as predicted by the VTF equation,
the "activation volume" f1 VA increases with decreasing temrerature, and increases with increasing pressure,
which has not been previously demonstrated for molten salts or concentrated aqueous soluti')ns.

Introduction
The isobaric composition dependence of the fluidity,

1/71, and the molar conductivity, A, of the Ca(N03h/H20
system have been shown to obey the empirical VTF
equation

1/ -A T-1/2 (-Bul.. II1J») (1)
A, 1'/ - (A,l/TIl exp T - To

over the composition range 8-26 mol % Ca(N03h and T
= 1.3To to 1.9To•

1 A and 1/71 are the transport properties
of interest, and for a given composition and pressure A,
B, and To are constants. To is the temperature at which

t Present address: Department of Chemical Engineering and
Applied Chemistry, University of Toronto, Toronto, Canada, M551A4.

ionic mobility in the liquid falls to zero, and is referred to
as the "ideal glass transition temperature". For this system
To and B increase linearly with compositic,n, and B may
be written as DTo, where D is a constant. Angell et a1,2
have also shown that To is linearly dependent on pressure,
and that fc,r a given composition eq 1 can be modified to
describe the pressure dependence of the conductivity K

K=AT-I12exp[ B ] (2)L T - (Tb + bP)

where T6 is the value of To at 1 bar, and b =dTo/dP. This
study was restricted to the composition range 9--20 mol %
Ca(N03)2, the temperature range 1.5To to 1.9To, and to 3
kbar. Equation 2 has also been successfully applied over
a limited temperature range to the pressure dependence
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o f the conductivity of C a(N 03)2/K N 0 3 mixtures.
For the Ca(N03)2/H 20  system Angeli and Tucker3 have 

measured the heat capacities of the crystalline, liquid, and 
vitreous states, and by extrapolation have been able to 
calculate the temperature, T0, at which the entropy of the 
internally equilibrated supercooled liquid will equal that 
o f the crystalline glass. The value of To obtained by this 
method and that obtained by best fitting values to eq 2 
for C a(N 03)2-4H20  are 200 ±  4 and 201 K, respectively. 
This result substantiates the view that T0 may represent 
the temperature at which the configurational part of the 
liquid entropy becomes zero, thus establishing the ther­
modynamic significance of T0 as a base temperature for 
the equilibrium and time-dependent properties o f the, 
liquid. This hypothesis is the basis of the configurational 
entropy theory of transport in liquids.4 According to this 
theory, mass transport occurs through cooperative rear­
rangements o f independent subsystems in the fluid. If the 
free energy barrier per particle, opposing rearrangement 
in the subsystem, is An, the minimum configurational 
entropy o f the subgroup is S*, and the total configura­
tional entropy of the liquid is Sc, then the probability of 
rearrangement can be given as

W{T) = A exp
[ W ]
I_kTSc J (3)

and W(T) — 0 as Sc —► 0. Now Sc can be expressed as
„  AC P

S = ( T -----5] T0 rp d T (4)

where ACP is the difference in heat capacity between the 
extrapolated heat capacity of the glass and that of the 
liquid at temperature T. If
A C P = con sta n t/T =  D/T 
as assumed by Angeli and Bressel then 

Sc = D(T -  T 0)/T T 0 

therefore

W(T) = A expj~-
A juS,

kD(T
■*T0 1
~ T 0)  J

(5)

( 6 )

( V )

It is found experimentally that A has a T~1/2 temperature 
dependence, if this is inserted into eq 7, and if W{T) is 
assumed to be proportional to A, k , and I / 77, then (7) 
becomes eq 1, with

B =  A nSc*T0/kD (8 )
Equation 1 predicts that the “ activation volume” AV, 
defined as

A V = -R T
/ 9 In A \ 
V dP )■

RTbB
t  (T -  T0)2 (9)

and the “ activation energies” at constant pressure and 
volume

(E p )A (^1(1 ¡T) )P 
RBT2

RT
2

+
( T -  T0)2

R 9 In A '

( 10)

t w \ — — ( 7? 9 In A \ _
u v k  v a(iit) )v ~

9 To \ "I

/J

RT
2

+
R B ÌT 2 +

V9(l/T)
( T -  T0)2 ( 11)

will tend to infinity as T —*• T0. These predictions have 
been partially confirmed for both Ca(N03)2/K N 0 3 and 
C a(N 03)2/H 20  mixtures.5 Angell, Pollard, and Strauss 
were able to show that both AVK and {EP)K tend to large 
values as T approaches T0. However, it has been dem­
onstrated that for both of these systems (Ep)K becomes 
constant at very low temperatures in the vicinity o f T0, and 
that eq 1 does not fit the experimental data.6,7

Angell and co-workers2,6 were not able to determine the 
density of their systems and thus were unable to calculate 
Ev and test its dependence on temperature, nor were they 
able to observe the effect of pressure on AVa which, ac­
cording to eq 1, should be pressure dependent.

This work is an extension of the study of the Ca- 
(NO3)2/H 20  system by Angell, Pollard, and Strauss. We 
have iricreased the pressure range to 6 kbar, and simul­
taneously measured conductivity and volume. We can 
therefore test the predictions based on eq 9-11 more 
reliably than before.

Experim ental Section
The solutions were held in a Pyrex glass conductivity 

cell containing two platinum and one mercury electrode. 
This design enabled the simultaneous measurement of 
conductivity and sample volume, and has been described 
in detail by Barton and Speedy.8 The principal feature 
of this cell is the mercury electrode. The mercury acts as 
an electrode for volume measurement and also isolates the 
solution from the hydraulic oil in the pressure vessel. The 
pressure vessel was constructed from Nimonic 105 alloy 
and contained a working space 2.5 cm X 25 cm.

Pressures of up to 6 kbar were generated by pumping 
Shell Tellus 23 oil from a hydraulic handpump into a 
pressure intensifier and then into the pressure vessel. A 
Heise bourden gauge calibrated in 10-bar divisions and 
accurate to ±5 bar was used to measure pressure.

The pressure vessel was maintained at constant tem­
perature by immersing it in a stirred oil bath controlled 
to ±0.05 °C by a Bayley Instrument Co. temperature 
controller. Temperatures were measured by calibrated 
mercury thermometers graduated in 0.1 °C divisions. 
These thermometers were placed in the oil bath adjacent 
to the pressure vessel. When the conductance o f a sample 
inside the pressure vessel remained constant after a change 
in pressure or a temperature adjustment, the cell was 
assumed to be in thermal equilibrium with the oil bath.

Conductance was measured with a Wayne Kerr bridge, 
Model B224; the bridge was connected to the pressure 
vessel by shielded coaxial cable so as to avoid effects due 
to stray capacitance.

The conductivity cells were standardized with 0.1 m KC1, 
for which the conductivity9 and density10 are known 
precisely. It was important to know the density of the 
calibrating solution in order to calculate the volume of the 
cells.

Ca(N03)2 solutions were prepared from Analar BDH 
Ca(N03)2-4H20  which was diluted when necessary with 
doubly distilled water. All samples were degassed by 
freezing the solutions at liquid air temperatures, and then 
melting them under vacuum. This technique was carried 
out four times with each sample. The solutions were 
introduced into the conductance cells while under vacuum. 
The cell was weighed before and after filling so that the 
mass of the sample could be calculated. A sample of each 
solution was analyzed for Ca2+ content by titrating a 
known mass of sample with EBTA as described by Vogel.11

Results
All measurements were obtained by maintaining the

The Journal o f Physical Chemistry, Voi. 81, No. 6, 1977



Compressibility and Electrical Conductivity of Ca(N03)2 Solutions 583

TABLE I: Compressibilities and Expansivities o f  Some Selected Ca(N03)2 Solutions as a Function o f Pressure
Compressibilities

T, °C — (9 In VldP)T /bar' Exptl variance
Ca(NO3)2'3.63H20

25 0.5652EC- 9 )P -  ,C.1528£(- 4) 2 .9 E ( -5 )
122.4 0.1105E (-8)f>-  0 .2108£(-4 ) 4 .5E (-5)

Ca(N 03)2-4.85H,0
24.9 0 .81 3 4 E (-9 )P - C .1675£(-4) 3.32?(-6vi

123.5 0 .7825E (-9 )R - C .1850£(-4) 3 .5 £ (-6 )
Ca(N03)2-5.98H20

55.3 0 .9 4 8 8 E (-9 )P - C'.2042jE (-4) 5 .0 £ (-5 i
149.7 0.1040E(- 9)P -  0 .2232£(-4 ) l.L E (-4 )

Ca(NO3)2-7.02H2O
80.9 0.9888E(-’ ff)P - 0 .2213£(-4 ) 1.8J5(—5;

147.2 0.1031E(-8)P -  0 .2318£ (-4 ) 6.8E (-7)
Expansivities

•* P, kbar Temp range,0 C (Bln V/dT) 104/K -'
Ca(N03)2-3.63H;0

0.001 25-125 5.1 ± 0.4
6.0 25-125 3.8 ± 0.3

Ca(N03)2-4.85H20
0.001 25-125 4.9 ± 0.4
6.0 25-125 3.8 ± 0.3

Ca(N03)2-5.98H20
0.001 50-150 4.6 ± 0.4
6.0 50-150 3.8 ± 0.3

Ca(NO3)2-7.02H2O
0.001 50-150 4.4 ± 0.4
6.0 50-150 3.8 ± 0.3

TABLE II: Compressibilities o f Concentrated Ca(N03)2 
Compared with Pure Water and Some Molten Nitrates

106/3/bar“ ‘ 106/3 /bar-1
T ,°  C at 1 bar at 6 kbar

NaN03a 319.8 19.0
472.4 23.5

K N 03a 331.4 19.5
467.9 27.6

H2Oö 25 45.24 15.8
150 55.0 18.1

Ca(N03)2-3.63H20 25 16.0 ± 1.3 11.0 ± 0.9
150 22.3 ± 1.8 16.8 ± 1.3

Ca(N03)2-4.85H20 25 16.5 ± 1.3 12.0 ± 1.0
150 22.2 ± 1.8 16.1 ± 1.3

Ca(N03)2-5.98H20 25 19.5 ± 1.6 13.5 ± 1.0
150 18.8 ± 1.5 11.0 ± 0.9

Ca(NO3)2-7.02H2O 25 20.5 ± 1.7 14.8 ± 1.2
150 20.8 ± 1.7 15.6 ± 1.2

° Reference 19. b Reference 18.

apparatus at constant temperature while the pressure was 
increased in 500-bar increments. After a pressure increase 
the conductance stabilized in 10-15 min, and the cell was 
assumed to be in thermal equilibrium with the oil bath.

The conductance of the Ca(N03)2-i!H20  (R = 3.63,4.85, 
5.98, or 7.02) solutions in the upper and lower chambers 
of the conductance cell were measured over a range of 
20-150 °C and 1 to 5500 bar. Each solution was tested for 
frequency dependence which was found to be negligible 
between 1 and 10 kHz. By using the technique of Barton 
and Speedy8 the data obtained from the bottom chamber 
of the cell were converted to volumes, and because the 
mass of the solution was known it was possible to calculate 
the density. All the data were processed by a computer 
program which printed out conductivity, molar conduc­
tivity, density, and volume at a given temperature and 
pressure. Due to experimental error and the error arising 
from the curve-fitting technique the resultant errors in /3 
and a are quite large and these data serve mainly to il­
lustrate the magnitude and trends of these quantities. The 
full range o f results obtained for the Ca(N03)2,3.63H20  is

Figure 1. Experimental results for Ca(N03)j-3.63H20 , k is the conductivity 
in S c rrr ' (ST1 c m '1)-

displayed in Figure 1, while a selection of results for the 
other three samples is shown in Figure 2.

The compressibility d and the expansivity a, defined as

were calculated by curve fitting the data to equations for 
In V vs. P and In V vs. T, Table I. For the sake of
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TABLE III: Parameters Derived from Equation 1

P, kbar T0, K T0, K°
dTJdP/ dTJdPI  

A(kbar) 1 A(kbar)'1 ° A B

Ca(N03)2-3.63H.0
0.001 199 ± 3 208 4.5 ± 0.8 4.3 ± 0.4 2.19 ± 0.09 7 2 1 ± 32
2 206 ± 2 2.26 ± 0.12 747 ± 24
4 216 ± 3 2.24 ± 0.16 744 ± 40
6 226 ± 2 2.21 ± 0.13 733 ± 29

Ca(N03)2-4.85H20
0.001 169 ± 2 192 4.5 ± 1 4.2 2.43 ± 0.07 707 ± 17
2 181 ± 2 2.34 ± 0.06 684 ± 18
4 191 ± 4 2.35 ± 0.13 685 ± 39
6 198 ± 7 2.49 ± 0.28 719 ± 74-r

a Data from ref 2. , "h

variance to change by half. The errors in the quantities 
of interest are as follows: conductivity has an error of 
±0.5%, volume 1%, molar conductivity 2%, AVk 1%, AVa 
4% , compressibility and expansivity 4.3%.

D iscussion
The empirical VTF equation adequately represents the 

isobaric temperature dependence of the molar conductivity 
of Ca(N03)2-3.63H20  and Ca(N03)24.85H20  up to 6 kbar. 
This conclusion is substantiated by the quoted reliability 
of the derived parameters In A, B, and T0 and substantiates 
the work of Angeli, Pollard, and Strauss.2 In further 
agreement with the work of Angeli et al., T0 is found to 
be linearly dependent on pressure and that one can relate 
Tq to To, the value of T0 at 1 bar, by the equation

t 0 = n  + bp

where b is the pressure coefficient o f T0 and P is the 
pressure. Thus for molar conductivity at constant com­
position the VTF equation may be written as

A = A I," fle!tp( f ^ s T ^ ) )  <14)
The “ activation volume” AVa = -RT(a In A/dP)T is 
therefore given by

Figure 2. Some selected experimental results for Ca(N03)2-H20  mixtures. 
k is the conductivity in S cm 1 (SI-1 crrr').

A V a RTbB
( T - ( n  + b P )f

(15)

comparison some selected compressibilities are compared 
with those of pure water, N aN 03, and K N 03 in Table II. 
The compressibilities for C a(N 03)2/H 20  solutions in­
creases with temperature and increasing Ca(N03)2 content 
at constant pressure. However, the compressibility o f all 
solutions decreases with increasing pressure.

Ideal glass transition temperatures and the constants 
A and B were obtained by a best fit procedure to the VTF 
equation, see Table III. Since the molar conductivities 
o f C a(N 03)2-5.98H20  and Ca(NO3)2-7.02H2O are in the 
Arrhenius region o f transport dependence under the ex­
perimental conditions of temperature and pressure per­
taining in these experiments, it was not possible to use the 
above technique to obtain T0 values. The low value of T0, 
compared to those o f Angell et al.,2 is due largely to the 
fact that, in order to fit the data to eq 1, we have to 
transpose our molar conductivity isotherms to molar 
conductivity isobars. This technique gives only a few 
experimental points and hence makes the curve-fitting 
procedure less reliable. Furthermore, our fit to the VTF 
equation was made over a higher temperature range than 
used in earlier measurements, e.g., 298-428 K  as compared 
with 253-323 K  in ref 1.

The quoted error in T0, A, and B represents the amount 
these parameters must change for the best fit experimental

This equation predicts that for a fixed composition at 
constant pressure, AVa will tend to very large values as 
T  -*• (To +  bP), and that at constant temperature AVa will 
increase and tend to very large values as pressure is in­
creased.

Figure 3 illustrates how AVa depends on temperature 
and that for the most concentrated solution AVa is tending 
to very large values at low temperatures. T 0 is also a 
function of composition at constant pressure, as indicated 
by our work, and shown more explicitly by Angell and 
Bressel.1 Their experiments show that T0 is linearly 
proportional to the mole percent composition of Ca(N03)2 
from 8 to 24 mol %. Consequently, at the temperatures 
and pressures involved in our study, the Ca(N03)2-3.63H20  
solution is always closest to its T0 value, and on the basis 
of eq 15 one would expect this solution to be most sensitive 
to temperature and pressure within the range of conditions 
used in our experiments. The trends exhibited in Figure 
3 have been observed to a lesser extent by Angell, Pollard, 
and Strauss for both Ca(N03)2/H 20  and Ca(N03)2/K N 0 3 
mixtures.2,5

Figure 3 illustrates that AVa is also a function o f 
pressure as predicted by eq 15 and, as expected, the 
C a(N 03)2-3.63H,0 solution is the most sensitive to 
pressure. The pressure dependence is greatest at lower
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Figure 3. Activation volume for molar conductivity vs. temperature 
at various pressures.

temperatures and diminishes rapidly with increasing 
temperature. For the more dilute solutions Ca(N03)2- 
5.98,7.02H2O the pressure dependence is barely distin­
guishable at the highest temperature, 150 °C. These trends 
are in complete agreement with those predicted by eq 15. 
For the aforementioned reasons we are not able to fit the 
data from our two most dilute solutions to eq 1. However, 
Angell and co-workers have shown that conductivity data 
for solutions up to Ca(NO3)2>10H2O fit eq 2. Accordingly, 
we feel justified in testing the data for these solutions 
against the predictions based on eq 1. The composition 
dependence of AVa may be accounted for by substituting 
T0 = Tq +  bP + cx into eq 9 where c is the composition 
coefficient of T0. The result is as follows:

AVa
RTbxBx

( T -  (Tl0 +  bP+ cx))
(16 )

where bx and Bx refer to the value of parameters b and B 
at the composition x. Both b and B have been shown to 
be composition dependent by Angell and Bressel1 and, to 
a lesser extent, by this work.

In the Introduction to this paper we referred to the very 
low temperature work of Ambrus, Moynihan, and Macedo.7 
They have demonstrated that {EP)K for the Ca(N03)2*H20  
system tends to constant values at very low temperatures 
in the vicinity o f T0, i.e., T = 1.13To. Similar behavior has 
also been observed for 0.4Ca(N03)2/ 0.6KN0 3, molten 
B20 3, and some organic fluids.12 The environmental re­
laxation model has been developed to explain the three 
regions of transport now observed: the high temperature 
Arrhenius region, the middle temperature range non- 
Arrhenius region where the VTF equation is applicable, 
and the low temperature Arrhenius region.12 This theory 
relates the distributions of ultrasonic relaxation times, and 
activation energies, to an order parameter, X, controlling 
the microstructure o f the local environment in the fluid. 
The change in the width of the above distributions is 
proportional to the change in the distribution of local 
environments of the flow species in the fluid. The en-

vironment which affects the relaxation or activation o f a 
molecule is designated a range rQ. Relaxation mechanisms 
o f the flowing species or molecules are then determined 
by the nature of the environment within the radius r0. 
Thus in the low temperature Arrhenius region the mi* 
crostructure has large fluctuations (large X), and the re­
laxation volumes V0 = 4/3irr03 are well imbedded within 
the fluctuations, X »  Tq, so that further increases in X have 
little effect on the environment of relaxing molecules. The 
distribution o f activation energies is therefore saturated, 
so that the mean activation energy remains (Constant. On 
the basis o f this theory one.would expect AVa to tend to 
a constant value at low temperature# or very high pres- 
(Sures. Such a trend is not observed at the temperatures 
and pressures involved in this faork. '

Angell, Pollard, and Strauss2 have argued that since B 
is independent of pressure and T0 increases with pressure, 
then An, given by eq 8, must decrease with pressure. An 
is the free energy barrier to rearrangement per particle and 
would be expected to have a pressure dependence similar 
to T0. In a Ca(NO3)2-4.04H2O mixture T0 increases by 2% 
per kilobar and, therefore, to maintain B constant An must 
decrease accordingly. However, if An is pressure de­
pendent, then it is reasonable to suppose that it must also 
be temperature dependent, which would introduce a 
temperature dependence into B. The error limits quoted 
by Angell et al. for B suggest that B is certainly not 
temperature dependent, i.e., that the VTF equation is the 
correct parametric form. It would appear that none of the 
terms in eq 8 are temperature dependent; in addition we 
believe that they are also independent o f pressure. It 
seems likely that the fault lies in assuming the constant 
D to be independent of pressure. If D is pressure de­
pendent then, to accommodate for the increase in T0 while 
maintaining B constant, D must increase with pressure. 
D is defined as being related to ACP and T by the equation

ACP = D/T (17 )

ACP is the difference between the extrapolated glass heat 
capacity at T, and the heat capacity o f the supercooled 
liquid at T. If D increases with increasing pressure, then 
ACP must also increase. That is, at some constant tem­
perature, the difference between the glass and liquid 
capacities will increase with pressure. The heat capacity 
of many nitrate glasses, including Ca(N03)2-4H20 , is more 
temperature dependent than the corresponding super­
cooled liquid formed from those glasses.3 It might rea­
sonably be supposed that the Cp o f the glass is also more 
pressure dependent than that o f the liquid and therefore 
will decrease more rapidly with increasing pressure than 
Cp o f the supercooled liquid. If ACp has a pressure de­
pendence such that ACP = (D +  CP)/T where C is a 
constant, then by following through eq 4 and 7

B = kAnSp*% ( i s )
D + CP

A more exact expression for Cp must await a detailed 
knowledge o f the heat capacities of the liquid and glass 
over a range of temperatures and pressures. However, in 
this form B will be independent o f temperature and 
pressure.

The molar conductivity at any temperature and pressure 
is, among other things, proportional to the concentration 
of charge carriers. An equilibrium o f the form
Caaq2+ + N 03aq~ = CaN03aq+

has been clearly established for the Ca(N03)2-4H20  system. 
Hester and Plane13 have shown that this equilibrium is
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Figure 4. In A  (molar conductivity) vs, 1 /7  for some C a(N 03)2-H20  
mixtures at constant pressure and at constant density (volume).

temperature dependent and that it moves to the right with 
decreasing temperature; an increase in pressure appears 
to have a similar effect.14 The changes in magnitude of 
the equilibrium quotient K  = [CaN03+]/[C a2+][N 0 3 ] 
would appear to be significantly large enough to alter the 
conductivity by a detectable amount. This could be ac­
counted for by a further modification of the parameter A 
or B. It would appear that in the light of the above ar­
guments the insensitivity of B to temperature and pressure 
is a consequence o f the very, narrow range o f conditions 
that this and other studies have covered.

The expression for the constant pressure and constant 
volume, “ activation energies” , (EP)A and (E„)A, respectively, 
are given in terms of the VTF expression by eq 10 and 11. 
They predict that as T -*• T0 both Ep and Eu should tend 
to large values. Figure 4 displays In A vs. 1 / T at constant 
pressure and at constant volume for Ca(N03)2*3.63H20  and 
Ca(N03)24.85H20. The slope of these curves at any point 
is proportional to Ep or Eu. It is evident that Ep increases 
rapidly as T  —*■ T0, particularly for the Ca(N03)2*3.63H20  
solution at 6 kbar which at a given temperature is closest 
to T0. The (In A)„ vs. 1 /T  curves are not so steep, indi­
cating that Ey is less temperature dependent over the same 
temperature range. This aspect emphasizes the distinction 
between the separate effects of temperature and density 
on the mobility of ions.

The internal pressures of C a(N 03)2-3.63 and -7.02H2O 
mixtures defined as x = aT/fi are displayed in Figure 5 
along with those of pure water and other pure molten 
salts.15 They are intermediate between water and pure 
salts, and have a very steep gradient typical of liquids 
comprised of small hard sphere molecules such as Hg, 
N aN 03, and L iN 03.

According to Rice16 small activation volumes are to be 
expected when the intermolecular repulsive potential is

5 T. RANGE P. RANGE
, /u 1a HjO 25°C 0 -  1 kbar1b HjO 45°C 0 -  1 kbar

1c H20 85°C O -  1 kbar
/4 8 1d H20 200-850°C 1 -  6 kbar

N 2 Ar 84-200 K 0 —4 kbar
9b 3 Ethar 20-80°C 0-12 kbar

. “ \

4 LiNOj M.P - 430°C 0-1-3 kbar
5 NaNO, M.P - 460°C 0-1-5 kbar6 KNOj M.P - 460°C 0-1-5 kbar

t j 7 RbNOs M.P-510°C 0-1-2 kbar
/ 8 C»NO, M.P - 520°C 0-1-2 kbar1c K 9a Ca(N0,)23-63H20 50-150°C 0 - 6  kbar

\ 9b Ca(N03)j7 02H,0 50 150°C 0--6kbar1b— \
3j

___1_____ i -—---- ------ 1_
v /c m 3 m ol'1

Figure 5. Comparison of internal pressure vs. volume of Ca(N- 
0 3)2-3.63H20  and Ca(NO3)2-7 .02H 2O with other polar and ionic fluids.

very steep on a molecular scale, for example, in liquid argon 
AVdiff = 32 cm3 mol“1,16 compared with AVa = 3.8 cm3 
mol"1 for N aN 03.17 The x  vs. volume curve for N aN 03 is 
quite steep compared to that of argon. Similarly, AVa’s 
for Ca(N03) /H 20  mixtures at high temperatures, i.e., at 
least T = 2 T0, are small and in the limit of high tem­
peratures tend to a value of AVa ~  1 cm3 mol"1 at 1 bar. 
Clearly, at low temperatures where T -* T 0 and cooperative 
particle movements become dominant the above criterion 
relating AVa to the steepness of the intermolecular po­
tential is not valid.

Conclusion
The molar conductivity o f Ca(N03)2*3.63,4.85H20  so­

lution obeys the VTF equation up to 122 °C and 6 kbar. 
AVa for C a(N 03)2-3.63,4.85,5.98,7.02H2O mixtures is a 
function of temperature and pressure as predicted by the 
VTF equation. The B parameter in the VTF equation is 
a complex term which is unlikely to be independent of 
temperature and pressure over a wide range of conditions.
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1SH and 13C NMR spectra of nicotinic acid, its anion, and cation have been studied in water and in the 20:80 
(v/v) H20 /M e 2S0 mixture (concentration 0.148 M). Characteristic protonation shifts for N protonation and 
COO" protonation allow an unambiguous determination of the protonation site and reveal an inversion of relative 
acidities on going from water to H20 /M e2S0 mixture. Experimental results indicate that the tautomeric 
equilibrium between neutral forms of nicotinic acid is displaced toward the zwitterionic form in water, but 
toward the molecular form in Me2SO. pKa values calculated from 13C titration curves obtained at 20 °C are 
in excellent agreement with those obtained by a potentiometric study.

Introduction
Nuclear magnetic resonance spectroscopy has proved to 

be a powerful method to study structural problems such 
as tautomeric equilibrium1 and protonation and depro­
tonation of heterocyclic compounds.2’ 5 Various pKa values 
and thermodynamic functions of substituted pyridines 
have been obtained by 'H NMR.6,7 Recent 13C NMR study 
o f compounds o f biological interest, whose spectra are pH 
dependent,8 has lead to different investigations concerning 
various nitrogen heterocyclic compounds,2,5 acids,9,10 and 
amino acids.11,12 The results clearly indicate that 13C NMR 
allows a safe determination o f the site of protonation.

The results of Goldstein13 and Feeney14 on N proton­
ation of nicotinamide suggest that 13C chemical shift in­
formation may be useful to study a similar but more 
complex system such as that of nicotinic acid, for which 
four species in equilibrium may be present (Scheme I), 
depending on solvent composition and pH.

According to previous spectrometric and/or potentio­
metric studies, the zwitterionic Z form would be largely 
favored (~ 95% ) in pure water15-17 whereas the molecular 
M form would be the only one present in water-dimethyl 
sulfoxide mixtures containing more than 60% Me2S 0 .17 
Therefore the successive protonations of the anion B 
would essentially occur through path 1 in water and 
through path 2 in mixtures containing more than 60% 
Me2SO.

In this paper, we report the results of 7H and 13C NMR 
investigations of nicotinic acid in water and in the 20:80 
(v/v) H20 /M e2S0  mixture, over a wide range of pH values. 
Since 4H and 13C chemical shifts are expected to be af­
fected differently by the protonation of the nitrogen or the 
COO’  group, this study provides unambiguous proof of a 
different protonation sequence in dimethyl sulfoxide than 
in water.

Results and Discussion
I. Proton Chemical Shift Data. Proton spectra were 

run at 100 MHz in water and in the 20:80 (v /v) H20 /  
Me2SO mixture in the pH range 1-10. Proton assignments 
were made by comparing the measured H -H  coupling 
constants with reported values for 3-substituted pyri­
dines.18 Table I summarizes the results of XH chemical 
shifts for the four possible forms of nicotinic acid in water

Scheme I

TABLE I: ‘H Chemical Shifts“ o f  Nicotinic Acid and Its
Charged Species (C = 0.148 M)

20:80 (v/v)
H20  solvent H20 /M e2S0 solvent

Pro­
ton

Anion
pH

10.45

Zwit-
terion

pH
3.43

Cation
pH

0.06

Anion
pH
>15

Mole­
cule
pH

3.80

Cation
pH
0.4

2 8.93 9.14 9.38 8.9, 9.1„ 9.3,
4 8.2„ 8.9, 9.14 8.22 8.3, 9.0„
5 7.50 8.0, 8.2, 7.43 7.62 8.32
6 8.60 8.8, 9.04 8.5S 8.8, 9.1,

“ 5 values in ppm from DSS as internal reference.

and in the 20:80 (v/v) H20 /M e 2S0 mixture.
Figure 1 shows the influence of the two successive 

protonations on the XH chemical shifts on going from the 
anionic B form to the cationic BH2+ form. In agreement 
with previous observations, each protonation results in a 
decreased shielding of the protons.2 For anionic and 
cationic forms, 8 values exhibit only a weak dependence 
on the solvent composition. On the contrary, for the 
neutral form, large chemical shift differences are observed 
for H4 and H5, confirming the existence o f two different 
tautomeric forms M and Z, depending on the solvent 
composition.

Pugmire and Grant2 reported that d and 7 protons are 
more affected than the a protons by N protonation of 
pyridine. Here, the largest downfield shifts of about
0.7-0.8 ppm are observed for H4 and H5 during the first 
protonation in water and the second protonation in the
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Figure 1. Influence of solvent composition on 1H chemical shifts of 
nicotinic ad d  and its charged species: anion, zwitterion, and cation 
in water ( • — • ) ;  anion, molecule, and cation in H20 /M e 2S 0  (20:80 v/v) 
mixture (O — O ) (S in ppm from DSS).

H20 /M e 2S0 mixture. This clearly shows that protonation 
o f the carboxylate group follows the N protonation in 
water, while this COO protonation occurs first in the 20:80 
(v/v) H20 /M e 2S 0  mixture. The observation that all the 
protons move slightly downfield during the protonation 
o f the COO* group further confirms these protonation 
sequences.

II. Carbon-13 Chemical Shift Data. 13C spectra were 
run with proton noise decoupling. Assignments of indi­
vidual carbons were made by selective proton irradiation 
experiments. Tables II and III summarize the results in 
water and in the 20:80 (v/v) H20 /M e 2S 0  mixture, re­
spectively.

Solvent Effects on of Anionic and Cationic Forms. 
Comparison of Tables II and III indicates that 13C chemical 
shifts o f the anionic B" and cationic BH2+ forms of nic­
otinic acid are solvent dependent. In general, 13C are more 
shielded in the H20 /M e 2S0 mixture than in water, except 
for C3 in the anion which is deshielded by 0.7 ppm. These 
solvent shifts are related to changes in solvation of both 
polar groups in B and BH2+ forms of nicotinic acid.

TABLE II: 13C Chemical Shifts“ o f Nicotinic Acid and 
Its Charged Species (Solvent H20 ; C = 0.148 M)

Car­
bon

Anion 
pH 10.45

A S 6
N

proton­
ation

Zwit­
terion 

pH 3.43

A S C
COO"

proton-
ation

Cation 
pH 0.06

2 151.6, - 6 .3 5 145.30 + 0.20 145.50
3 134.80 + 3.1, 137.9, -4 .8 , 133.1,
4 140.3, + 8.0S 148.40 + 1.4, 149.8,
5 126.60 + 2.9S 129.5, + 0.7, 130.3,
6 153.0S -7 .2 0 145.8, + 1.1, 147.0,
CO 175.90 -4 .9 , 170.9, -3 .6 , 167.3,

° 5 values in ppm from DSS as internal reference at t 
=20 ± 2 °C. b N protonation shifts: A S  = 5Zwitterion 
-  S a n l o n . c COO“ protonation shifts: AS =  6 c a t i o n  -  
5zwitterion7"Negative values indicate upfield shifts.

TABLE III: 13C Chemical Shifts“ o f  Nicotinic Acid and 
Its Charged Species (Solvent 20:80 (v/v)
H20/M e2S0; C = 0.148 M)

Car­
bon

Anion 
pH >15

A 8 b
COO“

proton-
ation

Mole­
cule

pH 3.80

A £c
N

proton­
ation

Cation 
pH 0.25

2 151.5 -0 .1 151.4 -7 .5 143.9
3 135.5 -7 .1 128.4 + 3.4 131.8
4 138.6 + 0.6 139.2 + 8.9 148.1
5 124.9 + 1.0 125.9 + 3.5 129.4
6 151.4 + 3.2 154.6 -8 .7 145.9
CO 170.5 -2 .4 168.1 -3 .3 164.8

“ 6 values in ppm from DSS as internal reference at t —
20 ± 2 °C. b COO" protonation shifts: A S  =  S m o ie c u l e  
-  5 a n i o n -  c N protonation shifts: AS  =  6cation -  
5 m o l e c u l e -  Negative values indicate upfield shifts.

Moreover, ring carbons are less affected (<1.8 ppm) than 
the carboxyl carbon for which solvent shifts of 2.6 and 5.4 
ppm are observed for the BH2+ and B" forms, respectively. 
The noticeable solvent effect exhibited by the COO" group 
indicates that the negative charge density is smaller in 
water than in the H20 /M e 2S 0  mixture, thus suggesting 
a much stronger solvation of the carboxylate group by

b
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water than by M e2SO. This is in agreement with the 
well-known ability o f Me2SO to badly solvate small anions 
with localized charge.19

N Protonation. 13C chemical shifts of nicotinic acid are 
plotted against pH values in water (Figure 2a) and in the 
20:80 (v/v) H20 /M e 2S0 mixture (Figure 2b). These 
graphs reveal the strong influence of Me2SO on the 
protonation sequence.

It has been shown2 that nitrogen protonation of pyridine 
results in an upfield shift of the a carbons (-7.78 ppm) and 
a downfield shift of both fi and y carbons (fi +5.04 ppm; 
y +12.42 ppm). Similarly, when the nicotinamide becomes 
protonated' in D20 ,14 the a carbons and the carbonyl 
carbon move upfield (C2 -6.43 ppm; C6 -8.06 ppm; CO 
-4.08 ppm) while the fi and y  carbons move downfield (C3 
+3.85 ppm; C5 +.3.65 ppm, C4 +9.41 ppm).

In the case o f nicotinic acid, a very similar trend is 
observed for the first protonation in water whereas this 
behavior is observed for the second protonation in the 
H20 /M e 2S 0  mixture. Therefore, ]H NMR as well as 13C 
data prove unambigously that the succesive protonations 
of the anionic form of nicotinic acid follow primarily path 
2 in the 20:80 (v/v) H20 /M e 2S0 mixture instead of path 
1 in water.

On the other hand, N protonation shifts are smaller in 
water than in the H20 /M e 2S 0  mixture. This behavior 
cannot be attributed only to the existence of the tau­
tomeric equilibrium between the Z and M forms of nic­
otinic acid in water, since the small amount of M (^  
5 % )15”17 is not sufficient to explain the observed differ­
ences. These differences may be a consequence of sol­
vation of nitrogen lone pair by water. Indeed, EHT 
calculations20 indicate that hydrogen bonding between 
pyridine and water (or methanol) increases the electronic 
density at Ca; N protonation results in a similar but more 
important variation.

COO~ Protonation. Previous studies of 13C chemical 
shifts in aliphatic carboxylic acids10 and a-amino acids1112 
indicate that, contrary to chemical intuition based on the 
inductive model only, protonation of the carboxylate group 
causes an upfield shift of all the carbons and the im­
portance of these effects decreases in the order CO > C„ 
> C*

During protonation of the COO group of nicotinic acid, 
which occurs at pH <3 in water and for 4.0 < pH <  10.0 
in the 20:80 (v/v) H20 /M e 2S 0  mixture, the shielding of 
C4, C5, and C6 decreases, whereas that of C2 remains 
approximately constant; at the same time, shielding of both 
the carbonyl carbon and C3 increases and, unexpectedly, 
C3 is more affected than the carbonyl cation. This behavior 
might be related to the aromatic character of the pyridine 
ring.

Influence of Me2SO Content on the M Z Tautomeric 
Equilibrium. In order to confirm the influence of solvent 
composition on the tautomeric equilibrium,17 we studied 
13C chemical shifts o f nicotinic acid in different H20 /  
Me2SO mixtures.

In spite of the low nicotinic acid concentration (C =
0.148 M) used throughout this work, the drastic solubility 
decrease observed in the H20 /M e 2S0 mixtures containing 
less than 70% Me2SO precludes experiments over a wide 
range of solvent composition. Results obtained in water 
and in mixtures containing 75-100% Me2SO (0.41-1 mole 
fraction) are summarized in Table IV.

A decrease in the Me2SO mole fraction from 1 to 0.41 
results in variations which do not exceed 0.7 ppm. These 
variations, which are similar in magnitude and direction 
(except for the substituted 3 carbon) to those reported for

Influence of Me2SO on 13C Titration Curves of Nicotinic Acid

TABLE IV: 13C Chemical Shifts“ o f  the Neutral
Forms o f Nicotinic Acid in Various H ,0/M e,SO 
Mixtures (C = 0.148 M).

Me,-
Me2- SO,
SO, mole
vol frac- >

% tion C2 c 3 c 4 c 5 c 6 CO
100 1 151.8 128.1 138.6 125.5 154.9 167.9

90 0.697 151.6 128.2 138.8 125.6 154.8 167.9
80 0.487 151.4 128.4 139.2 125.9 154.6 168.1
75 0.41 151.3 128.4 139.3 125.9 154.5 168.2

0 0 145.3 138.0 148.4 129.6 145.9 170.9
0 6 fifties in ppm from DSS as internal reference at t 

¿4 20 ± 2®C.

nicotinamide on going from pure Me2SO to water,13 reflect 
the solvent effect on the molecular form M  of nicotinic 
acid. On the other hand, important variations are observed 
when the Me2SO mole fraction decreases from 0.41 to 0.0; 
greatest effects are observed for C3 (downfield shift +9.6 
ppm) and C6 (upfield shift -8.6 ppm) in accordance with 
the trend expected for simultaneous N protonation and 
COOH deprotonation involved in the M —► Z transfor­
mation.

III. pK& Values Determination. Plots of 13C chemical 
shifts againsts pH values (Figure 2a,b) allow an easy and 
precise determination of the acidity constants in water and 
in the 20:80 (v /v) H20 /M e 2S 0  mixture.

The experimental chemical shifts of the ith carbon, 5 / 
and 52‘, during the first and the second titration, are given 
by

= ■PbH2+5IBH2+ + ^BH^BH
( 1)

S l 2 -  Pb h ^ !bh +  Pb <5'b

where 5‘BH2+ and <5'B- represent the chemical shift of the ith 
carbon in the cationic and anionic forms and 5*BH repre­
sents the chemical shift o f the ith carbon in the neutral 
species (Z in water and M in the 20:80 (v/v) H20 /M e 2S0 
mixture). The values of 5‘BH2+, 5*BH, and 5‘B are obtained 
from the plateaus of Figures 2a,b. Indeed the existence 
of these plateaus suggests that 13C chemical shifts of these 
species are not affected by ionic strength. PBH2+, P B h . and 
PB represent the fractional populations of the corre­
sponding species and are related by

P b h 2+ + P bh ”  1 

P bh + P b” = 1
( 2)

From (1) and (2) the ratios Pbh/P bh2+ or Pb /P bh. identical 
with the respective concentration ratios CBH/C BH2+ or 
CB /C Bh. can be calculated for each pH value.

The low concentration used in this work allows an es­
timation of activity coefficients y, so that not only apparent 
pKa values at the ionic strength of the measurement, but 
the thermodynamic pKA values may be determined by

pAV = pH -  log + log yBH2+

CB- (3)
PKa2 = pH -  log -------- log yB-

O-BH

As usual, activity coefficients of the neutral species BH 
(Z or M) are mken equal to one.21 Those of charged species 
are given by

log y ±  =“ -Ay/Tl(l + \fI) (4 )

which is suitable for ionic strength I up to 0.1.22 At 20 °C,
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the constant A o f expression 4 is 0.507 in water22 and 0.50 
in the 20:80 (v /v) H20 /M e 2S 0  mixture.23

From the midpoint of the titration curves, where the 
errors are minimum, the average pKa values calculated 
from most affected carbons are as follows: 1.37 ±  0.04,6.14 
±  0.04 for the two successive ionizations in the H 20 /  
M e2SO mixture and 4.93 ±  0.04 for the second ionization 
in water (at t = 20 °C). These results are in full agreement 
with the thermodynamic pKa values directly measured by 
potentiometric titrations which are 1.39, 6.12, and 4.90, 
respectively.17 However it should be noted that the ac­
curacy is less for the first ionization of nicotinic acid in 
water, since the pKa value obtained from NMR. is 1.87 
which is about 0.15 units lower than the thermodynamic 
value measured by the potentiometric or spectroscopic 
method.16,17,24 This discrepancy arises from the fact that 
13C chemical shifts are only slightly affected by the pro­
tonation o f the carboxylate group in water, therefore only 
C3 and the carbonyl carbon may he considered in the pKa 
calculation.

Conclusion
Previous studies have emphasized the difficulty in 

relating 13C protonation shifts with charge densities alone 
and indicated that the electric field effect10 as well as 
variations in bond order2 and in excitation energy4,12 have 
to be taken into account. As pointed out by Quirt et al.,12 
the lack of agreement between experimental and calculated 
13C NMR shifts is due to the various approximations 
involved in the calculations; moreover the calculated charge 
densities are appropriate to the gas phase and neglect 
changes in solvation which may be important in the course 
of the experimental titrations.

The results obtained in this study indicate that ex­
perimental protonation shifts of nicotinic acid are, indeed, 
solvent dependent, thus confirming the importance of 
solvation effect. Despite the difficulty in rationalizing 13C 
protonation shifts, their values allow us to distinguish 
between N protonation and COO~ protonation, so that the 
strong influence of Me2SO on the protonation sequence 
o f nicotinic acid is clearly demonstrated. Whereas the 
carboxylic group of nicotinic acid is more acidic than the 
NH+ center in water, addition of Me2SO progressively 
decreases the difference between the respective pK& values, 
which results in an inverse protonation sequence in the 
20:80 (v /v) H20 /M e 2S 0  mixture.

Similar inversions have been reported in other related 
systems.25,26 The results clearly emphasize the importance 
o f solvation effects, which was recently noticed by the 
observation of inversions in the relative acidities of a 
number of substrates when comparing results in the gas 
phase and various solvents.27

Experimental Section
Nicotinic acid (Schuchardt) was used without further 

purification. Dimethyl-/i6 sulfoxide (Société Nationale des 
Pétroles d’Aquitaine) was dried overnight over CaH2 and 
distilled under vacuum. The 20:80 (v /v) H20 /M e 2S0 
mixture corresponds to a mole fraction of 0.487 in Me2SO.

The total concentration of nicotinic acid (C = 0.148 M) 
was kept constant and the different solutions were pre­
pared by adding either hydrochloric acid or sodium hy­
droxide. Obviously the ionic strength, I, was not constant 
along the titration curves but, for each midpoint, I = 0.074.

The pH measurements were performed at 20 °C with 
an electronic pH meter (Taccussel ISIS 20 000) equipped 
with a Radiometer G 202 B glass electrode and a Ra­

diometer K 100 calomel electrode. The glass electrode was ' 
standardized in water with usual mineral buffers. Since 
it has been shown that the normal potential o f the glass 
electrode is notably affected by M e2SO,28 the glass elec­
trode was standardized in the 20:80 (v/v) H 20 /M e 2S 0  
mixture by using the organic buffers previously stand­
ardized in the same mixture with an hydrogen electrode.29

NMR spectra were recorded on a Varian XL-100-12 W.
G. spectrometer. ‘H and 13C chemical shifts were mea­
sured with sodium 4,4-dimethyl-4-silapentanesulfonate 
(DSS) as internal reference. The 13C chemical shift o f DSS 
relative to TMS in the 20:80 (v /v ) H20 /M e 2SO mixture 
is 5dss = -1.7 ±  0.03 ppm. 7H spectra (100 MHz, 5-mm 
tubes) were studied using the CW mode. 7H resonance of 
the solvent was used to provide the field frequency lock. 
13C spectra (25.17 MHz, 10-mm tubes) were collected using 
the Fourier transform technique. The instrument was 
equipped with a 620L-100-16K on-line computer. The 
temperature of the sample was maintained at 20 ±  2 °C.
A capillary, Filled with D 20 , served as an internal lock. 
About 20 000 to 46 000 free induction decays were accu­
mulated in order to achieve a good signal-to-noise ratio. 
In the case of H20 /M e 2S 0  mixtures, data were accu­
mulated in the block averaging mode. Typical parameters 
for the pulse experiments were as follows: spectral width 
5000 Hz, pulse width 10 gs, pulse delay 0.4 s, acquisition 
time 0.8 s (0.4 s). ^Hj-^C double resonance experiments 
were carried out using the gyrocode of the XL-100. The 
5 values are within 0.02 ppm for XH data and within 0.05 
and 0.1 ppm for 13C data in water and H20 /M e 2S0 
mixtures, respectively.
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COMMUNICATIONS TO THE EDITOR

Selective Capture of Migrating Holes by Pyrene and 
Naphthalene in 7-Irradiated Butyl Chloride Glasses 
at 77 K -
Publication costs assisted by The Institute o f Physical and Chemical 
Research

Sir: 7 -Irradiation of solutions in alkyl halide; glasses 
produces cation radicals of solute molecules,1 which will 
be referred to as cations. The cation formation is explained 
in terms of capture o f migrating holes by solute mole­
cules.2,3 Spectra which may be associated with stabilized 
holes have been measured and the kinetics of hole sca­
venging has also been studied;1-4 however, the nature of 
the migrating hole has not been clarified yet. Recently it 
has been suggested that vibrational excited states of so­
lute-molecule cations may be the migrating hole.4 In this 
communication we present the results for hole scavenging 
by pyrene and naphthalene in a scc-butyl chloride glass 
at 77 K. The interesting finding is that each of these 
solutes captures a different state of the hole.

Glasses o f sec-butyl chloride containing both naph­
thalene and pyrene were 7  irradiated to a dose of 2 X 1022 
eV kg-1 at 77 K. The yield of the pyrene cation was 
measured as Dp, the optical density for the 791-nm band 
of the pyrene cation.5 The yield of the naphthalene cation 
was measured as Dn, the optical density for its 703-nm 
band;5 Dn was corrected for the superposing pyrene-cation 
absorption. The dependence of both Dp and Dn on solute 
concentration is shown by the Stern-Volmer plots in 
Figures 1 and 2 . The naphthalene-cation yield depends 
on the naphthalene concentration as shown in Figure 1A 
and on the pyrene concentration as shown in Figure IB. 
The pyrene-cation yield is dependent on pyrene con­
centration but independent of naphthalene concentration 
as shown in Figure 2. The scheme that both solutes 
competitively trap the single state of the hole can never 
satisfy the four plots simultaneously. Instead, the following 
scheme can account for the results:

P + other N+ other
products products

Pyrene first reacts with hx+, the hole in a certain state, and 
forms the pyrene cation P+. The hj+ is assumed to be 
unreactive with naphthalene. A portion of the holes that 
survive the capture by pyrene changes to h2+, another state 
of the hole, which selectively reacts with naphthalene to 
form the naphthalene cation. Using the notation of rate 
constants given in the above diagram, we can write the 
equations

Zh = - fed +  hi 
Y P ~  fep[P]

(1)

Figure 1. The dependence of the naphthalene-cation yield on 
naphthalene concentration (A) and on pyrene concentration (B).

Figure 2. The dependence of the pyrene-cation yield on pyrene 
concentration (A) and on naphthalene concentration (B).

Ya
fed +  feP[P] 

fet
1 + fet \ 

fen [ N ] /
( 2 )

where Yh represents the h]+ yield; Yp, the pyrene-cation 
yield; and Yn, the naphthalene-cation yield. The ratio 
Yh/  Yp in eq 1 can be replaced by Dp°/D p, where Dp° is the 
Dp value extrapolated on the ordinate. Consequently, the 
plot in Figure 2A fits eq 1, and (kd +  kt)/kp is evaluated 
as 2.4 X 10- 2  mol kg-1. The fact that the pyrene-cation 
yield is independent of naphthalene concentration (Figure 
2B) is explained in terms of eq 1. Equation 2 can re­
produce the lines of Figure 1, when it is written using the 
optical density ratio Dn°/Dn. The plot in Figure 1A gives 
a value of 2.1 x  10-2 mol kg-1 for kf/kn.

Hamill and co-workers have studied capture o f the hole 
in glassy solutions of 3-methylpentane containing two 
solutes.2,3 Most of their results are not enough to judge 
whether the holes captured by the two solutes are of the 
same state or not, since the effects of two solutes on each 
of the two cations were not examined. Furthermore, the 
processes involved in the systems they dealt with may be 
complicated. According to current knowledge, 2- 
methylpentene-1 and toluene may form dimer cations in
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-  7 -

- t l  -
BuCt+ P N

Figure 3. Energy diagram of the highest occupied orbitals of butyl 
chloride cations, pyrene, and naphthalene.

a 3-methylpentane matrix without thermal annealing.6,7 , 
Their results for the solute pair of toluene and carbon 
tetrachloride3 suggest that each o f these solutes reacts 
selectively with a different precursor. However, these 
different precursors do not immediately mean the different 
states of the hole, since the resultant transient originating 
in carbon tetrachloride is not identified definitely with 
CC14+. Therefore, we will not attempt to interpret their ' 
results and ours together but will discuss only ours.

Figure 3 shows an energy diagram based on gas-phase 
ionization potentials. The above proposed scheme is 
incompatible with the model that the migrating hole is the 
ground state o f the solvent cation which is depicted in 
Figure 3. The selective capture of the hole by the two

solutes suggests that an electron transfers resonantly from 
a solute molecule to the hole. Therefore, a simple model 
compatible with the scheme is as follows. Excited states 
of either solvent cations or solvent aggregate cations hop 
in a glass, losing the excitation energy. These are migrating 
holes. The resonant charge transfer occurs when the 
energy of the migrating excited state becomes as high as 
the energy levels of the highest occupied orbitals o f the 
solute molecules, as indicated by dotted lines in Figure 3. 
This model indicates that pyrene whose ionization po­
tential is lower than that o f naphthalene captures the hole 
before naphthalene does. Experiments on various solute 
pairs are in progress.
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