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The Triplet Mercury Photosensitized Decomposition of Ethane at High intensity

Jung-Tsang Cheng, Ylng-Sheng Lee, and Chuin-Tih Yeh*
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The triplet mercury photosensitized decomposition of ethane at high intensity and low conversion leads to H2) 
CH4, C3H8, and n-C4H10 as major products. The generation rates of these products vary with light intensity, 
pressure, and photolysis time. A mechanism is proposed for ethane decomposition and products formation. 
Steady state concentrations of radicals were calculated from the experimental data. A rate constant value has 
been obtained for the following reaction at 300 Torr ethane pressure and 35 °C: H + CH3 — CH4, k  = 1.5 
X 1014 cm3 mol“1 s 1.

Introduction
Radical reaction has been of interest to gas kineticists 

for many years. The discharge method (microwave or high 
frequency) is generally used to measure the combination 
rate o f hydrogen atoms and methyl radicals.1 4 Because 
the excited methane molecule generated in the combi­
nation reaction tends to decompose, only a small portion 
of methane will remain as the stable product through 
collision at pressures of less than 10 Torr, which will permit 
the microwave discharge. An alternative system to 
measure the rate constant of the combination reaction at 
higher pressure is the mercury photosensitization of al­
kanes.

The interaction between the 3P X mercury atom and 
alkane molecule has been known for several decades.6“9 
Although molecular phosphorescence,10 Hg(63P0),u and 
HgH12 have been detected as metastable intermediates, 
the final chemical effect o f this interaction may be re­
garded as the dissociation of a hydrogen atom from an 
alkane molecule:

Hg(63P,) + RH-* R + H + Hg(6‘ S0)

It has been found that n-butane and hydrogen molecules 
are the major products of the reaction of the mercury- 
photosensitized decomposition of ethane13“15 at low light 
intensities. In this investigation, high resonance radiation 
intensity is used at room temperature to dissociate the 
ethane molecule. Under these conditions, the detailed

mechanism of the primary process and the combination 
of hydrogen atom and methyl radical may be elucidated.

Experimental Section
Ethane gas was obtained from the China Petroleum Co. 

It was purified through vacuum fractional distillation in 
a vacuum system. After purification, only 40 ppm of 
propane and 2 ppm of ethylene were detected as impurity.

Cylindrical quartz reaction cells were used for all 
photolysis work. A drop of mercury was added to supply 
the mercury vapor pressure at 35 °C. The 2537-Á light 
was delivered from a low-pressure mercury lamp. The 
projected light intensity in the cell was adjusted by varying 
the distance between the light source and the cell.

The product mixture was analyzed with a gas chro­
matograph. Hydrocarbons were separated by a 0.25 in. X 
40 ft DMS column and a 0.25 in. X 6 ft Ucon column. A 
flame ionization detector was used for this analysis. The 
relative yield of hydrogen to ethane was measured by 
injecting another portion of mixture into a x/ 8 in. X 10 ft 
column of silica gel. A thermal conductivity detector was 
used here.

Results and Discussion
The products detected in low conversion experiments 

were hydrogen, methane, propane, n-butane, and minor 
amounts of ethylene. In the high conversion experiments, 
isobutane and other hydrocarbons (higher than C4) were 
also found. Table I shows the variation o f the yield of

687
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TABLE I: Effect o f Light Intensity on 2 a  [n-C4H10]/-A  [C2H6]a
Distance 
between 
lamp and 
cell, cm

Photolysis 
time, min

Relative yield o f products %
conver­

sion
2A[n-C4H10]/
- a [c 2h . ph 2 c h 4 -o

aO

c 3h 8 " - c 4h ,0
5 3 5.98 2.13 1000 0.84 5.31 1.32 0.804

10 10 9.79 2.36 1000 0.97 6.21 1.50 0.830
125 150 5.33 1.21 1000 0.51 4.43 1.02 0.870
250 210 5.78 0.30 1000 0.15 3.43 0.72 0.952
500 480 4.90 c 1000 C 4.44 0.89 1.0

° Ethane pressure, 300 Torr; temperature, 25 °C. b -A [C 2H6]1= ‘ / j A  [CH4]|+ 3/ 2A [C 3H J + 2a [C4H10]. c Negligible.

major products on the light intensity. At the lowest in­
tensity (the distance between the light source and the 
photolysis cell is 500 cm), the yield of methane and 
propane was small and considered negligible. All the 
decomposed ethane molecules .were converted into hy­
drogen molecule, n-butane, and some ethylene at low 
conversion. These products can be attributed to the
following simple mechanism:
Hg(6‘ Sb) + M 2 537  A ) -» Hg(63P,) J.
Hg(63Pj) + C2H6 -  H + CjH5 + Hg(6’ S„)
H + C2H6 -  H2 + C2HS (1)
■ 2C,H5 -» n-C4H10 (2)
2C2H5 -  C2H6 + C2H4 (3)

As the light intensity increases, propane and methane will 
be additionally produced. The following reactions will 
therefore become necessary:
H + C2Hs -* 2CH3 (4)
H + C2Hs -*■ C2H6 (5)
H + C H 3-+CH4 (6)
2CH3 -» C2H6 (7)
CH3 + C2Hs -  C3Hs (8)
CH3 + C2H5 -+ CH4 + C2H4 (9)

The kinetic relationship between reaction 4 and reaction 
1 derived from the preceding mechanism can be expressed 
by
rate 4/rate 1 = k4 [C2H5]/fci [C2H6] (I)

The steady state ethyl radical concentration is, more or 
less, proportional to / a1/2. Therefore process 4 will be 
favored at high intensity and, as a result, the yield o f 
methane and propane will be significant.

At constant light intensity, the effect o f ethane pressure 
on the nature of photolyzed products has also been in­
vestigated. In Figure 1, the yield of methane and propane 
per decomposed ethane molecule, at constant irradiation 
time, decreases as the pressure increases. Two factors are 
involved.

(a) Unimolecular Decomposition of Excited Ethane. 
The excited ethane molecule which is temporarily pro­
duced on the combination of a hydrogen atom and an ethyl 
radical may decompose (D) into methyl radicals or become 
stabilized (S) through collision, i.e., processes 4 and 5, 
respectively. The relative rate o f these two processes is 
pressure dependent as has been shown by the extensive 
work of Rabinovitch and Setser on a variety of alkanes.5 
At high pressure, S /D  has a large value, the production 
of CH3 radical is less. Consequently, the yield of methane 
and propane is minimal.

(b) Ethane Molecule Concentration. The decrease in 
the production of methane and propane at the high ethane 
pressure can also be partially explained by eq I. Since 
ethane pressure has minor effect on the (fe4/h 1)[C2H5]

Figure 1. Effect of ethane pressure on the nature of the product:, 
irradiation time, 10 min, temperature, 20 °C , distance between lamp 
and cell, 5 cm; -A [C 2H6] =  V 2A [C H 4] +  3/ 2A [C 3He] +  2A [/>C 4H10].

TABLE II: Effect o f Photolysis Time on the Nature o f 
the Products at 300 Torr o f Ethane

Relative yields o f products (YRHt)
s h 2 c h 4 C2H6 c 3h 8 n-C4H,0 C2H4

0 0.000 0.030 1000 0.055 0.000 0.002
120 1.301 0.444 1000 0.535 0.960 0.022
180 1000 0.888 1.876
240 2.636 0.895 1000 1.064 1.960 0.022
300 3.636 1.233 1000 1.301 2.383
420 4.732 2.197 1000 1.671 3.109 0.018
600 6.473 2.771 1000 2.383 4.005 0.018

value under the present experimental condition o f which 
the Hg(63Pi) is almost completely quenched, rate 4/rate
1 will be more or less inversely proportional to the ethane 
pressure. As a result, hydrogen molecule and n-butane 
(rather than methane and propane) will become the fa­
vorable products at high ethane pressure as was predicted 
by the preceding reaction mechanism.

Investigations also have been made on the effect o f 
reaction conversion upon the composition of the photolytic 
products at constant light intensity and 300 Torr ethane 
pressure (Table II). The average generation rate (i?RHt) 
of each product at time t can be calculated from its relative 
yield (YRHt of Table II), and illustrated by the following 
equation:

p LRH], YmtP/RT
RHt t lOOOf

= 5.38  X 1 0 -11 YmiiP{~ onl  m ol c m '3 s“ * 1 (II)

The Journal o f Physical Chemistry, Vol. 81, No. 8, 1977
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Figure 2. The variations of the averaged generation rates of the 
photolytical products (see text) as a function of irradiation time at 300 
Torr ethane pressure and 35 °C.

In Figure 2, RRHt values are seen varying with the 
photolysis time. It is quite clear that the participation of 
accumulated products in the reaction causes this variation. 
In order to minimize the complication of secondary re­
actions, only the initial product rates {Run) are under 
consideration. These f?RH values may be correlated with 
radical concentrations according to the following equations:

F u , _  ki [H][C2H6] (III)

R c h 4 = k 6 [H] [CH3] +  k 9 [CH3] [CjHj] (IV)

R c 3H8 = &8[CH3][C2H5] (V )

* c4h 10= M C 2H5] * 1 2 (VI)

where [H], [CH3], and [C2H5] represent the steady state 
radical concentrations at the initial photolytic stage. 
Process 8 is the cross combination reaction between methyl 
and ethyl radicals. Theoretically, its rate constant, fe8, can 
be calculated from the rate constants o f autocombination 
reactions, k2 and fe7, through the following equation:16

fc82 = 4 k2kn (VII)

From (III)

[H ]= ^ h2/^ i [C2H6] (VIII)

Substitute eq VI and VII into eq V, we obtain

[CH3] = « c 3H8/2fc71/2i?n<;4H101/2 (IX)

Equations VIII and IX have been used to calculate the 
steady state concentrations of hydrogen atom and methyl 
radical. The reliability of these calculated concentrations 
depends heavily on the accuracy of kx and fe7. Fortunately 
both these constants have been measured through many 
experimental techniques. Their values are in excellent 
agreement. Recently log kl = (1.40 ±  0.2) -  (9400 ±  
300)/2.3RT17 and log k1 =  13.4 ±  0.118 were generally 
accepted. The corresponding k\ and ft7 at 35 °C are (2.0 
±  1.2) X 107 * and (2.4 ±  0,4) X 1013 c 4 5 6m3 moT1 s \ re­
spectively.

The disproportionation-combination ratios of alkyl 
radicals have also been reviewed recently.19 The observed 
kA/kc of the reaction between methyl and ethyl radicals 
is 0.039, i.e.

k 9 [CH3] [C2H5] = 0.039Rc3h8 (X)

TABLE III: Summary of the Determined Rate Constant 
Values of the Combination Reactions between Hydrogen 
Atom and Methyl Radical

Rate
Reaction constant Pressure Ref

689

H + CH3
c h 4

I X  10n 1.2 Torr o f H2 1
3 x 1012 1.3 Torr o f  Ar 2
l X l O 13 6.7 Torr o f Ar 3
2.3 X 1012 8 Torr o f Ar 4
1.5 X 1014 300 Torr o f ethane This work
2.3 X 1014 theoretical high 20

pressure limit prediction

Then eq IV may be revised as

k _ ^ ch 4 0-039Rc¡)H8
[H][CH3]

(XI)

k6 is the reaction rate constant for the combination of 
a hydrogen atom and a methyl radical. This constant has 
been determined many times in the literature and is seen 
in the Table III increasing with pressure. Its experimental 
value is on the order o f 1012 in the pressure range o f few 
Torr, but has already increased to 1.5 X 1014 cm3 mol“1 s '1 
at a pressure of 300 Torr according to the calculations of 
eq XL This variation is, again, expected from the following 
mechanism:

I
H + CH, * fe6CtMl + CH,* — ----- » CH4

5 6b

Under high pressure, &<k;[M] »  fe6b. Under this condition 
k6 reaches a limiting high value, fe6a. This limiting value 
has already been theoretically calculated20 to be 2.3 X 1014 
cm3 mol“1 s“1. It is of interest to know that this theoretical 
value is only slightly larger than 1.5 X 1014 cm3 mol“1 s“1 
of the present study. Doubtlessly, the rate of the reaction 
6c must be comparable to, if not larger than, that of the 
reaction 6b at 300 Torr pressure.

Conclusion
The mechanism of Hg photosensitization of ethane at 

high intensity and low conversion has been proposed. With 
this mechanism, the measured generation rates of major 
products may be used to investigate the rate of the H +  
CH3 -*■ CH4 reaction, A competitive technique is used in 
this investigation. Since both of the rate constants that 
have been referred to are very reliable, the error on the 
absolute value of this measured rate is assessed to be less 
than 100%. Practically, the Hg photosensitization reaction 
may be performed at any pressure. Consequently the 
pressure effect on the rate constant o f this important 
radical reaction may be studied with this classical tech­
nique.

Acknowledgment. We gratefully acknowledge the 
support of the National Science Council o f Republic of 
China under Contract No. NSC-64M-0204-03(02).

References and Notes
(1) T. Teng and W. E. Jones, J. Chem. Soc., Faraday Trans. 1, 68, 

1267 (1972).
(2) J. M. Brown, P. B. Coates, and B. A. Thrush, Chem. Commun., 843 

(1966).
(3) A. F. Dodonov, G. K. Lavroskaya, and V. L. Talroze, Kinet. Katal., 

10, 477 (1969).
(4) M. P. Halstead, D. A. Leathard, R. M. Marshall, and J. H. Purnell, Proc. 

R. Soc. London, Ser. A , 316, 575 (1970).
(5) B. S. Rabinovitch and D. W. Setser, Adv. Photochem., 3, 1 (1964).
(6) G. Cario and J. Frank, Z. Phys., 11, 161 (1922); S, D. Gleditsch and 

J. V. Michael, J. Phys. Chem., 79, 409 (1975).
(7) J. G. Calvert and J. N. Pitts, Jr., “Photochemistry” , Wiley, New York,

N.Y., 1966.

The Journal o f Physical Chemistry, Voi. 81, No. 8, 1977



690

(8) R. J. Cvetanovic, Prog. React. Kinet., 2, 39 (1964).
(9) C. H. Bamford and C. F. H. Tipper, “Comprehensive Chemical 

Kinetics” , Vol. 5, Elsevier, New York, N.Y., 1972.
(10) O. P. Strausz, J. M. Campbell, S. De Paoli, H. S. Sandhu, and H. E. 

Gunning, J. Am . Chem. Soc., 95, 732 (1973).
(11) A. C. Vikis, G. Torrie, and D. J. LeRoy, Can. J. Chem., 48, 3771 

(1970).
(12) A. C. Vikis and D. J. LeRoy, Can. J. Chem., 50, 595 (1972).
(13) E. W. R. Steacie, “ Atomic and Free Radical Reactions” , Reinhold, 

New York, N.Y., 1954.

(14) R. A. Back, Can. J. Chem., 37, 1834 (1959).
(15) B. deB. Darwent and E. W. R. Steacie, J. Chem Phys., 16,381 (1948).
(16) J. A. Kerr and A. F. Trotman-Dickenson, Prog. React. Kinet., 1, 107 

(1961).
(17) W. E. Jones, S. D. MacKnight, and L. Teng, Chem. Rev., 73, 407 

(1973).
(18) E. Whittle, MTP In t. Rev. Sci., 9, 75 (1972).
(19) M. J. Gibian and R. C. Corley, Chem. Rev., 73 441 (1973).
(20) S. W. Benson and H. E. O ’Neil, Natl. Stand. Ref. Data Ser., Natl. 

Bur. Stand., No. 21 (1970).

F. J. Kampas and M. Gouterman

Porphyrin Films. 3. Photovoltaic Properties of Octaethylporphine and 
Tetraphenyiporphine

Frank J. Kampas and Martin Gouterman*

Department o f Chemistry, University o f Washington, Seattle, Washington 98195 (Received October 7, 1976) 

Publication costs assisted by the National Institutes of Health

Electrical and photovoltaic properties of Al|octaethylporphine|Ag and also Alltetraphenylporphine|Ag sandwich 
cells are reported. These properties indicate the presence of a Schottky barrier formed by transfer of electrons 
from the aluminum to the porphyrin. Most or all of the porphyrin is depleted of holes for films several hundred 
nanometers thick. Charge carriers are produced by three processes: (i) direct production of electron-hole pairs 
by photons with energies of 3 eV or more; (ii) dissociation of excitons at the aluminum-porphyrin interface; 
and (iii) dissociation of excitons in the bulk material. At low light levels the quantum yield for current production 
is 3.4% for octaethylporphine illuminated by 400-nm light and 0.9% for tetraphenyiporphine illuminated by 
440-nm light. At higher light levels the quantum yield for current production decreases due to recombination 
of electrons and holes.

1. Introduction
In two previous papers1,2 we discussed the optical ab­

sorption and emission properties o f crystalline and 
amorphous films of octaethylporphine. Fluorescence from 
trace impurities in those films revealed extensive exciton 
migration. However the small quantum yield for
fluorescence o f octaethylporphine in the solid state as
compared to its solution quantum yield implied the ex­
istence of radiationless decay mechanisms intrinsic to the
solid state. A further decrease in quantum yield was 
observed for excitation of crystalline films with light of 
wavelength less than 400 nm. Several possible explana­
tions for this further decrease in quantum yield were 
proposed, including the production of separated elec­
tron-hole pairs which then recombine radiationlessly.1 
However the difficulty o f ascertaining reflection effects 
made the decrease in yield uncertain.2

Production of charge carriers by light can be studied by 
measuring the photoconductivity or the photovoltaic 
properties o f the solid. In a photoconductivity experiment, 
two similar metal electrodes are attached to the solid and 
the current flow in response to an applied voltage is
measured as a function of the illumination. In a photo­
voltaic measurement two dissimilar metal electrodes are 
attached. Current flows upon illumination due to an 
electric field caused by the difference of the work functions 
of the two metals.

We decided to study the photovoltaic properties of 
porphyrins, rather than the photoconductivity, for two 
reasons. The first is that the photoconductivity of a 
number o f porphyrins has been reported in the literature3"5 
but the photovoltaic properties have not. Secondly, there 
have been recent reports o f the photovoltaic properties of 
magnesium phthalocyanine6 and chlorophyll a,7“9 two

compounds closely related to porphyrins. Those studies 
indicated peak energy efficiencies of 10“4 for magnesium 
phthalocyanine and 5 X  10 4 for chlorophyll a. These 
values are quite high for organic compounds and implied 
that porphyrins might also have high photovoltaic effi­
ciencies.

Here we report the photovoltaic properties o f octa­
ethylporphine and tetraphenyiporphine. Octaethyl­
porphine was chosen because of our previous experience 
with it. Tetraphenyiporphine was chosen because it is 
easily synthesized and purified. Both porphyrins are 
commercially available and have been extensively studied. 
Also they represent the two common types of porphyrins: 
the methine substituted porphyrin and the pyrrole sub­
stituted porphyrin.

2. Theory of Schottky Barrier Photovoltaic 
Devices

The photovoltaic devices described here are sandwich 
cell, Schottky barrier devices similar to those described 
for magnesium phthalocyanine6 and chlorophyll a.7"9 In 
such a device the organic compound is sandwiched between 
semitransparent films of a metal with a low work function 
and a metal with a high work function. In the ideal sit­
uation the work function of the organic compound is 
intermediate between the work functions of the two metals.

We have used aluminum for the low work function metal 
and silver for the high work function metal. In order to 
reach equilibrium, electrons are transferred from the 
aluminum to the porphyrin and from the porphyrin to the 
silver. Porphyrins,4 like phthalocyanines6 and chlorophyll,8 
are p-type semiconductors. Therefore the electrons 
transferred from the aluminum to the porphyrin “ fill in” 
the holes in the porphyrin valence band near the aluminum
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Figure 1. Electron energy diagram for an Allporphyrin/Ag cell showing
filled porphyrin valence and empty conduction band with (a) no bias,
(b) forward bias, and (c) reverse bias.

Ag

Figure 2. Top view of an AllporphyrinlAg photovoltaic cell.

purified by dry column chromatography on alumina using
chloroform as the solvent. 13 This was done under low
illumination to reduce the amount of photooxidation.
Octaethylporphine is [!lore light sensitive and attempts to
further purify it increased the amount of photooxidized
products.

Sandwich cells are fabricated in a diffusion pump system
capable of 10-13 Torr. The substrate used is Corning 7059
glass. Aluminum is eVE;porated from a tungsten boat; silver
is evaporated from an alumina coated molybdenum boat.
The porphyrin is evaporated from a glass cone with a spiral
of nichrome wire around it. A gooch crucible around the
cone reflects heat back into the cone. A plug of glass wool
is placed over the porphyrin.

Once the system is pumped down, the first step is to
heat the porphyrin source until the porphyrin has com­
pletely sublimed ontel the glass wool and is starting to
sublime off of the glass wool. This releases the solvent and
gas trapped in the pe,rphyrin crystals. During this op­
eration the pressure can rise as high as 10-4 Torr. The
porphyrin source is then turned off and the system
pumped back down to the low 10-13 Torr range. Next a
semitransparent aluminum film is evaporated onto the
substrate. The alumiLum film has a transmission of from
10 to 20%. A porphyrin film several hundred nanometers
thick is deposited next. The pressure does not rise above
5 X 10-13 Torr during bis step. Finally a semitransparent
silver film is evaporated.

A top view of the resulting device is shown in Figure 2.
The sandwich cell itself has an area of 1 cm2

• This ge­
ometry has the advantage that the transmission spectrum
of each layer can be determined separately. A silver spot
is evaporated on the aluminum film to facilitate electrical
connection. Copper wires are attached to the silver film
and to the silver spot on the aluminum film with silver
epoxy. The epoxy is cured by heating to 120°C for 1 h.

Voltages produced by the sandwich cells were measured
with a Keithley 610A electrometer. Currents were mea­
sured with the same electrometer in the "fast" position or
with a Keithley 416 high-speed picoammeter. The light
source consists of a lCtOO-W tungsten halogen source and
a Bausch and Lomb ~50-mm monochromator. Light in­
tensities were measured by a Hewlett-Packard 8330A
radiant flux meter.

The action spectra of the sandwich cells were measured
with the photon flux held constant as the wavelength was
varied. The light coming from the monochromator was
split into two beams: one going to the sandwich cell and
the other to the Hewlett-Packard flux meter. The
sandwich cell was connected to an electrometer, the re­
corder output of which was connected to an AID converter
of a PDP 8/e computer. The recorder output of the flux
meter was connected to a second AID converter. The
current through the tungsten lamp was controlled by a
solid-state controller which was connected to a DIA
converter on the computer. The wavelength of the light
from the monochromator was determined by a stepping
motor also operated by the computer. In the course of the

(1)

AgporphYrin

lo} no bios

I b) forword bIOs

(c) reverse bios

AI

3. Experimental Section
Octaethylporphine was purchased from Strem Chem­

icals and used as purchased. Tetraphenylporphine was
synthesized by the method of Adler and co-workersll

,12 and

I is the current and V is the voltage with positive V
meaning forward bias. T is the absolute temperature; q
is the electronic charge; k is the Boltzmann constant; and
n is a parameter near 1.

The capacitance of a Schottky barrier device is deter­
mined by the thickness of the depleted region since it has
a higher resistance than the rest of the material. Therefore
it increases with forward bias and decreases with reverse
bias.

Light acting on an organic Schottky barrier device can
produce charge carriers directly by raising an electron from
the valence band to the conduction band if the photon has
enough energy. Charge carriers can also be produced
indirectly by the dissociation of excitons. Electrons will
migrate to the aluminum and holes will migrate to the
silver. The net result is the transfer of an electron from
the silver to the aluminum. The maximum voltage
available is therefore approximately equal to the difference
in the work functions of the two metals, about 0.65 V for
aluminum and silver.

1= 10 [exp(qV/nkT) - 1]

and produce a region depleted of carriers. The transfer
of electrons from the porphyrin to the silver results in an
increase in the density of holes near the silver.

An electron energy diagram for an unbiased sandwich
cell is shown in Figure lao The transfer of charge between
the metals and the porphyrin results in a spatial variation
of the electric potential in the porphyrin and causes the
valence and conduction bands to bend. If the aluminum
is made negative with respect to the silver (forward bias)
the bands are shifted upward at the aluminum and the
depletion region becomes thinner, as shown in Figure lb.
If the aluminum is made positive with respect to the silver
(reverse bias) the opposite occurs. See Figure lc. Current
flow is large for forward bias and small for reverse bias.
The equation describing the current flow is the same
equation which describes a p-n junction, the Schockley
equation:10
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Figure 3. / -  V  curve for AI|octaethylporphine|Ag and Aljtetra-
phenylporphine|Ag cells In the dark.

experiment the computer sets the wavelength, adjusts the 
current through the tungsten lamp until the proper photon 
flux is achieved, records the current from the sandwich cell, 
and then steps the wavelength.

The thickness of the porphyrin film is measured by 
dissolving the film in a known amount of a solvent in which 
the extinction coefficients are known and taking an ab­
sorption spectrum. The density o f the film is assumed to 
be the same as the density of macroscopic crystals of the 
same porphyrin.

4. Results
Results are presented for one octaethylporphine 

sandwich cell and one tetraphenylporphine sandwich cell. 
There is not a great deal of variation among cells made 
from the same porphyrin. The octaethylporphine film is 
approximately 230 nm thick and the tetraphenylporphine 
film is approximately 260 nm thick.

The I-V  curves for the two sandwich cells are shown in 
Figure 3. Both cells are strongly rectifying, indicating that 
a Schottky barrier has formed. The current through the 
octaethylporphine cell is indistinguishable from zero for 
voltages less than 0.5 V on the scale of Figure 3. These 
points are not shown to reduce clutter. As the forward bias 
is increased the dynamic resistance (dV/dl) tends to 
decrease toward a constant value. Therefore the data was 
fitted to a modified Schockley equation:7
/ =  I0[exp[(q/nkT )(V - IHS) ] -  l ]  (2)

Rs is a series resistance. The other symbols are the same 
as before. The fitted values of Rs are 29.5 megohms for 
the octaethylporphine sandwich cell and 13.4 megohms for 
the tetraphenylporphine sandwich cell.

The capacitance of the octaethylporphine sandwich cell 
is 7.2 nF; the tetraphenylporphine sandwich cell has a 
capacitance of 9.8 nF. These were measured at a frequency 
of 1000 Hz. The capacitance of the octaethylporphine film 
was observed to be independent of bias voltage. The 
voltage dependence of the capacitance of the tetra­
phenylporphine sandwich cell was not measured. Its 
capacitance was observed to be independent of frequency 
from 200 to 10 000 Hz.

In order to calculate the thickness of the depleted region 
in the two films from the capacitance, it is necessary to 
know the dielectric constant of the porphyrin. Schechtman 
measured the optical absorption of evaporated films of 
protoporphyrin over a wide range of energies and calcu­
lated the index of refraction and dielectric constant as a 
function of frequency.14 From that data one can ex­
trapolate to zero frequency to estimate a dielectric constant 
of 2.0. It is possible to calculate thicknesses of 250 and

Figure 4. Log transmission spectrum of octaethylporphine film and 
photovoltaic action spectra of AI|octaethylporphine|Ag cell for illumination 
through the aluminum and through the silver films.

180 nm for the depleted regions of the octaethylporphine 
film and the tetraphenylporphine film, respectively, using 
that value and the standard parallel plate capacitor for­
mula:
C = k e0A/d (3 )

C is the capacitance; k is the dielectric constant; e0 is the 
permittivity of free space; A is the area of the film; and 
d is the thickness of the depleted region. The close 
agreement between the measured thickness o f the octa­
ethylporphine film (230 nm) and the calculated thickness 
of the depleted region (250 nm) and the fact that the 
capacitance did not depend on voltage both imply that the 
entire octaethylporphine film was depleted o f holes. About 
70% of the tetraphenylporphine film seems to have been 
depleted.

Upon illumination the aluminum electrode of the 
sandwich cells becomes negative with respect to the silver. 
Under room lights both types o f sandwich cells produce 
an open circuit voltage o f about 0.6 V. The short circuit 
current produced by the octaethylporphine cell is about 
20 nA under room lights. The tetraphenylporphine cell 
produced about 5 nA under room lights. In direct sunlight 
the short circuit currents are 0.25 and 0.1 gA for the 
octaethylporphine and tetraphenylporphine cells, re­
spectively.

In the dark the sandwich cells produce a small current 
of the same sign as the current produced under illumi­
nation. The current is about 0.03 nA when the cells are 
first placed in darkness and slowly decreases as a function 
o f time. This current is presumably due to the thermal 
activation of trapped carriers.

By varying the load resistance, I-V  plots for the illu­
minated cells can be obtained. These plots are very close 
to straight lines.

Photovoltaic action spectra for the two kinds o f por­
phyrin sandwich cells are shown in Figures 4 and 5 along 
with plots of the log transmission of the porphyrin film 
itself. The transmission plots are given as log Tre t - l o g  
T where Tn( is the transmission of the glass substrate. The 
photovoltaic action spectra are plots o f the short circuit 
current produced by the cell vs. wavelength for illumi­
nation through the aluminum film and for illumination 
through the silver film. As described earlier the photon 
flux was kept constant as the wavelength was varied. In 
order to get data out to 350 nm it was necessary to operate 
at a very low photon flux. That is why the dark current 
is a substantial part of the total current measured, es­
pecially for the tetraphenylporphine cell. The log 
transmission curves do not come down to zero because of
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Figure 5. Log transmission spectrum of tetraphenylporphine film and 
photovoltaic action spectra of AI|tetraphenylporphine|Ag cell for illu­
mination through the aluminum and through the silver films.

reflection effects. In both cases the value of current and 
log transmission at 700 nm may be regarded as the “zero” 
for the plots. i

The log transmission spectra and the photovoltaic action 
spectra for illumination through the aluminum film agree 
fairly well for light with wavelength greater than 400 nm. 
For wavelengths less than 400 nm the current becomes 
progressively larger compared to the log transmission as 
the wavelength decreases. This is especially noticeable for 
the tetraphenylporphine sandwich cell.

For octaethylporphine the photovoltaic action spectrum 
for illumination from the silver is similar to the one 
generated by illumination from the aluminum film but is 
much flatter. For the tetraphenylporphine cell the 
photovoltaic action spectrum has a dip in the Soret region 
for illumination through the silver film. For thicker films 
the octaethylporphine action spectra also have a dip in the 
action spectrum in the Soret region.

The dependence of the short circuit current on light 
intensity for illumination through the aluminum film was 
studied by using neutral density filters. Wavelengths of 
400 nm for the octaethylporphine cell and 440 nm for the 
tetraphenylporphine cell were chosen from the action 
spectra as having the highest quantum yield. The results 
of these studies are shown in Figure 6. The current is not 
a linear function of light intensity. A log-log plot of 
current minus the dark current vs. light intensity has a 
slope of 1.0 for low light levels and a slope of 0.8 for high 
light levels for the octaethylporphine cell. The slope is 0.8 
over the whole range for the tetraphenylporphine ceE. The 
curves fitted to the points of Figure 6 have the form:

L = A + B I + C I 2 (4 )

For L given in microwatts per square centimeter and I 
given in nanoamperes the fitted parameters have the 
following values: for octaethylporphine: A =  -3.6 X  10 2, 
B = 7.45 X  HT1, C = 2.25 X  10 for tetraphenylporphine: 
A = -3.12 X  1CT2, B = 1.40, C = 5.65 X  HT1. The form of 
eq 4 was suggested by the idea that electron-hole re­
combination is responsible for the nonlinearity of the 
current vs. intensity relation. Equation 4 provides a good 
fit to the data over three orders of magnitude.

5. Discussion
The electrical properties of the two sandwich cells imply 

that most of the porphyrin films are depleted of holes. As 
stated earlier, electrons flow from the aluminum into the 
porphyrin until the Fermi levels o f the two materials are 
equal. The thickness of the region depleted of holes (d) 
is determined by the difference in the work function of the

Figure 6. Current output vs. light intensity for illumination through the 
aluminum film: octaethylporphine cell Illuminated by 400-nm  light; 
tetraphenylporphine cell illuminated by 440-nm  light.

aluminum and the porphyrin (AW), the dielectric constant 
of the porphyrin (k), and the density of the acceptors that 
produce the holes (N) .15

d = [2 (A W ) (c e 0 /g 2A']I/2 (5)

The constant e0 is the permittivity of free space in MKS 
units. If we estimate the difference in work functions to 
be less than or equal to 0.5 eV, we find an upper limit on 
N of about 3 X  1015 cm 3 for a value of d o f 200 nm. This 
is fairly small. Ghosh et al.6 found that the depleted region 
in Al|magnesium phthalocyanine|Ag sandwich cells was 25 
nm and estimated a “ trap” density of 1018 cm 3. However 
Ghosh and Feng16 found that Al|tetracene|Au cells were 
entirely depleted. Acceptor states in porphyrins4 and 
phthalocyanines6 are often ascribed to the presence of 
oxygen. Ghosh et al. do not state whether the magnesium 
phthalocyanine was sublimed prior to the fabrication of 
the sandwich cell to eliminate trapped gas.

The photovoltaic action spectra (Figures 4 and 5) 
provide a considerable amount o f information about the 
processes responsible for the formation of charge carriers. 
A comparison of the spectrum for photovoltaic current and 
that for log transmission at wavelengths \ <400 nm shows 
an increasing yield of charge carrier production for photons 
absorbed with energies above 3 eV. We believe that this 
increased quantum yield arises from direct production of 
separated electron-hole pairs, a process we shall refer to 
as mechanism (i). For reasons to be given below, 3 eV is 
a reasonable estimate for the energy required to produce 
a separated electron-hole pair in a porphyrin crystal. Thus 
direct conversion of photons with \ <400 nm into sepa­
rated electron-hole pairs is not unexpected. It is, after all, 
the dominant process for current production in silicon 
photovoltaic devices.

[It might be objected that overlap considerations suggest 
that the optical cross section for production of separated 
electron-hole pairs in a molecular crystal should be very 
small. There are, however, localized porphyrin excited 
states in this energy region with moderately strong optical 
cross sections, which can couple to the isoenergetic sep­
arated electron-hole states. Conversion from the localized 
excited state to the separated electron-hole state is thus 
a radiationless transition, which the data tell us occurs 
quickly relative to relaxation to the lower energy localized 
excited singlet states. This latter process occurs within 
~ 1  ps. Thus, on the time scale of ~ 1  ps there is “ direct 
conversion” of the absorbed photon to a separated elec­
tron-hole pair.]

Schechtman14 measured the optical and photoemission 
properties of evaporated films o f protoporphyrin. He
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estimated that the energy gap was less than or equal to
3.1 eV from the photoemission results and between 3 and 
4 eV from the optical data. This is in agreement with our 
result.

It is possible to estimate the energy gap from simple 
arguments. The energy required to transfer an electron 
from one porphyrin molecule to another should be equal 
to a constant plus an electrostatic term which would be 
inversely proportional to the dielectric constant of the 
environment.
E = C + D/k (6 )
The energy required to transfer the electron in vacuo is 
equal to the difference of the ionization energy1' and the 
electron affinity18 and is about 5 eV. The dielectric 
constant o f the vacuum is, o f course, equal to one.

By cyclic voltammetry one can measure the reduction 
potential and oxidation potential of porphyrins. Their 
difference is usually close to 2 V.19 Cyclic voltammetry 
is usually performed in a solvent such as acetonitrile, which 
has a dielectric constant of 36. The electrostatic term is 
negligible under those circumstances. In this way we 
estimate that the constant term, C, is equal to 2 eV and 
the electrostatic term is 3 eV divided by the dielectric 
constant. For a film with a dielectric constant of 2, the 
energy required to transfer an electron is 3.5 eV, by this 
argument. That is in fair agreement with our estimate 
from the action spectra.

The action spectra for illumination through the alu­
minum film do follow the log transmission spectra for 
wavelengths larger than 400 nm. This implies that the 
light is first absorbed to produce an exciton which then 
produces charge carriers by some secondary mechanism. 
Since these action spectra do not saturate, even though 
the log transmission reaches values above 2, the pho­
toactive region must be located adjacent to the aluminum 
and must be only a fraction of the total thickness of the 
film. We shall refer to the process of carrier generation 
that occurs near the aluminum surface as mechanism (ii), 
which can be explained as exciton diffusion to the alu­
minum followed by dissociation into an electron in the 
aluminum and a hole in the porphyrin. The fraction of 
excitons which diffuse to the aluminum is given by l j { l a 
+ ( a) where ( s is the exciton diffusion length and l.r, is the 
penetration depth of the light.20

The exciton diffusion length in crystalline films of 
octaethylporphine is 50 nm or less.2 We know that the film 
in the octaethylporphine sandwich is crystalline because 
o f the characteristic shoulder at 460 nm.2 An exciton 
diffusion length of 50 nm or less is consistent with our 
interpretation of the action spectra for illumination 
through the aluminum film.

If exciton migration to the aluminum were the only 
mechanism for charge carrier production for light with 
wavelength greater than 400 nm, the action spectra for 
illumination through the silver film should have peaks 
where the log transmission spectra have valleys, and vice 
versa. That is because of light absorption by the inter­
vening porphyrin. Actually the action spectrum for il­
lumination of the octaethylporphine film through the silver 
film is very flat, like a linear transmission spectrum. The 
action spectrum of the tetraphenylporphine film illumi­
nated through the silver film has a dip in the Soret region, 
but no dips for the visible peaks. These spectra thus imply 
a mechanism (iii) for production of charge carriers, which 
has a much larger photoactive region than the 50 nm or 
less deduced for mechanism (ii).

We shall assume that for mechanism (iii) the film can 
be divided into two regions: a photoactive region extending

from the aluminum a distance p into the film, and a 
nonphotoactive region with a thickness s -  p, where s is 
the total thickness o f the film. For illumination through 
the silver film, the light absorbed by the photoactive region 
will be given by the following expression:

dx = I0[ e ^ - s)K - < T sK]  (7 )

I0 is the intensity o f light incident on the porphyrin film 
at the porphyrin-silver interface. K  is the absorption 
coefficient per unit length of the porphyrin and is a 
function of wavelength. Differentiating eq 7 with respect 
to K  and setting the result equal to zero informs us that 
the light absorbed in the photoactive region will be a 
maximum when K  has the following value:

K  = (1/p) In ( s / ( s -p ) )  (8)

The tetraphenylporphine action spectra show a maximum 
at 470 nm for illumination through the silver film, but not 
through the aluminum film. The log transmission at that 
wavelength is about 0.9. The log transmission at 700 nm 
is about 0.15. Subtracting that value to give a crude 
correction for reflection effects, we obtain a log trans­
mission of 0.75. Hence If (470 nm) is about 6.6 X 10~3 nm'1. 
With s equal to 260 nm, the value of p  that gives that value 
of K when substituted into eq 8 is 180 nm. Using that 
value of p and determining K as a function of wavelength 
from the log transmission, eq 7 can be used to generate 
a simulated action spectrum that reproduces all o f the 
features of the actual photovoltaic action spectrum for 
illumination of the tetraphenylporphine through the silver 
film, except for the dip at 400 nm.

For the octaethylporphine sandwich cell there is no 
maximum in the action spectrum for illumination through 
the silver film that does not correspond to a maximum in 
the other action spectrum. We can set a lower limit on 
p by using the largest value of K  that occurs, which is 2.0 
X 10~2 nm-1. The result is that p equals 227 nm, or all o f 
the film to the accuracy of the calculation. These values 
for the thickness of the photoactive region for mechanism
(iii) agree very closely with the calculated thicknesses of 
the depleted regions in the two kinds o f porphyrin 
sandwich cells. Since there is an electric field in the 
depleted region which can separate electron-hole pairs, we 
conclude that mechanism (iii), like mechanism (i), involves 
production of charge carriers in the bulk material. The 
only difference between mechanism (i) and mechanism (iii) 
is the lower quantum yield for the latter, which occurs for 
photons with wavelength greater than 400 nm.

Thus there are three mechanisms for production o f 
charge carriers: (i) Photons with energy above 3 eV can 
directly produce electron-hole pairs in the bulk of the film, 
since most or all o f the film has an electric field which 
causes some o f the electron-hole pairs to separate to the 
A1 and Ag surfaces, (iii) Photon energies below 3 eV are 
insufficient for direct production of an electron-hole pair; 
however, an initially produced exciton may dissociate into 
charge carriers at some impurity trap or grain boundary,
(ii) More efficient carrier production occurs for a low 
energy exciton that can diffuse to the aluminum-porphyrin 
interface.

These results may partly account for the low quantum 
yield for fluorescence of porphyrin films relative to that 
of porphyrins in solution. Inside a film there are mech­
anisms for radiationless decay of excitons into charge 
carriers, which presumably recombine radiationlessly. 
Whether or not these mechanisms completely account for 
the low quantum yield for film fluorescence is not yet 
known.
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Pt'totovoltaic Properties of Porphyrin Films

The quantum yield for current production in the limit
of low light level can be calculated from the parameters
of eq 4 which is used to fit the data shown in Figure 6.
Correcting for the optical density of the aluminum film,
which is 0.92 for the octaethylporphine cell and 0.68 for
the tetraphenylporphine cell, the quantum yield is 3.4%
for the octaethylporphine cell and 0.9% for the tetra­
phenylporphine cell. These values are for the wavelength
with the highest yield (Figures 4 and 5) for each porphyrin,
which is 400 nm for the octaethylporphine and 440 ron for
the tetraphenylporphine. Values obtained for other
materials are 0.7% for Crlchlorophyll atHg sandwich cells7

and 0.15% for Allmagnesium phthalocyaninelAg cells.6

Since the 1-V curve of an illuminated porphyrin
sandwich cell is nearly a straight line, the energy efficiencY
can be calculated from the short circuit current (18C) and
the open circuit voltage (Voc)' The maximum energy
efficiency is given by

1)max = Voe Ise /4LA (9)

L is the light intensity (W/cm2) and A is the area of the
sandwich cell which is 1 cm2

•

The quantum yield for current production is given by

IiJpe == Ephoton Ise/LA (10)

E photan is the energy of a photon of the illuminating light,
and must be given in electron volts for the formula to have
the proper dimensions. From these two expressions the
energy efficiency can be written as a function of the
quantum yield:

"7 max = (¢pe/4)(Voe/Ephoton) (11)

VDC is about 0.4 V at the maximum light level at which the
quantum yield has not dropped significantly below 3.4%
for the octaethylporphine sandwich cell for illumination
by 400-nm light. Therefore the maximum efficiency is
about 0.1 % or 10-3• This is based on photons actually
incident on the porphyrin film. The best efficiency of the
Allmagnesium phthaIocyaninelAg sandwich cell is given
as 0.01 %.6 The best efficiency for the Crlchlorophyll alHg
sandwich cells is given as 0.05%.7 However it should be
noted that the chlorophyll a cells maintain their efficiency
to a higher light level than the octaethylporphine cells.

6. Conclusion
Electrical properties of AlloctaethylporphinejAg sand­

wich cells and AlltetraphenylporphinelAg sandwich cells
indicate the presence of a Schottky barrier with all of the
octaethylporphine depleted of holes and most of the

885

tetraphenylporphine depleted. Action spectra indicate
charge carrier production by three mechanisms: (i) Light
with energy above 3 eV, the gap between valence and
conduction bands, can p:oduce electron-hole pairs directly.
Light of any energy can produce excitons which can
produce charge carriers by (ii) diffusion to the alumi­
num-porphyrin interface or (iii) by a bulk process probably
involving collision with traps, defects, or grain boundaries.
The maximum quantum yield for current production at
low light levels is 3.4% for octaethylporphine and 0.9%
for tetraphenylporphine for light incident on the alumi­
num-porphyrin interface. For octaethylporphine, most
of the carrier production results from mechanism (ii), and
the maximum photovoltaic efficiency is 0.1 % based on
light incident on the porphyrin. Quantum yields and
efficiencies falloff as the light level increases due to
electron-hole recombir.ation.
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A differential form for the Bottcher-Onsager law is derived. Based on this form, a new method is presented 
for determining the polarizability and apparent radius of the molecules of a solute from measurements of the 
temperature variation of the density and specific refractive increment of its solutions. The method is particularly 
applicable to solutes which are only slightly soluble in a given solvent. The density and specific refractive 
increment of aqueous solutions of tungstosilicic acid have been measured at four temperatures: nominally, 
20, 25, 35, and 45 °C. The densities are found to be linear functions of concentration in the range 0-0.03 M. 
From the density measurements, the apparent molar volume of H4Si0 4(W03)x2 at each temperature is determined. 
The specific refractive increment is determined for radiation at 589 mg. Using our differential method, we 
find «2 = 50 ±  5 A3 and a2 = 3.2 ±  0.2 A, where a2 and ai are the polarizability and effective radius, respectively, 
of Si04(W 03)i24~.

Introduction
According to the theory o f Onsager, the index of re­

fraction of a fluid depends upon the polarizabilities and 
radii of the molecules it contains.1 In Onsager’s model, 
a molecule in the fluid is considered to be a spherical cavity 
o f molecular size surrounded by an otherwise continuous 
dielectric. At the center of the cavity, there is a point 
electric dipole whose magnitude is proportional to the local 
electric field. The electric field is assumed to be estab­
lished by a light wave passing through the fluid. Since the 
period o f oscillation o f the light wave is short compared 
with the relaxation times of the permanent multipole 
moments of a molecule, these moments do not contribute 
to the polarization in the fluid. The induced dipole thus 
represents the leading term of a multipole expansion of 
the interaction of the electric field with the molecule.2 
Moreover, if (X/a) »  1, where X is the wavelength, and 
a is the molecular radius, then the time dependence of the 
wave is unimportant, and the interaction of the wave with 
the molecule may be considered as a problem in elec­
trostatics. Employing this model, Bottcher derived from 
Onsager’s work the formula

(n2 -  l ) (2 n 2 + 1) r Njaj
12itn2 j=i 2otj/ n2 -  1 \

~ o / W  + 1 /

where n is the refractive index of a solution containing r 
components, and Nj, ctj, and a, are the molecular number
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density, electric dipole polarizability, and molecular radius 
of the jth component. Bottcher used the equation to 
determine the radii and polarizabilities of a number of 
simple inorganic molecules .and ions.5-9 In two recent 
papers, the equation has been applied to the biologically 
interesting molecules, glycine10 and urea.11

As a test of the application of eq 1 to an inorganic 
macromolecule, we have measured the densities and re­
fractive increments of aqueous solutions of tungstosilicic 
acid, H4Si04(W 03)i2. This substance was chosen because
(1) it forms solutions which are monodisperse;12,13 (2) as 
a strong electrolyte, it involves no complex equilibria;13 and
(3) x-ray diffraction measurements on the variously hy­
drated crystals and on the aqueous solution have shown 
that the molecule is essentially a cube-octahedron14— a 
shape which can be closely approximated as a sphere for 
the purposes of the Bottcher-Onsager theory.

In preparing our solutions, we found that tungstosilicic 
acid had a solubility in water at room temperature of less 
than 0.03 M. The measured density and refractive index 
of this solution differed little from that of pure water. This 
observation led us to develop a differential form o f eq 1 
and apply it to our data in a fashion which has heretofore 
not been reported.

Theory
Consider for the moment a system consisting o f the 

solvent alone. We rearrange eq 1 to the familiar Bottcher 
form

IJWAV^ = 1  _ J_ W  ~ 2 
(n 02 -  l ) ( 2 n 02 + 1) aC 2n 02 + 1
where n0 and A/\° are the index of refraction and number 
density, respectively, of the pure solvent. In order to 
determine and ai for the solvent, the index of refraction 
and the number density are measured as functions of 
temperature15,16 or pressure.2,3 A plot of the left-hand side
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TABLE I: Summary of Data and Derived Quantities'2

Differential Form of Bottcher-Onsager Law 697

t ,°  c
fe,gM-

mL-‘ cm3/moI
0(X 10‘ 22) 

mL’ 3
a2 (LL),

A 3 p0,b g/mL n0c
20.00 2.531 347.4 -1 9 .2 5 4.741 88.79 0.998 234 1.333 345 9
24.76 2.532 347.4 -1 9 .2 3 4.731 88.65 0.997 137 1.332 880 0
34.85 2.534 347.8 -1 9 .1 9 4.723 88.53 0.994 115 1.331 667 9
45.01 2.536 339.1 -1 9 .0 1 4.719 88.31 0.990 240 1.330 182 6
a, = 1.32 A 3 a , = 1.39 A , '.r- - 'Jc

a 2 = 50 ± 5 A 3 a 2 = 3.2 ± 0.2 A

0 Estimated random errors in k,  V 2, (3, d, a lt and o, and the Lorentz-Lorenz values of a 2 lie beyond the last digit quoted. 
b Water density data from ref 26. c Water refractive index data from ref 27.

2^-2
2"0+'

Figure 1. Bottcher plot for water. Numbers by each point specify the 
temperature in °C.

of this equation (usually referred to as l/a\*) as a function 
of (2n02 -  2 )/(2n02 +  1) should give a straight line with 
intercept 1 /ax and slope -1  /cq3. A sample plot for water 
is shown in Figure 1. The values of ai and aq listed in 
Table I were derived in this manner from the data in 
Figure 1.

To determine the radius and polarizability of the second 
component in a two-component system, eq 1 is put in the 
form7

J _  = J_ 1 2 * ^ 2  (3a)
Oil * a 2 a2 2rt2 + 1

where

(n 2 -  l ) ( 2 n 2 +  1) 
127m2

'  N 1a l T ‘
a] 2n2 -  2 
a 7  2n2 + 1_

(3b)

In this case, n, Nu and N2 are varied by changing the 
composition of the solution. If the values of oq and a1 have 
been determined as above, then l / a 2* as a function of (2n2 
- 2 ) /  (2n2 +  1) yields a straight line with intercept l / a 2 and 
slope -1  /a 23. In the situation in which the solute is only 
slightly soluble, however, the difference between the two 
terms inside the brackets in eq 3b is very small. Hence, 
high precision measurements of n and N2 are required if 
a2 and a2 are to be determined.

This difficulty can be ameliorated somewhat by re­
placing n by the refractive increment An = n -  n0. The 
refractive increment can generally be measured more 
accurately than n.17 In order to analyze measurements of

0 0.01 0.02 0.03
C Z(M)

Figure 2. Density at 20 °C of an aqueous solution of tungstosilicic acid 
as a function of concentration.

An, however, it is helpful to have eq 1 in differential form. 
We wish to form a Taylor series expansion o f the right- 
and left-hand sides of this equation about the values they 
would have if only the solvent were present. In so doing, 
we shall rely on some experimental facts.

Taylor Series for the Density. The density of an 
aqueous solution of tungstosilicic acid is a linear function 
of the solute concentration18 (see also Figure 2). Thus

o = P i° +  kc2 (4)

where p is the solution density, Pi° is the density o f water, 
k is a constant, and c2 is the concentration in moles/liter 
o f tungstosilicic acid. Equation 4 can be made the basis 
for establishing a linear relation between N°, Nh and N2.
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With the relations c2 = 1000N2/A and p® = Nï0Ml/A, eq 
4 may be put in the form

(5)

( 6)

N l°M1 1 00 0kN2
p = ~ r ~  + ~ ^ ~
The density of a solution can also be expressed as 

N 1M 1 , N2M2

where A is Avagadro’s number, and Ml and M 2 are mo­
lecular weights of the solvent and solute, respectively. 
Combining eq 5 and 6, we arrive at the desired relation

Ni = Ni° +  PN2 (7a)

where
fi = (1000k -  M2)/Mi (7b )

On the basis o f eq 4, it is easy to show also that

(3 = - V 2/V, (8)

where Vx and V2 are the respective apparent molar vol­
umes.18 Equation 7a constitutes a Taylor series expansion 
in two terms of Nx about Nx .

Taylor Series for the Refractive Increment. To proceed 
further, we must take note of the fact that tungstosilicic 
acid is a binary electrolyte. Hence, we turn our attention 
to a three-component system. We shall label the anion as 
species 2 and the cation as species 3. For a general strong, 
binary electrolyte with formula (2)p(3)g, we have
qN2 = pN3 (9)

In eq 1, we treat (n2 -  l)(2n2 +  l)/1 2 x n 2 and (1 -  2(ajf 
a /)(2n2 -  2)/(2n2 + 1)) as functions of n and expand them 
in a Taylor’s series about n0. If we retain only first-order 
terms in the difference An = n -  n0, the expansions are

(n2 -  1)(2n2 + 1) _ (n02 -  l)(2n02 + 1)

( 10)

12 tin2 127m02
(  2n04 +  1\

+ ■ —, -  An
V 6xn o3 /

and

f  ctj 2n2 - 2 T ’ I" ay 2tt02 - 2 T
L a /  2n2 +  l j L a /  2n02 +  lJ

12n0 oij f‘  2n02 -  2 T 2
(2n02 + l ) 2a /  1 a /  2n02 + l j (ID

Final Result. We now substitute eq 7a, 9, 10, and 11 
into eq 1 and retain only first-order terms in An and 
N2/Nx . The result is

{tip2 -  l ) ( 2 n 02 + 1)
127m02

2rc04 -An = N ,°alD 1

+ 12n„ ( « , / « , i ) 0 D , i n  +
a oD-)

( 2 ^ + i r
+  (<7/P)a3-D3)A/2 (12a)

where

_  T a.- 2n02 -  2 -1

; [  a? 2n02 + 1
(12b)

The first term on the left of eq 12a and the first term on 
the right constitute the leading terms in the Taylor series. 
Each of these terms depends upon the properties of the

Figure 3. Na d line refractive increment at 20 °C  of aqueous solution 
of tungstosilicic acid as a function of concentration.

solvent alone. By rearranging eq 2, one may show that 
these terms cancel exactly. The remaining terms which 
involve Dj may also be simplified by use of eq 2. The result'*' 
o f these simplifications is

, ( 2  n 02 + 1'
+{qlp)a3

r^TrA^a, -  I K 2 + (47rlV,0ni + 1)1 /An
L 47rN10a l J W 2
(ftp2 ~ l )(2 tt02 + 1)

12ir/i0% °
P

where

_  o a j  n o2 -  1 
a,-3 2n02 + 1

(13a)

(13b )

For tungstosilicic acid, An/N2 is independent o f 
concentration18 (see also Figure 3). To simplify eq 13, we 
may thus use the relation

An = 6N2 (14 )

where 8 is the specific refractive increment.
Because of the charge neutrality required of ionic so­

lutions, the quantities <*2 and a3' occur together in eq 13. 
Hence, one must be known if the other is to be determined 
from measurements of ¡3 and 6. Bottcher solved this 
difficulty by taking the polarizability of one of the least 
polarizable ions, Li+, to be zero.7 Then from measurements 
of the refractive index of solutions of LiC104 he determined 
the radius and polarizability of C104~. With this infor­
mation known, it was then possible to determine the radii 
and polarizabilities of a number o f other simple ions.7

In our case, it was impossible to follow this procedure 
since the completely neutralized salts of tungstosilicic acid 
are thought to be unstable.18 The acid, on the other hand, 
ionizes to produce protons, the stable form of which in 
aqueous solution is the hydronium ion. Whatever the 
structure of the hydronium ion, it must certainly contain 
fewer optically active electrons than the complex ion 
S i04(W 03)x24”. Consequently, the hydronium ion should 
have much the smaller polarizability. We thus set a3 = 
0 in comparison with a2. Combining this simplification 
with eq 14, we find for eq 13a

a2 =

X

2 Up +  1
6im03

RdxAr,0«! -  l)n02 + (éirNfcn + 1)1
L 4 7riVi0a 1 J 6

(n02 -  l ) (2 n 0 + l ) fl
12nnQ2N l° P (15 )
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(16)

where d1 and d2 are me~ured deflections. The subscripts
1 and 2 correspond to the 180 and 0° positions of the cell,
respectively. The difference (d1 - dz)so'v was read with the
solvent on both sides of the cell and the difference (d1 ­

d2).oln was read with the solution on one side and the
solvent on the other. The reading of the individual de­
flections was commonly repeated 12 times with a typical
standard deviation of 0.32 in d. The values of d lay in the
range 50--970.

Calibration. It was found that the 589-mJ,L refractive
increment data of KruiE,19 for aqueous solutions of KCI at
20°C was closely followed by the equation

b.n = AC + BCl. 7375 (18)

where A = 1.369 X 10-' and B = -2.64 X 10-5. The RCI
concentration in units c.f g of ReI per 100 g of water is C.
The value of the exponent was determined by treating it
as a free parameter in 9. routine in which A and B were
least-squares parameters. The sum of the squares of the
residuals was minimized with respect to the exponent.
Errors in the value of the exponent are confmed to the fIfth
decimal place. The calibration of our refractometer
consisted of determining L\d for a number of aqueous KCI
solutions. Fitting our results to the equation

which allowed us to calculate L\n from a measurement of
6.d.

we found K = 7.009 X 10-3• By combining eq 18 and 19

Iln = AKL\d + B(Kb.i)1.7375 (20)

Results
Number Density Determination. Besides the 24 hy­

drate, there are several other crystalline forms of tungs­
tosilicic acid including the 29, 21, 14, and 6 hydrates.20
Since the Fisher material, nominally the 24 hydrate, might
contain one or more of these as an impurity, we decided
to make a determination of the water content by ther­
mogravimetry (TG). Simultaneously with the TG, we
recorded a differential thermal analysis (DTA).21 As the
temperature increased during the DTA, we observed four
endotherms followed by a single exotherm. We presume
the endotherms to be caused by transitions between
crystalline structures containing different numbers of water
of hydration. Noe-Spirlet et a1. have described some of
these structures as observed in tungstophosphoric acid,
which is isomorphous with tungstosilicic acid. 22 The
position of our highest temperature endotherm and the
exotherm which followed it agree with those observed for
the 6 hydrate by West and Audrieth. 23 We observed the
center of the exothermic peak to occur at approximately
515°C. X-ray diffract:on patterns of the Fisher material
which had been heated through the exotherm were con­
sistent with a mixture of Si02 and W03.

24 Hence, we
concluded that this exotherm was associated with the
complete dehydration of the crystal. From the weight
registered after the exotherm, we calculated the weight
fraction of H20 in the original Fisher material. Three TG
runs gave a mean value of 0.1454 for this quantity. From
this we calculated the weight fraction of H4Si04(W03h2
in the Fisher material to be 0.8527. This information
combined with weighi:lgs of the Fisher material allowed
us to determine the number densities N, and N2 of solvent

Differential Form of Bottcher-Onsager Law

Description of the Differential Method. Equations
similar in form to eq 13 and 15 have previously been
obtained by Bottcher.9 Our results differ from his,
however, in two ways.

First, in passing from eq 12a to eq 13a, Bottcher did not
use eq 2 to remove the dependence upon a, from the terms
involving D1• Consequently, when density and refractive
index data on the solvent were too poor to determine al
accurately, he was required to assume al to be identical
with the molecular radius measured by x-ray diffraction
studies of the solid.

Secondly, by combining measurements of the density
and refractive increment of a solution at a given tem­
perature, Bottcher determined cxz' from his form of eq 15.
The quantity CX2', however, is a function of both CX2 and a2.

Hence, a value for either CX2 or a2 must be known before
the other can be determined. Bottcher chose to identify
q2 with the crystallographic radius of the ion and calculated
(X2. We wish to show, however, that both CX2 and a2 can
be calculated from measurements of the temperature
dependence of the density and refractive increment of the
solutions. The quantities no, N,o, {3, and 8, which appear
on the right-hand side of eq 15, are implicit functiom, of
the temperature. Hence, by varying the temperature, we
may obtain a range of values of CX2'. A plot of 1/cxz'

1 1 1 2n 0
2

- 2
;;; = 0'2 - a2.1 2n

0
2 + 1

as a function of (2n02 - 2)/(2n02 + 1) is a straight line with
intercept l/cx2 and slope -1/al This is the method which
we have used to determine CX2 and a2 for Si04(W03h24-.

Experimental Section

Apparatus. A Brice-Phoenix differential refractometer
was used for the determination of the refractive increment.
The limiting precision of this instrument is ±3 X 10-£
within a range of 0.01 unit of L\n. 17 A Na D line (589 mJ,L)
light source was used for all measurements. Nominal
25-mL pyncnometers were employed for the density de­
terminations. Experiments were carried out at 20.00 ±
0.02, 24.76 ± 0.01, 34.85 ± 0.02, and 45.01 ± 0.05 °C. An
open-air water bath with sensitive heating and cooling
elements was used at the two lower temperatures. A closed
Neslab bath was used at the two higher temperatures.

Materials. Analytical grade KCI obtained from the
Fisher Scientific Co. was used in the refractometer cal­
ibrations. This material was dried at 150°C in a vacuum
oven for 24 h prior to use. The tungstosilicic acid was
Fisher Scientific lot no. 734937, nominally the 24 hydrate,
H4Si04(W03)12·24H20. All solutions were prepared from
water which was doubly distilled from a glass apparatus.

Procedures. All weighings were corrected for air
buoyancy and had a precision of ±0.1 mg. The temper­
ature of the refractometer cell was maintained by pumping
water from the bath through the cell jacket. During the
experiments at 35 and 45°C, both the tubing leading to
the cell jacket and the jacket itself were heavily insulated.
At 45 °C, a holdup container fitted with a thermometer
was placed in the flow line to measure the temperature of
the water just before it entered the cell. Our standard
thermometer was calibrated by the ORNL Metrology
Research and Development Laboratory. The Brice­
Phoenix refractometer contains a divided sample cell. On
one side of the cell is placed the solvent and on the other
side the solution. A light beam passing from the solvent
into the solution (or vice versa) is refracted at the interface.
The deflection of the light beam is read on a calibrated
micrometer eyepiece. The refractive increment is a

function of the difference Ild given by

b.d = (d 1 - d 2)sOln - (d l - d 2 )solv

C= KL\d

699
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(19)

The Journal of Physical Chemistry, Vol. 81, No.8. 1977



700 Baird et al.

and H 4Si0 4(W 03) 12, respectively, from the formulae

AT, = [(1  -  w2)pA]/M1 (21 )

N2 = w2pA/M2 (22 )

where w2 is the weight fraction of H4S i04(W 03) 12 in the 
solution. We took, for the molecular weight of water, M, 
= 18.0154, and for H4S i04(W 0 3)i2, M 2 = 2878.294. For 
Avagadro’s number we took the value 6.022169 X 1023.

Least-Squares Methods. We used the method o f least 
squares to fit the data set (N2, JV, -  N i)  to eq 7a and the 
data set (N2, An) to eq 14. Both abscissa and ordinate in 
each o f these data sets are subject to experimental error. 
The usual method of least squares, however, assumes that 
the error is confined to the ordinate alone. Since we 
regarded the effect of error in both abscissa and ordinate 
to be important, we followed York’s method which allows 
both to be taken into account.25 York’s method assumes 
that the data may be represented by a linear equation 
containing a slope and an intercept. Each of eq 7a and 
14 contains only a slope {0 and 0, respectively). Th:s fact 
required some specialization o f York’s results. The de­
rivation o f these formulae is presented in the Appendix. 
In these formulae, a statistical weight is associated with 
each measurement. The statistical weights are related to 
the random errors in the measurements through eq A 3 and
A.4 of the Appendix.

For the case o f the data to be fitted to eq 7a, the errors 
were estimated by a propagation of error analysis of eq 21 
and 22. We found the errors to be dominated by the error 
incurred in determining the water weight fraction in the 
TG analysis. The statistical weights were found to satisfy 
eq A.10, so that 0 could be calculated from eq A .ll.

For the case of the data to be fitted to eq 14, the errors 
were estimated by propagation of error analysis o f eq 20 
and 22. The statistical weights were found to be different 
for each measurement, so that 6 was calculated by solving 
eq A.9 as a “ cubic” .

The results of the calculation of 0 and 8 are shown in 
Table I. Also shown are values of the density of water at 
each temperature interpolated from a table given by Kell.26 
The values of the refractive index of water were calculated 
from data given by Tilton and Taylor.27 Tilton and Taylor 
reported tbe ratio of the refractive index of water to that 
of air. To produce the values in Table I, we corrected 
Tilton and Taylor’s data at each temperature to absolute 
values according to the procedure they recommended.28

In Figure 1, we show a Bottcher plot for water which 
spans the temperature range 15-100 °C. The plot is based 
upon the density data of Kell and the refractive index data 
listed in the “ Handbook of Chemistry and Physics” ,29 
which cover a wider range of temperature than that of 
Tilton and Taylor. In agreement with Bottcher1E and 
Orttung,16 we find that the data for temperatures below 
about 50 °C differ noticeably from a straight line. Unlike 
the plot presented by Bottcher,15 who did not have access 
to data at the boiling point, we can observe no definite 
curvature above 75 °C. We show the least-squares line 
running through the data. The least-squares parameters, 
ai and ab are given in Table I.

Figure 4 shows a plot of l / a 2' as a function of (2n02 -
2 )/(2 Uq +  2). The values of a2 were computed using eq
15. We show the least-squares line (eq 16) with parameters 
calculated according to the procedure of York for the case 
of a line with a nonzero intercept.25 The statistical weights 
required by York’s method were calculated from a 
propagation of error analysis o f eq 15. We report the 
least-squares values for a2 and a2 in Table I. The least- 
squares errors in a2 and a2 are dominated by the points
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Figure 4. Bottcher plot tor tungstosilicic acid dissolved  in water. 
Numbers above each point specify the temperature in °C.

in Figure 4 at 20 and 25 °C, respectively, which lie the 
farthest off the least-squares line. Hence, the values of 
a2 and a2 have a lower precision than the precision esti­
mated for the values of 0 and 6. £he  difference is probably 
due to some random error which was not taken into ac­
count in the propagation of error analysis of eq 15.

Lorentz-Lorenz Results. It is useful to compare the 
above results with those obtained using the Lorentz- 
Lorenz formula

n2 -  1 
n2 + 2

4n
~3;2 N & (23)

This equation may also be put in differential form by 
following the procedures described above. For a two- 
component system, the result is

An =
2n (n02 + 2 )2 
9 n0 (0ott + a2)N2 (24 )

which when we use eq 8 to remove 0, we obtain 

9 n0 \V i V2J (25 )

For a strong, binary electrolyte 

27T (n02 + 2 )2
An = - ~ ------------- L (0at + a2 + (q/p)a3)N2 (26 )

y rc0
As before, if we set a3 = 0 and use eq 14 to remove the 
dependence of N2, we obtain

«2 =
_9_ n06 _
27t (nQ2 + 2 )2 a '

(27 )

Using the values of 0 and 6 listed in Table I, we calculated 
a2 from eq 27. The results, which are slightly temperature 
dependent, are listed in Table I.

Discussion
The data which we have presented above constitute a 

test of our concept of determining a2 and a2 from mea­
surements of the temperature dependence of 0 and 6. It 
should be possible to apply the method to nonaqueous 
systems as well. The method would be the one o f choice 
in a case where the solute was only slightly soluble in the 
solvent. For best results, the solvent should have a long 
liquid range and its density and refractive index should 
be strong functions of temperature. These requirements 
Eire desirable so that the coefficients of 0 and 6 in eq 15 
and the quantity (2n02 -  2 )/(2n02 + 1) in eq 16 may be 
varied through ranges which are large compared with any



(28)

Differential Form of Bottcher-Onsager Law

uncertainties associated with the values of N I°and no.
Our measurements indicate that the Lorentz-Lorenz

value for a2 is about 44% higher than the Bottcher value.
This is similar to Bottcher's results for the halide ions F-,
Ct, Br-, and 1- for which he found the Lorentz-Lorenz
values for the polarizabilities to be respectively, 3, 14, 17,
and 18% larger than his own.9 The results suggest that
the difference may increase with increasing number of
electrons in the ion.

X-ray diffraction studies of Si04(W03h24- in solution
have indicated that the 12 tungsten atoms are situated on
the edges of a cube 4.99 A on a side.14 The Si04group is
located inside the cube. For the purpose of assessing the
validity of the Onsager model, it is useful to compare o~r-'

value for a2 with the radii of the two spheres which can
be associated with a cube of side 4.99 A. An inscribed
sphere (tangent to the faces of the cube) has a radius of
2.495 A and a circumscribed sphere (passes through the
corners of the cube) has a radius of 4.321 A. These two
radii bracket our value of a2' Both the x-ray measurements
and our optical measurements indicate that Si04(W03) 124­
has a very compact stqfcture.

Johnson, Kraus, and BcatchardlB measured the density
of aqueous solutions of tungstosilicic acid at 25°C and
found that eq 4w.iIS satisfied with k = 2.463. From Table
I, it can be Seen that our value of k at this temperature
is in good agreement. The small difference is probably due
to the fact that Johnson et a1. calculated their value of k
by a simple numerical average, while we used the least­
squares method of York. Such varying statistical methods
applied to. similar sets of data often lead to differences of
this order' of magnitude.3o By combination of eq 7b and
8, we find

V
2
= VI (M)- l03k)

M1

Since 103k is very. nearly equal to M 2 = 2878.294, any
differences in values for k show up as a magnified dif­
ference in values for V2• Our value for V2at 25°C is listed
in Table I. From their value of k, Johnson et al. found V2

= 414 cm3/mol at 25°C, Because of the general agreement
between the values of k, the molar volumes should also be
considered to be in satisfactory agreement. In Table I, we
also list V2at three other temperatures. Although k varies
uniformly with temperature, V2does not because the molar
volume of water VI is also changing with temperature.

In recent work, Scholte has used the Lorentz-Lorenz
formula to derive an equation linking the refractive in­
crement of a solution to the molar volume of the solute. 31

Within the validity of the Lorentz-Lorenz formula, his
equation is general in the sense that it holds at any
concentration. For dilute solutions, his result reduces to
eq 24. Scholte also mentions the possibility of using the
Bottcher-Onsager equation as the starting point for de­
riving a relation between the refractive increment and the
molar volume. For the case of dilute solutions (i.e., eq 4
applies), our eq 15 and 16 form that relation.

Effect of Dissolved Air. Tilton and Taylor used water
which was saturated with air in their refractive index
experimentsY Although they made no careful study of
the effect of dissolved air, the~ noticed, however, that water
saturated with air had a refractive index which was lower
by roughly 5 X 10~ than water that had been freshly
degassed by heating. They proceeded to estimate on the
basis of an assumed linear relationship between the re­
fractive index and the density of water that the effect of
the dissolved air was to decrease the measured refractive
indices by about 1 X 10-6. Equation 25 allowed us to check
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Tilton and Taylor's observations and estimates. Of the
major constituents in the atmosphere, we considered only
nitrogen and oxygen. Although the solubility of CO2 in
water is much greater than either nitrogen or oxygen, the
effect of dissolved CO2 ,)n the refractive index of water can
be neglected in comparison with the former two gases
because of its small abundance (0.033%) in the atmos­
phere. Since eq 25 was derived from the Lorentz-Lorenz
formula, we calculated the polarizability of water at from
al = (3/47rNIO)(no2 -l)/(no + 2) in order to be consistent.
At 20°C, we found al == 1.47 A3 using the refractive index
and density data listed in Table I. For nitrogen we took
a partial pressure of 0.78 atm, a Henry's law constant32 of
8.24 X 104, estimated the molar volume from the liquified
gas density33 as 0.8081 glcm'1, and used a polarizability of
1.76 A3 calculated from the Lorentz-Lorenz formula and
the refractive index and density of nitrogen gas.34 Sub­
stituting the data into eq 25, we found tm ::: -3 X 10-7

• For
oxygen, the equivalent data wer.e partial pressure of 0.20
atm, a Henry's law constant32 of 4.58 X 10\ liquified gas
density35 of 1.149 g/cm3, and a polarizability34 of 1.61 A3.
The result was b..n = -7 X 10-7

• The refractive increments
are negative because in both cases at/VI is greater than
a2/V2• The effects of nitrogen and oxygen combine to
produce a total refractive increment of -1 X 10-6. This
result is in excellent agreement in regard to both sign and
magnitude with the observations and estimates of Tilton
and Taylor. .

In the derivation of eq 1, it is assumed that the relation
n 2 = E holds where E is the dielectric constant of the so­
lution. If the highest accuracy is desired, Orttungl6 has
pointed out that the exact relationship E = n2

/ J.L should be
used, where J.L is the magnetic permeability of the solution.
The frequency disper!"ion of the magnetic permeability IJ.Q

of water does not seem to be known, but for a static
magnetic field J.Lo -1 ::: -9 X 10-6.36 The combined effect
on the water dielectric constant of (1) ignoring the presence
of dissolved air (b..n ::: -1 X 10-6) and (2) assuming the
permeability to be unity is given by Eo = no2(1 + till1nof IIJ.Q
"" no2(1 + (9 - 1.5) X 10-6). Hence, we see that the two
systematic errors contribute in opposite directions and
tend to cancel. If b..n is as large as -5 X 10-6 as suggested
by Tilton and Taylor. then the two errors cancel nearly
identically.

Effect of CurvatUrf in the Water B-O Plot. Chen and
Orttung38 have argued that the curvature seen in Figure
1 is due to a small temperature dependence of al which
amounts to -0.0018 A3between 0 and 62 °e. They point
out that the molecules in water are partially oriented due
to hydrogen bonding Hence, the directions of the mo­
lecular dipole moments are not completely random.
Furthermore, each dipole moment is the source of an
electric field. There is, consequently, a contribution to the
local electric field at the site of any given molecule which
is due to correlations between the orientations of its
neighbors. The local field is enhanced by as much as 2 X
105 esu by this effect. Since the degree of ordering by the
hydrogen bonds is a function of temperature, the local field
changes with temperature. Now, due to the existence of
hyperpolarizabilities, the observed molecular polarizability
is a weak function of the local field. Hence, they argue,
the observed polarizability may be temperature dependent.

Although of considerable interest, this argument has
little influence on our data. This is because in eq 15 only
the product Nloal appears. From Table I, it may be seen
that Nl oundergoes a fractional change of -8 X 10-3, while
according to the results of Chen and Orttung, a1 suffers
a fractional change of at most -5 X 10-4 over this tem-
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perature range (see Table I 0: ref 38). Consequently, the
change in N10exi with tempe:ature is dominated by the
change in N10. The use of a least-squares average po­
larizability thus seemed to us to be the best approach.
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Appendix
Consider N pairs of observations (X j , YJ. We wish to

find adjusted values (Xi, Yi) &nd slope b, such

(A.I)

Following York, we answer this question by minimizing
S, the sum of the squares of the deviations

(A.2)

subject to the constraint expressed by eq A.I. In eq A.2,
w(Xi) and w(Y) are statistical weights which can be
calculated from the relations

Baird et al.

(A.12)

where t(X) and t(Y;) are the errors in Xi and Vi, re­
spectively. Performing the indicated partial derivatives
implicitly using eq A.9, we find

Eb = (b 2 + c)[L(Y/ + cX/)w(Xd] 1/2/
I

[~w(XJ(CXj2 + 2bXiYi - Y j
2)] (A.13),

where we have assumed that w(Xj) = Ij(t(X j»2 and w(Yj)
= 1/(t(y;»2.

In the general case where there is no relation between
the statistical weights, we must use some method of
successive approximations to obtain b from eq A.9. We
have found it useful to begin by estimating b from a linear
plot of the data. We then calculate the Wi from eq A.8.
We next treat eq A.9 as a cubic and solve it for b. With
this value for b, we recompute the Wi and repeat the cycle
until convergence is achieved.

Treated as a cubic, eq A.9 has the form

where t(X;) and t(Y;) are estimates of the errors in Xi and
Vi, respectively.

The results of this approach are

A·b
X j =- W(~j) + Xi (A.5)

Equation A.13 has three roots given by

bj+ j =a + 2(a 2
_(3)112 COS [(1/3)(¢ + 21Tj)] (A.16a)

j = 0,1,2

w(X j ) = l/(E(XiW

w(Yj ) = 1/(E(yj »2

A·
Yj = w(~j) + Yj

Aj = Wi(bX j - V;)

where IAil are Lagrange multipliers and

W. = w(Xj)w(Yj)
, w(X j ) + b2w( Vi)

(A.3)

(AA)

(A.6)

(A.7)

(A.8)

b3
- 3exb2 + 3(3b - 'Y = 0

where

ex = (2/3)[LWj2X i Yi/W(X j)] [LW j
2X//

, I

Wj(Xj)]-1

{3 = (1/3)[~W/Yj2/w(Xd,
- LWiX j

2] [~Wi2X//W(X;)ll,
'Y = -[LWjXjYJ [LW j

2X,2/W(X;)]-1
I I

where

(A.14)

(A.15a)

(A.15h)

(A.15c)

In our work, we have always found that the physically
meaningful root corresponded to j = O. Equation A.12 may
be used in conjunction with eq A.14 and A.15 to estimate
the error in b.
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The excess free energy of solution of helium, hydrogen, and argon in water--ethanol and water-Z-methyl-Z-propanol
mixtures is compared to the calculated values by means of equations derived from the scaled particle theory.
An important part of the observed effect is reproduced in the calculations.

I. Introduction
A previous paper has considered the prediction of free

energies of transfer of nonpolar solutes from water to
aqueous solutions! by means of calculations based on the
scaled particle theory (8PT).2,3 New and accurate data are
just appearing on the solubility of He, H2, Ar, and O2in
water--ethanol and water-2-methyl-2-propanol mixtures.4

,5

Thus it is now possible to compare experimental data with
those computed from the 8PT, for the solution of these
nonpolar gases into water-alkanol mixtures, in which
structural effects related to hydrophobic hydration are
considered important. In this paper we present a com­
parison between experimental and calculated free energies
of solution of the sparingly soluble gases He, H2, and Ar
into these water-alkanol mixtures at various alkanol mole
fractions and temperatures.

II. Calculations
The standard partial molal free energy of solution of a

nonpolar solute (with a hard sphere diameter D) is 6.G ;;;;;
RT In K where K is the Henry constant K (= pix. where
p is the pressure and x. the solute mole fraction in the
water alkanol mixture). In the 8PT frame

6.G =:: LiGHS + RTln (RT/V) + Gi (1)

where V is the mean apparent molar volume of the mixture
defined as

xMROH + (1 - X)MH20
V== d

(MROH and MH20 being respectively the alkanol and water

molecular weight, d is the mixture density, and x is be
alkanol mole fraction in the mixture2,3). Now 6.GHS is given
by the equation6

(l/RT)LiGH~ == -In (1- y) + {3X/(1- y)}D
+ {3Y/(1 - y) + 4.5X 2 /(1 - y)2}D 2 (2)

where y, X, and Yare each given by the relation

fIN x jaP + X2bP

y, X, Y == -6 vO n..
X 1 H 20 + X2'/' VROH

(a, b, VOH20, and ¢VROH being respectively the water hard
sphere diameter, the alkanol hard sphere diameter, tJ:e
pure water molar volume, and the alkanol apparent molal
volume, and values of pare 3 for y, 2 for X, and 1 for Y.

It must be noticed at this point that in using eq 2 we
assume that the water-alkanol mixture is a collection of
hard spheres, but that in using the experimental (re9.l)
mixture density (or ¢VHUH)' we partly take into aCCoLnt
structural effects. They are only partly taken into account
mainly because in eq 2 it is assumed that the mixture has
the radial distribution functions of a hard sphere flu:ds
mixture, which are certainly different from the radial
distribution functions of the real water alkanol mixture.

G; is the free energy of interaction resulting from the
existence of dispersion forces between the nonpolar gases
and the solvent molecules and it is given by very cp­
proximate equations only. However it has been found
previously that when a gas is transferred from water to
another solvent 8, G; nearly cancels, i.e., LiG i =Gi• - GE-hO
;;;;; O. Therefore Gj will be neglected in the calculatio:lS.

. rtw ~rnal of F'f1ysical Chemistry. Vol. 81. No.8, 1.177.' ,
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TABLE I: Experimental and Calculated Free Energies o f 
Transfer a Groh  -  A G ^ o  (kJ m ol"1)

Water-ethanol, Water-i-BuOH,
5 0 C 12 0 C

He h 2 Ar He h 2 Ar
Experimental 4.9 5.6 6.6 6.2 7.1 8.2
Computed 4.7 5.2 6.2 6.5 7.1 9.1

Figure 1. Plots of the excess free energy of solution for He in 
water-ethanol (a) and water-2-methyl-2-propanol mixtures (b) against 
alkanol mole fraction x. (dotted line) experimental data; (solid line) 
calculated data.

The values o f a and b are taken respectively as 2.76 A 
for water, 4.36 A for ethanol, and 5.29 A for 2-methyl-
2-propanol.8,9

The densities o f water-ethanol mixtures, and of 
water-2-methyl-2-propanol mixtures have been taken 
respectively from ref 10 and 11, 12.

The hard sphere diameter for the solutes are 
respectively2 2.60 A for He, 2.87 A for H2, and 3.40 A for 
Ar.

The accuracy in the experimental values of AG is ap­
proximately 1 % for He and somewhat better for H2 and 
for Ar.

III. D iscussion
First of all, the computed and experimental free energy 

o f transfer (in kJ m ol'1) from H20  to pure alkanol for the 
considered solutes is given in Table I. It is apparent from 
this table that the experimental and computed data are 
similar, even though, in the calculations, no account has 
been taken o f the interaction free energy arising from 
dispersion forces.

Now the free energy of transfer to the mixtures at 
various alkanol mole fractions should be considered in

G K J m o l 
excess

Figure 2. Plots of the excess free energy of solution for H2 in 
water-ethanol (a) and water-2-methyl-2-propanol mixtures (b) against 
alkanol mole fraction x. (dotted line) experimental data; (solid line) 
calculated data.

more detail. In order to have a more stringent test we have 
considered a comparison between computed and experi­
mental Gexcess where -Gexcess is given by the relation •'

Gexcess " G.x {x G roH ~k (1 “  •XOGj^C)}

where Gx, GR0H, and Gh2o are respectively the experi­
mental (or calculated) value of the free energy of solution 
in the mixture o f alkanol mole fraction x, in pure alkanol, 
and in pure water, and standard states become irrelevant.

Experimental and calculated Gexcess are plotted in Figure
1 for He, against alkanol mole fraction as abscissa. Figures
2 and 3 show similar plots for H2 and Ar. A consideration 
of Figure 1 shows that the qualitative features of exper­
imental curves are reproduced and that the computed 
Gexcess accounts for between 60 and 80% o f the experi­
mental one. Figures 2 and 3 show that the fit becomes 
poorer as the size of the solute molecule increases. This 
is not unexpected. In the original SPT, the solvent 
structure is not accounted for except implicitly since the 
experimental density is used in the calculations. Stillinger 
has shown, when water is taken as the solvent, how to take 
account of structure more explicitly in the calculations, 
making use of the experimental radial distribution function 
for water.13

We have used this model previously7 and found that 
when the solute molecule is sufficiently small, then the 
calculated free energy o f solution into pure water, using 
Stillinger’s modification, is very similar to that computed 
using SPT without this modification, hut that a discre­
pancy exists which increases with the size of the solute
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G KJmOr'
excess
'.2

Figure 3. Plots of the excess free energy of solution for argon in
water--ethanol (a) and water-2-mett'lY1-2-propanol mixtures (b) against
alkanol mole fraction x (dotted. line) experimental data; (solid line)
calculated data.

difference between the free energy computed when the
solvent structure is taken into account and when it is not.

In this treatment, structure is not accounted for, so the
calculated Gexcess will be in error in the negative direction.
If the Stillinger modification could be applied, this cal­
culated Gexcess would become more positive, and be nearer
the experimental values, if the solvent is "structured".

This is what Figure 1 shows. For He in aqueous ethanol
at x < 0.15 and in aqueous 2-methyl-2-propanol at oX < 0.06,
and at the temperatures 5 and 12 °e, the calculated Gex.-.

values are more negative than the experimental ones. This
may be taken as evidence for the enhanced structure in
these mixtures compared to pure water, as has been
suggested before.4

,1l The change from negative to the
positive deviations as x increases could also be evidence
for a decrease in the structure of the solvent as alcohol is
added. .

The fact that this correlation is observed for He only
and not for H2 and Ar (the discrepancy forAr being
greater) is in accord with the effect of the size of solute
molecule to above. However, this type of explanation is
highly tentative.

Finally it should be concluded that in view of all ap­
proximations involved in the calculations, the results are,
in our opinion, surprisingly good for He. Although they
are not so good for H2 and Ar, in'every case, an important
part of the observed Gexcess can be accounted for, using a
theory which deals with volume effects. Structural in­
terpretations, however, are not completely ruled out, since
the density of water-alkanol mixtures is obviously de­
pendent on structural features of these mixtures.
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molecule. This is possibly due to the fact that, when a
solute molecule is sufficiently small, its free energy of
cavity formation (AGBS) should depend largely on the
mixture compactness, which is fully taken into account in
eq 2, but should depend to a lesser extent on the details
of the radial distribution function. Probably this is also
the case when water-alkanol mixtUres are used instead of
pure water. The experimental RDF are not known for such
mixtures so that Stillinger's modification cannot be used
in present calculations.

Another interesting point, resulting from Stillinger's
modification is that, the more "structured" is the solvent
(compared to a hard sphere fluid), the more positive is the
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Mass spectrometric analyses of the vapors over K2C 03 between 1037 and 1184 K show that the sublimation 
pressure is described by In Patm = [(-3.67 ±  0.09 X  104)/T ] +  15.65 ±  0.9. Decomposition to K20(c) and C 02(g) 
is more important than sublimation and obeys the equation In Patm(C02) = [(-3.045 ±  0.1 X  104)/T ] + 14.69 
±  0.9. Sublimation of K20(c) obeys the equation In Patm(K20) = [(-3.817 ±  0.08 X  104)/T ] + 17.28 ±  0.7. The 
equilibrium constant for K20(g) ~  2K(g) + V 20 2(g) obeys the equation In K = [(-3.86 ±  0.11 X  104)/T ] +
17.9 ±  1.0. Derived AfiU00K values are Afif(K2C 03,g) = -234, AH8uU(K2C 03) = 73.0 ±  2, ARf(K20,g) = -76.8 
±  2, AHatom(K20,g) = 137 ±  2, zMiaubi(K20) = 75.8 ±  1.4, AHf(K20,c) = -153 ±  4 kcal m o l 1. It appears K2C 03 
is not detectably soluble in K20.

Introduction
Although potassium compounds generally constitute less 

than 1 % of the ore, coke, limestone, and sinter materials 
used in blast furnaces, it has been recognized1,2 that po­
tassium in several forms reaches a much higher steady 
state concentration in certain regions of an operating blast 
furnace. Predictions of the extremely complex processes 
present and the mechanisms by which potassium is 
transported in these furnaces are hampered by lack of 
reliable thermodynamic data for many of these simple 
compounds. The high temperature behavior of K2C 03, for 
example, which can exist in blast furnaces under certain 
conditions and is an important raw material in glass 
making, is still inadequately understood.3,4 It is generally 
recognized that K 2C 0 3 decomposes at elevated temper­
atures, and although certainly C 02 is one of the products, 
previous investigators5-7 were unable to tell if K 20(g) or 
K(g) and 0 2(g) or all three species are also formed. It 
appeared, then, that knowledge of the behavior of K20  was 
essential to interpreting the available data on K 2C 0 3. 
Since K 20  is difficult to prepare and, because o f its 
hygroscopicity, even more difficult to load into an effusion 
cell without exposure to H20  or C 0 2, we attempted to 
prepare it in situ in our apparatus by thermally decom­
posing K2C 0 3.

M ethod
The apparatus used was a near duplicate of that de­

scribed previously8 and consisted of a quadrupole mass 
spectrometer used to identify and monitor the constituents 
o f a molecular beam from a Knudsen effusion cell. The 
only important differences between the present apparatus 
and that described previously were the use of Pt-Pt, 13% 
Rh thermocouples for cell temperature measurements and 
a modification to the analyzer power supply to reduce the 
mass dependence of the ion transmission efficiency.

Certified, ACS grade, anhydrous K 2C 0 3 was used 
without further purification. Since our sensitivity cal­
ibration is based on sample weight loss, impurities are 
tolerable if they do not contribute to the weight loss or 
alter the activity of the K2C 03. Neither problem appeared 
in these experiments. The effusion cell, made of 0.005-cm 
thick platinum foil, was essentially an oblate sphere with 
a 1 cm long diameter and 0.8 cm short diameter. A circular 
effusion orifice, 3.7 X  10 3 cm2 in area and 0.96 Clausing 
factor,9 was located on the short axis. The sample area 
was over a hundred times greater than the orifice area to 
enhance achievement of equilibrium. The cell was secured

in the center o f a massive, cylindrical tantalum jacket 
which opened to a diameter of 1 cm to permit unimpeded 
escape of the effusing vapors. The jacket and cell were 
placed in the beam source furnace so the beam was 
sampled normal to the orifice plane, a.geometry which 
minimizes discrimination in sampling.1® The power ap­
plied to two separate filaments was adjusted until the cell 
top and base temperatures differed by less than 3 K. All 
four thermocouples were calibrated at the melting point 
of 99.999% A1 in the Pt effusion cell. A thermocouple 
welded to the bottom of the Pt cell indicated 943 K vs. the 
accepted value 934 K (IPTS-68) with <1 K temperature 
difference between the cell and its jacket top and bottom. 
Thermocouple voltages were converted to IPTS-68 tem­
peratures using standard tables11 and decreased by 1% as 
indicated by the calibration results. We believe that 
temperatures reported here are within 0.5% o f true, 
thermodynamic temperatures. Our procedure was to make 
all temperature changes as abrupt as possible and to re­
main at each temperature for a time which was long 
compared to the nonisothermal period. In this way, the 
effusion and the mass spectrometer equations can be 
combined to provide an internal calibration.12 Appearance 
potentials were obtained by a semilogarithmic plot method 
described previously.8

Spectral searching was begun at 700 K to avoid inad- 
vertant decomposition of the sample. After the experiment 
the empty cell’s weight and orifice area were checked and 
found to be unchanged.

Results
The spectrum of vapors over K2C 03 at 1122 K consisted 

of 0 +, 0 2+, K+, C 02+, K20 +, and K2C 03+, according to ionic 
masses and isotopic abundances. Using the known ion­
ization potentials (IP) o f 0 2 and C 0 2, 12.1 and 13.8 eV, 
respectively, the appearance potentials of K +, K 20 +, and 
K2C 03+ were found to be 4.1,10.7, and 7.4 eV, respectively, 
all ±0.3 eV. Comparisons with the known IP(K), 4.3 eV, 
showed K+ was formed by ionization of K(g). The IPs of 
R20  oxides range from about 7 eV (Li20 ) to 12.6 eV 
(H20 )13 so we assumed K20(g) to be the precursor of K20 + 
and likewise K 2C 03 to be the precursor o f K2C 0 3+. For 
subsequent studies we used 20 eV electrons because the 
ionization efficiency curves showed no evidence of frag­
ment contributions up to this energy. Table I summarizes, 
in the order obtained, these ion current-temperature data. 
All data reported are net signals, the differences between 
shutter-open and shutter-closed ion currents. The present
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'IABL£ I: Data for K,C03 DecompositionQ

. Point, PIA X 10·

n T,K t, s K,CO; K,O+ CO" K+ ° .,
I 1114 6300 0.0046 0.0320 1.2 10.5 0.24
2 1122 13560 0.0058 0.0429 1.4 13 0.25
3 1131 4380 0.0079 0.0538 2.0 17 0040
4 1140 1800 0.0103 0.0642 2.5 21.3 0.54
5 1157 1860 0.015 0.100 3.2 31 0.75
6 b 1184 4620 0.0357 0.25 6.9 59 1.2
7c 1134 4920 0.0096 0.069 4.0 22 0.60
8 1122 1620 0.0063 0.0485 2.0 16.8 0.33
9 1104 1200 0.0039 0.026 1.3 9.6 0.22

10 1094 2160 0.0031 0.0174 0.90 6.9 0.18
11 1082 26460 0.0020 0.015 0.60 6.1 0.143
12 1060 1680 0.00095 0.0066 0.35 3.4 0.060
13 1042 2280 0.00049 0.0028 0.20 1.7 0.039
14 1037 2760 0.00036 0.0026 0.18 1.52 0.033
15 1170 1380 0.0174 0.143 4.5 41 0.84

a In order taken. b Above the melting point of K,CO,. Not used in least·squares analyses for eq 1 and 3. c Not
used for least'square analysis. Insufficient equilibration time.

'TABLE II: Relative Sensitivity Factors

Ions (i)

Factor K,CO/ K,O+ CO,> K+ ° +,
TK/Ti 20 5.2 1.2 1.00 0.79
GK/Gi 1.7 1.4 1.05 1.00 0.92
TKITi 1.4 0.88 14 1.00 24
ki/k K 48 8.3 18 1.00 17

apparatus allows no pressure differential between the
molecular beam source and the mass spectrometer so even
noncondensible species exhibit a "shutter effect" if they
originate in the effusion cell.

Least-squares analyses of the Table I data in second law
form gave

K 2C03"'

-36730 ± 950
In (IT) = T + 13.90 ± 8.86 (1)

K 20+
-38165 ± 765

In (IT) = T + 17.14± 0.69 (2)

CO/
In (IT) = - 3045~ ± 990 + 13.92 ± 0.90 (3)

-30805 ± 663
In (IT) = T + 16.41 ± 0.60 (4)

0/
-31005 ± 875

In (IT) = T + 12.76 ± 0.79 (5)

To convert these data to partial pressures we applied the
internal calibration procedure based on the combined
effusion and mass spectrometer equatiom,12

tlw = 44.33aC~kiMiJ/2(r,tltnTn J/2li n) (6)
j n '

where tlw is the total weight lost in the experiment, 13.67

TABLE ill: Absolute Pressures over K,C0 3 at 1174 K

mg, 44.33 is a units-conversion factor, a is the cell orifice
area in cm2, C is the Clausing factor, tlt is the time in
seconds, and k i , mi, and Ii are the sensitivity constant,
molecular weight, and ion current for the ith vapor species.
Since there were six vapor species it was necessary to
express all the sensitivity constants k i in terms of one
species to reduce eq 6 to an equation in just one unknown.
This was done with the relation

a·G·T·
k·= k·~ (7)

I J 0iGiTi

where (J is the ionization cross section, G is the detector
gain, and 1" is the ion transmission efficiency of the ana­
lyzer.14 The Til Ti ratios were measured using potassium
isotope ratio measurements as described previously.14
These showed an essentially constant 3% decrease in
transmission per mass unit over the mass range used.
Gains were taken to vary inversely as the 0.4 power of the
ionic massl5 since the ion intensities of K20+ and K2C03+
were too low to detect without using the secondary electron
multiplier detector.

The 20-eV ionization cross sections were taken from the
literature for K,16 O2, and CO2.

17 We assumed GK(JKI

G K20 (JK,O = GLi(JLi! GL!,O(JLi,O =1.6,.18 to find (JK~~ and that
(JK2C03 = (JKzO + (Jcoz, III analogy With data for NaF, ZrF4,
and NaZrF5.19

The relative sensitivity factors except for isotopic terms
are summarized in Table II. Table I data were used to
find the summations needed for eq 6. Then, with the
above values of kJk K plus corrections for isotopic
abundances, eq 6 was solved for kK • This value, 0.12 atm
A-I K-I, and the ratios in Table II then gave the constants
for each vapor species. We, thus, arrived at the absolute
pressures of the various species shown in Table III, using
the P =kIT equation,20 applied at the melting point of
K ZC03• These data show that sublimation is much less
important than decomposition for K2C03 and that K20(g)
is extensively decomposed under these conditions.

From eq 1 and the calibration constant the sublimation
pressure of K2C03 in the range 1037-1174 K is given by

Factors

r from eq 1-5, A
Isotopic corr
ki,atmA-' K-'
P, atm

K,CO,

2.4 X 10- 11

1.15
48 X 0.12

1.9 X 10- 7

K,O

1.8 X 10- 10

1.15
8.3 X 0.12
2.4 X 10- 7

Species

CO, K 0,

5.1 X 10-· 4.6 X 10" 1.03 X 10 •
1.00 1.08 1.00

18 X 0.12 0.12 17 X 0.12
1.3 X 10- 5 7.0 X 10-' 2.4 X 10- 6
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In P
- 3 .6 7  ± 0 .09  X 104

atm + 15 .65  ± 0 .8 6  (8 )

' so that A i/suM(K2C 0 3) = 73.0 ±  2.0 kcal m o l1 in this 
range.21 A third law value cannot be calculated since the 
properties o f K 2C 0 3(g) are unknown.

If K 2C 03 decomposed directly to K20(g) and C02(g) the 
temperature dependences of K20  and C 0 2 would be the 
same when, in fact they differ by more than eight standard 
deviations. The presence of condensed K 20  is indicated 
by Kosugi’s observation6 of K and K20  evolution from 
K 2C 0 3 long after C 0 2 evolution ceased. However, the 
matter is complicated by a report22 stating that K 20 2 forms 
by disproportionation of K 20  at elevated temperatures 
while another study23 found K 20 2 to be unstable with 
respect to K 20  and 0 2 at least to 750 K. Comparison of 
the melting temperature of KC1 (1044 K), NaCl (1074 K), 
and Na20  (1405 K) suggests K20  melts near 1370 K. 
Consequently, we have assumed that decomposition oc­
curred according to
K2C 0 3( c ) ^ K 20 (c )+  C 0 2(g) (9)

The constant for this equilibrium, PCo2, was obtained by 
combining eq 3 and the sensitivity factor, Table III, to give

fri p atm(C02)
- 3 .0 4 5  ± 0.1 X 104 

T
+ 14.69  ± 0.9 ( 10)

From eq 10 the second law AHUV) for this reaction is 61.0 
±  2 kcal mol“1 or 62.2 kcal mol“1 at 298 K, compared to
68.3 kcal mol“1 by the third law method. Considering that 
the thermal functions for K20  are estimates,3 the second 
law value is believed more reliable. With heat of formation 
data for C 0 2 and K2C 0 33 the second law AH (eq 9) result 
gives a li/f (K 20,c) = -152.8 xcal mol“1 at 1100 K. As there 
was no detectable time dependence for either K 2C 0 3+ or 
K 20 + at a constant temperature one may infer that 
K 2C 0 3(c) and K20(c) are mutually insoluble. Thus, from 
eq 2 and our sensitivity constants, the sublimation pressure 
o f K 20  is

In P
3 .82  + 0.07 X 104

atm + 17.28  ± 0 .0 7  (11)

From eq 11 AHsubi(K20 ) = 75.8 ±  1.4 kcal mol“1 at 1100 
K  by the second law. The molecular constants for gaseous 
K 20  are unknown so a third law treatment is not possible.

The final equilibrium in the cell resulted from the 
decomposition of K 20(g) according to

K 20 ( g )  — 2 K ( g )  +  > / . 0 , ( g ) ( 12)

It is gratifying to note in this regard that the temperature 
dependences of P K and P0, are almost identical and that 
P k = 2.9Pq2 at 1174 K which is within experimental error 
of the stoichiometric requirement PK = 4Pq2 for eq 12. The 
least-squares value for Keq (eq 12) is given by

In Keq
- 3 .8 6  t  0.11 X 104 

T + 17.9  ± 1.0 (13)

from which AH (eq 12) = 76.8 ±  2.2 kcal mol"1 at 1100 K, 
the mean temperature. Since 1100 K  is above the boiling 
point o f potassium A /if(K20,g) = -A H (eq 12) at this 
temperature. Thus D(KO-K) +  D (O-K) = 137 ±  2 kcal 
mol“1 at 1100 K. D (O-K) has been reported24 as 71 ±  3 
kcal mol"1 so D(KO-K) = 66 ±  5 kcal mol"1. From AH (eq
12) and AH (eq 11) we find A?if(K20,c) = -153 ±  4 kcal 
mol"1 at 1100 K in agreement with the value derived from

AH (eq 9). This consistency lends support to the reported 
value for AHf(K2C 0 3,c),3 albeit indirectly.

Discussion
Although our effusion rate near 1174 agrees with that 

found in the mass spectrometric-effusion work by Kosugi, 
ours exhibits a greater temperature dependence. He re­
ported a sharp decrease in the rate above 990 K, where no 
transition was found in previous, extensive calorimetric 
studies25,26 and a sharp increase above the melting point 
which is contrary to thermodynamic principles. His results 
differ from ours in that (1) he observed neither 0 2+ nor 
K2C 03+, (2) he apparently did not distinguish background 
C 0 2+ from that escaping from the effusion cell, (3) his 
K2C 0 3 dissociation pressure equation is based on the 
temperature dependence of C 0 2+ and on his lowest 
temperature effusive flux measurement, and (4) his data 
extend far beyond the effusion range. Nevertheless, his 
dissociation pressures agree with those o f previous 
workers5,1 and are roughly 20 time higher than ours. 
Further comparisons were hampered by lack of infor­
mation in these papers. We therefore performed a silver 
sublimation experiment to calibrate our system and to 
check our method. The apparatus used, including the 
effusion cell and the instrument settings, were identical 
with those used to take our Table I data. A total of 5.85 
X 10 3 g of NBS-SRM 748 silver was evaporated in three 
stages: 138 min at 1210 K, 154 min at 1246 K, and 221 
min at 1285 K. The corresponding 107Ag+ currents were
3.0 X 10"10, 5.5 X 10“10, and 7.1 X 10"10 A. Equation 6 gave 
fe I07A g = 3.32 atm A '1 K"1 while the P = kIT equation (eq
10) gave klwAg = 3.00 atm A 1K “1 using the silver pressures 
from its certificate analysis. After normalizing for the 
lower gain during the silver experiment, a factor o f 0.54, 
correcting for isotope abundances and ion transmission 
efficiencies, estimating the K+ and Ag+ gains as before, and 
using kAg = 6.9 X 10 16 cm2,2' we found kK = 0.12 ±  0.04 
atm A“1 K"1, in exact agreement with our previous result. 
This value of kK was subsequently verified six more times 
in studies of the K-graphite system and the K 20 -S i0 2 
system. The accuracy of the sensitivity constants of the 
other species depends mostly on the ionization cross 
sections which, fortunately, required estimation only for 
K2C 03. Consequently, it is believed that the pressures 
obtained from our equations are accurate to ±30%  and 
are not reconcilable with those reported previously.28

At 1100 K AHf(K2C 03,g) = -234 kcal mol"1, A7/f(K20,c) 
= -153 kcal mol“1, ¿AH{iK20,g) = -76.8 ±  2 kcal mol“1, and 
AHatom(KaO,g) = 137 ±  2 kcal mol"1 can be obtained from 
our data using the appropriate thermodynamic cycles and 
supplementary data.3 Our atomization heat for K20  is 20 
kcal mol“1 greater than that estimated via the third law 
using an unspecified model for K20(g) and pressures 
estimated from ion currents in a mass spectrometric study 
of the K -K 20 2 system.29 These authors concluded KO(g) 
is the most stable oxide under conditions at least com­
parable to ours. However, they saw no KO+. We regard 
their rationale for this, dissociative ionization to an extent 
comparable to that in KF and KC1, as being incorrect. One 
would not expect the K -0  bond to depend on the most 
easily removed electron in an odd-electron molecule. These 
authors did not attempt a second law study because the 
ion currents were time dependent.

From eq 8 and AH^JK^CO:)), 6.6 kcal mol"1,3 the boiling 
point of K 2C 0 3 is estimated to be 2500 K. Similarly, the 
boiling point of K20  is about 2500 K from eq 11 and 
estimated AHfus as 10 kcal mol“1. Up to its boiling point 
the vapors over K 20  are 5-10% KzO(g) so as a first ap­
proximation the vapors over K 2C 0 3 are K, 0 2, and C 0 2.
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Using eq 11 and 13 we find AGf°(K 20,c) = -(1.52 ±
0.02)10 -  (71.4 ±  3)T above the boiling point of potassium. 
Essentially the same result is obtained using eq 10 with 
JANAF free energy data for C 0 2 and K 2C 0 3(c). Because 
K 20 (c) is substantially more stable than previously thought 
the oxygen potential of the K -K 20  system is a good deal 
lower on the Ellingham diagram.1,2 Roughly, the effect is 
to raise the temperature required for carbon to reduce K20  
in a blast furnace to over 1300 K. It is more likely, 
however, that sublimation or reaction with S i02, for ex­
ample, would prevent K 20  per se from reaching this 
temperature region. We are presently investigating the 
K 20 -S i0 2 and K-graphite systems to ascertain the sta­
bilities o f the several compounds occurring there. Studies 
here have shown that blast furnace slags evolve K(g) but 
not 0 2 on heating, e.g., to 1300 K. It remains to be learned 
if the source is trapped elemental potassium or the re­
duction of a potassium compound.
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KCN sublimes without decomposition. From 700 K up to the estimated boiling point, 1405 K, the vapor consists 
predominantly of dimer (D) although the monomer (M) abundance is substantial and a small amount of trimer 
(T) is also present. Sublimation pressures are given by In PM>atm = [(-25930 ±  600)/T] +  17.37 ±  0.17; In PDatm 
= [(-29762 ±  500)/7] + 22.32 ±  0.16; and In P TMm = [(-36796 ±  600)/T] +  24.39 ±  0.20. KCN(c) has no first-order 
transitions between room temperature and the melting point, 908 ±  1 K. At 850 K second law values of AffsuM 
to M, D, and T are 51.5 ±  1.2, 59.1 ±  1.0, and 73.1 ±  1.2 kcal mol-1, respectively. For M the third law Affaubl 
is in approximate agreement but for D the difference is very large. for M, D, and T are 24.2 ±  1.5,
7.0 ±  3, and -8.3 ±  4 kcal mol“1, respectively. Dimerization and trimerization enthalpies at 850 K are -41 and 
-81 kcal mol“1, respectively. D°298(K-CN) = 101.1 ±  3 kcal mol“1.

Introduction
In our previous paper1 we described the results of studies 

on the high temperature properties of K2C 0 3 and K20, 
compounds likely to exist under certain conditions in blast 
furnaces. KCN is clearly another such compound yet its 
vapor pressure, vapor composition, heat of fusion, and 
other important thermodynamic properties have not been 
determined. We, therefore, undertook a study of the

vaporization of KCN under effusion conditions in order 
to improve predictions2,3 regarding the complex processes 
occurring in blast furnaces.

Method
The apparatus and general procedure have been de­

scribed previously.1 Reagent grade KCN (98.4% mini­
mum) was used without purification. Since our vapor
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TABLE I: Mass Spectra of KCN, KF, and KCI TABLE III: Data for KCN Sublimation, Run 2°’*

Rel abundances
Ion X = CN“ X =  F* X =  Cl*

Point ---------
n T, K t, min KCN+

I\  A X 109
K,CN+ K,C,N,

K+ 1500 1050 1110 1 828 309 1.09 2.37 0.004 5
KX+ 100 1.9 186 2 800 25 0.405 0.735 0.001 02
K2X+ 130 184 238 3 770 22 0.135 0.199 0.000 2

0.2 1.3 0.64 4 828 27 1.06 2.43 0.004 5
“ Including all isotopic species and corrected for ana­

lyzer discrimination against heavy ions. 70 eV data.
* From ref 7. 75 eV data.

TABLE II: Data for KCN Sublimination, Run 1°

Point
n T, K t, min

I\  A X 105
KCN+ K2CN+ k 3c2n 2*

1 824 222 0.95 1.3 0.002 5
2 854 52 3.0 6.6 0.019
3 803 23 0.673 1.09 0.002 2
4 792 26 0.418 0.725 0.000 90
5 780 45 0.263 0.425 0.000 71
6 766 37 0.156 0.217 0.000 30
7 853 38 3.14 6.9 0.021 2
8 869 38 5.9 16 0.057
9 872 40 6.8 18.2 0.069

10 874 24 7.4 20.5 0.073 5
11 877 22 8.6 25.2 0.078
12 881 24 9.4 27.8 0.097
13 890 62 13. 39 0.144

0 14.97 mg weight loss.

pressure calibration is based on sample weight loss, im­
purities are tolerable if they do not contribute to the weight 
loss or alter the KCN activity. This material exhibited less 
than 0,1% weight loss, and only during the sublimation 
endotherm, upon scanning to 900 K  as part of our thermal 
analyses. Activity changes would cause ion currents to vary 
with time under isothermal conditions. Such behavior was 
not observed. The orifice area for the Pt effusion cell used 
was 3.7 X 10 3 cm2 and the orifice Clausing factor4 was 0.96. 
As previously, the axial temperature gradient in the ef­
fusion cell jacket was kept under 3 K, thermocouple 
readings were converted to IPTS-68 and these cell tem­
peratures decreased by 1% as indicated by our temper­
ature calibration at the melting point of Al.1 Appearance 
potentials were obtained by a semilogarithmic method.6 
A Mettler thermal analyzer was used for DTA and TGA 
analyses. These were performed under Ar using a Pt 
container and with A120 3 as the reference material.

Results
Thermal analysis verified the previously reported 

melting point, 908 K,6 and showed the KCN has no 
first-order transitions between room temperature and the 
melting point.

Mass spectrometric analysis o f the vapors at 900 K 
showed K +, KCN+, K2CN+, and K3C2N2+ to be the only 
important species using 70-V electrons. See Table I. The 
identity of these species was based on the ionic masses and 
on the isotopic satellites. By the semilog plot method, the 
corrected electron energy thresholds for forming KCN+, 
K2CN+, and K 3C2N2+ were found to be 9.3 ±  0.3,10.3 ±  
0.3, and 10 ±  1 eV, respectively, using the ionization 
potentials o f H20  (12.6 eV) and H2 (15.4 eV) as energy 
scale calibrants. Based on the low threshold energies and 
the striking similarity to the KCI and KF spectra7 we have 
assumed that KCN+, K2CN+, and K3C2N2+ at low electron 
energies are derived entirely from KCN (M), (KCN)2 (D), 
and (KCN)3 (T), respectively. For subsequent studies we 
used 20-eV electrons to minimize fragment contributions. 
Two independent experiments were performed. These

5
6
7
8 
9

10
11
12
13

854
861
871
875
878
865
862
870
873

35
30
48
77
35
42

137
45
46

2.53
3.7
5.5
6.5
7.1
5.04
4.4
5.5
6.2

6.9
9.0

15.0 
18.3
20.0 
13.8 
12.0 
15.6 
18.0

0.017 
0.022 
0.044 
0.056 
0.063 8 
0.037 
0.031 
0.044 5 
0.049

a 14.35 mg loss. b Gains 1.19 times smaller than run 1.

data are shown in Tables II and III in which all data are 
net signals, the differences between shutter-open and 
shutter-closed ion currents.

Least-squares analyses of the Tables II and III data in 
second law form gave

KCN+ run 1
-2 4 9 9 8  ± 640

In (IT ) = ----------- - ---------- + 16 .58  ± 0.76 ( la )

run 2
mv -2 6 2 0 0  ± 5 9 0

In (IT ) = ----------- --— ------+ 17.83  ± 0.70 ( lb )

K 2CN+ run 1
-2 9 3 5 8  ± 1200

In (IT ) = ------------ T ~ ~ ^  + 22 56 * 1 '45 (2a)

run 2

In (IT ) = ~ 304Q°  1 584  +  23 .68  ± 0 .69  (2b )

K 3C2N 2+ run 1

In (IT ) = - 3- 4 38- - 1450 +  23 .84  ± 1 .73 (3a)

run 2
-3 7 3 8 0  ± 628

In (IT ) = ----------- ----------- +  25 .84  ± 0 .7 4  (3b )

To convert these data to partial pressures we applied the 
internal calibration procedure on the combined effusion 
and mass spectrometer equations8

Aw = 44.33aCSkimiW3(i:A tnTn1/2Iin) (4)

where 44.33 is a units conversion factor, a is the cell orifice 
area in cm2, C is the Clausing factor, At is the time in 
seconds, and kit M ;, and /, are the sensitivity constant, 
molecular weight, and ion current for the zth vapor species. 
Equation 4 was solved using Table II data and the total 
weight lost by the sample in the experiment, 14.97 mg for 
run 1 and 14.35 mg in run 2. Since there were three vapor 
species it was necessary to express all the sensitivity 
constants kL in terms of one species to reduce eq 4 to an 
equation in just one unknown. This was done with the 
relation

k = k a-£ & -
OjGjTj (5)

where <r is the ionization cross section, G is the detector 
gain, and r is the ion transmission efficiency of the ana­
lyzer.9 The absence of impurities and the simplicity o f the
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TABLE IV : Partial Pressures (atm) over KCN at 890 K

711

Ion/molecule KCN/KCN+ k 2c n +/k 2c 2n 2 K3C2N2+/K 3C3N:
I\ A run 1 1.13 x 10“s 3.3 x 10“8 1.29 X 10“10

run 2 1.02 X 10“a 3.2 x 10“8 1.08 X 10“ °
k atm A -1 K '1 run 1 0.80 0.51 0.41

run 2 0.83 0.53 0.42
P, atm run 1 8.0 X 10-‘ 1.50 X lO '5 4.7 X 1 0 '8

run 2 7.5 X 10~6 1.45 X 10-5 4.0 X 10‘ 8

spectrum permitted reduction of the resolution to the point 
where total transmission of a given ion occurred. Con­
sequently, the Tj/ri factors in eq 5 become unity. The 
peaks are about 10 amu wide under these conditions so all 
isotopic varieties of a given ion are included in the currents 
measured. Detector gains for KCN+, K2CN+, and K3C2N2+ 
were found experimently to be 26 000, 29 000, and 27 000, 
respectively. For the alkali halides the average value of 
0d/ ° m is 1.4 10 so we assumed rrM:o-D:o-x = 1:1.4:1.8. Thus, 
eq 5 gives kD = 0.64feM and = 0.51&M. Solving eq 4 for 
kM gives kM = 0.80 atm A-1 K 1 so kD = 0.51 atm A 1 K 1 
and kT = 0.41 atm A-1 K '1 using run 1 data and feM, fcD, 
and = 0.83, 0.53, and 0.42 atm A 1 K-1, respectively, 
using run 2 data corrected for the smaller detector gain 
in run 2. The monomer, dimer, and trimer partial pres­
sures at 890 K obtained from the P = kIT equation11 using 
these factors are shown in T  able IV. Agreement between 
runs 1 and 2 is excellent.

Since PT < PM and PD it should be possible to neglect 
the trimer contribution to the weight lost and to obtain 
kM and fej) by simultaneous solution of the two equations 
in the form of eq 4, one based on run 1 and the other based 
on run 2. When this is done, however, k0 is found to be 
slightly negative. This physically impossible result in­
dicates our data are not sufficiently accurate, although the 
resulting equations do suggest the constants are of the 
order of unity.

To obtain accurate vapor pressure equations one must 
avoid the slope-intercept interaction resulting from 
least-squares analysis of vapor pressure data in second law 
form. One way to do this is to combine the best value for 
the slope with the best absolute pressure at some tem­
perature. To accomplish this we made additional mea­
surements of the slopes of eq la-3b. Based on 22 data 
points over the temperature range 709-901 K we obtained 
-26 574 ±  645 and -29 383 ±  500 K as the slopes of the 
monomer (eq 1) and dimer (eq 2) equations, respectively. 
These values and runs 1 and 2 values were combined by 
weighting each value in proportion to the inverse of its 
standard deviation. The resulting best slopes in kcal mol“1, 
-25930 ±  600, -29762 ±  500, and -36796 ±  600 K for M, 
D, and T, respectively, were combined with the run 1-run 
2 average pressure for each species from Table IV to give

^n P m ,atm

In l̂ D.atm 

I n  F t ,atm

-2 5 9 3 0  ± 600 
T

-2 9 7 6 2  ± 500 
T

-3 6 7 9 6  t  600 
T

+ 17.37 ± 0.17 

+ 2 2 .3 2 +  0 .16 

+ 24 .39  ± 0 .54

(6 )

(7 )

(8)

In eq 6, 7, and 8 the uncertainties assigned to the in­
tercepts are those arising from differences between run 1 
and run 2 pressures, the effect of a ±4 K temperature 
uncertainty,1 and a ±40%  uncertainty in o’t/ o'm- 

Since the melting temperature of KCN is 908 K, eq 6, 
7, and 8 give sublimation pressures. At the melting point 
the vapor composition is 32.4% M, 67.4% D, and 0.2% T.

Using the estimated12 heat of fusion, 3.5 kcal mol \ the 
vaporization equations are

- 2 4 1 8 0
I «  F M,atm = T  +  1 5 .4 3

- 2 6 2 6 2
111 — T  +  1 8 -4 4

- 3 1 5 4 6
In U T,atm = T  +  1 8 -5 7

(9)
(10)

( 11)

From eq 9, 10, and 11 the boiling point o f KCN is 
predicted to be about 1405 K vs. 1896 K estimated12 
apparently on the basi. of a completely monomeric vapor. 
Howe '/er, at the boiling point the vapor composition is 
about '7%  M, 81% D, and 2% T.

From eq 6, 7, and 8 the second law AHmb\ near 850 K 
are 51.5 ±  1.2, 59.1 ±  1.0, and 73.1 ±  1.2 kcal mol"1 for M, 
D, and T, respectively.13 Corrected to 298 K, using the 
JANAF values altered to include recent experimental 
vibrational frequencies for M ,14 AHsubl = 52.9 ±  1.2 and
61.2 ±  1.0 kcal mol“1 for M and D, respectively. The 
corresponding third law values are 48.2 ±  1.5 and 43.7 ±
1.5 kcal mol“1. The agreement between the second and 
third law values is not good for M and very poor for D, 
suggesting large errors in the tabulated functions12 or in 
our pressures. We subsequently verified our absolute 
pressures, Table IV, in each of two additional experiments 
on KCN. It was not possible to check our calibration by 
means of a silver vaporization experiment.15 Recent 
theoretical studies of alkali halide polymer structures16 
suggest that the model used for D is incorrect while the 
free energy functions for the solid are based on a long 
extrapolation of heat capacity data. Under the circum­
stances, second law results must be given greater credence.

From A //f 298(KCN,c), -27.12 ±  0.2 kcal mol“1,12 one can 
obtain Afffi29g for gaseous M, D, and T: 24.2 ±  1.5, 7.0 ±  
3, and -8.3 ±  4 kcal mol“1 using our second A ffsubli298 for 
M and D and A //subii850 for T. Similarly, dimerization of 
KCN(g) is exothermic by 41 kcal mol“1 and trimerization 
is exothermic by 81 kcal mol“1. The dimerization result 
seems reasonable when compared to the values for KF and 
KC1, -50 and -45 kcal mol"1, respectively, and to the value 
for NaCN, -47 kcal mol“1.12,17

Also, D °298(K-CN) = 101.1 ±  3 kcal mol“1 compared to 
119 ±  5 kcal mol“1 obtained from flame studies16 in which 
concentrations were estimated from optical intensities and 
from mass spectrometric samples of the flame. The flame 
study result seems too high when compared to D °298(K-C1), 
101 kcal mol“1, and to D °298(K -F), 118 kcal mol“1.

Conclusion
KCN sublimes without decomposition, the vapor being 

predominately (KCN)2 up to the boiling point. Conse­
quently, the sublimation pressure rises more rapidly with 
temperature and the vapor is thermodynamically more 
stable. Applying a crude but useful approximation that 
in a blast furnace KCN will accumulate in the temperature 
zone where it moves upward by sublimation or vapori­
zation at the same rate the burden moves downward leads
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to the prediction that KCN would be abundant in the 900 
K region of the furnace. Of course, oxidation destroys the 
compound if, under operating conditions, the oxygen 
potential is sufficiently great.
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On the Application of Radioisotope Techniques for the Study of Phthaiocyanine 
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The behavior of polymeric iron phthaiocyanine catalysts during the cathodic reduction of oxygen in sulfuric 
acid was studied by labeling central iron atoms with 59Fe. Moreover, in order to get an insight into the interaction 
between iron polyphthalocyanines and carbon supports, Mossbauer spectroscopic investigations have been 
undertaken. The experiments showed that iron polyphthalocyanine electrocatalysts, which are built in 
carbon-teflon electrodes, could be classified in (a) phthaiocyanine molecules with low stability and large 
quadrupole splitting which have only a low influence on the electrochemical operation of the electrode and
(b) phthaiocyanine molecules with high stability and low quadrupole splitting which are decisive in electrocatalysis. 
In agreement with the mechanism of long-life electrocatalytic operation and deactivation, derived from these 
experiments, carbon-teflon cathodes with polymeric iron polyphthalocyanine catalysts could be constructed 
which are characterized by a high stability during continuous operation in 6 N H2S 04 up to 3000 h.

I. Introduction
Radionuclides are a useful tool for the study of elec­

trochemical processes. They permit a rapid and selective 
study of reactions which occur at electrodes. By the la­
beling of electrodes or electrolyte ions radioisotopes may 
be used, e.g., in passivation studies,1'2 electroplating,3 
corrosion investigations,4 or electrosorption experiments.5 
Moreover, in radioelectrochemistry radioisotopes may be 
used as sources of radiation, e.g., ^Co for direct conversion
of radiation energy into electrical energy through elec­
trochemical processes;6 * * see reviews in ref 7 and 8.

In spite of the breadth of application there are only 
relatively few studies in which isotopic techniques are used 
in the field of batteries or fuel cells.9'10 In this paper shall
be given a further example which demonstrates that also
in this complex field problems which are beyond the scope
o f a conventional physicochemical treatment can be solved. 
Above all, it is shown that the results of radioisotope
experiments may be helpful for a further improvement of 
oxygen cathodes for fuel cells.

The development o f oxygen cathodes has been stimu­
lated by the discovery of the ability of metal phthalo- 
cyanines and other chelates for catalyzing the cathodic 
reduction of oxygen11-19

0 2 + 4H+ + 4e- = 2H20  (1)'

In a series of experiments it could be found that the 
electrocatalytic activity depends not only on structural 
parameters (nature o f the central atom, degree o f poly­
merization, etc.) and physical properties (conductivity, 
catalase activity), but also on the nature of the sub- 
strate.13,17,20-22 Moreover, the stability could be improved 
by optimizing these factors. However, because of a slow 
decrease of the electrocatalytic activity of cathodes in acid 
electrolytes which seems to be the result of a decompo­
sition o f the organic catalyst,13,14’19 the applicability of 
chelate-catalyzed electrodes has been doubted in spite of 
an operating life on the order of several hundred hours. 
Therefore, experiments are necessary for a clear under­
standing of the mechanism which is responsible for the 
decrease of the electrocatalytic activity with time.13’23’24 
This knowledge may be taken as a guide for a further 
improvement o f chelate-catalyzed cathodes.

II. Experimental Section
1. Electrochemical Measurements. The electrocatalytic 

properties of polymeric iron phthalocyarunes that are being 
discussed in this paper have been tested in teflon-bonded 
porous electrodes. For details o f synthesis see, e.g., ref 22
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and 25-27. For obtaining good conductive electrodes 
phthalocyanines have been contacted with carbon powder. 
This was done after dissolving purified phthalocyanines 
in concentrated sulfuric acid by precipitating them on 
suspended carbon by adding water. The electrodes were 
prepared by pressing thin cylindrical tablets of 7 cm2 area 
onto a sheet o f porous teflon with a pressure of 1000 
kp/cm 2.

Several experiments have shown that different 
phthalocyanines can be compared in relation to their 
electrocatalytic activity in compact electrodes o f the last 
mentioned type.20 Therefore, these electrodes have been 
used for radioelectrochemical tests, which were carried out 
in half-cells in 6 N H2S 0 4 at room temperature against 
autogenous hydrogen reference electrodes.28 For char­
acterizing the electrocatalytic activity the following 
electrochemical measurements have.been performed: (a) 
cyclic potentiostatic current-voltage dtrves by a triangular 
voltage sweep between 900 and 400 mV (vs. a hydrogen 
electrode) with a scan rate o f 60 mV/min; (b) galvanostatic 
current-voltage curves with a scan rate of 5 m A/min; (c) 
galvanostatic long-time tests, in which the potential as a 
function o f the operating time is registered during a 
constant cathodic current density (e.g., 20 mA/Cm2).

2. Radioisotopic Studies. A. Measurement of the 
Demetallation of Polymeric Iron Phthalocyanines. The 
behavior of polymeric iron phthalocyanines during the 
cathodic reduction of oxygen in sulfuric acid was studied 
radiochemically with 59Fe labeled polyphthalocyanines. 
This technique was necessary because during the elec­
trochemical operation changes of the electrolyte volume 
had to be avoided as much as possible. For instance, by 
taking a large volume o f electrolyte for analysis, the 
concentration o f hydrogen peroxide would be disturbed. 
It is formed according to
0 2 + 2H+ + 2e-= H20 2 (2)

Because of the relatively short half-life of 59Fe, the count 
rates, measured in samples which were taken from fuel cell 
electrolytes (0.1 mL) over longer periods, have to be 
normalized by

R { t 0) = R ( t 0 +  A t )
r  0 .693
[exp̂ 7 (3)

R(t0) is the normalized count rate; R(t0 +  At) is the 
measured count rate; At the difference (in hours) between 
time of measurement and reference time t0; i.e., At < 0 (>0) 
in the case of the measurement before (after) the reference 
time Ti/i is the half-life (h).

B. Mossbauer Measurements. In order to obtain an 
insight into the interaction between iron phthalocyanines 
and carbon supports, Mossbauer spectroscopic investi­
gations have been.undertaken. Inthis context it should 
be mentioned that in several studies iron-57 Mossbauer 
spectra have been used for an investigation of monomeric 
iron phthajocyanirie because o f its structural similarity 
with.bipidgically important porphyrins.29 34 However, there 
are vohly. few-Mossbauer data about, polymeric iron 
phthalocyanines.35

Mossbauer spectra were measured between 77 K and 
room temperature in the transmission geometry using
14.4-keV y  rays o f  a 57C o/P t source (11 mCi). They are 
registered after passing the absorber by a proportional 
counter LB .6047 in conjunction with a 400 channel 
pulse-height analyzer FHT 400 B. As a source drive unit 
the system FHT 800 A was used.36 As absorbers powered 
samples o f following samples have been investigated: 
polymeric iron phthalocyanines without carbon as sub­
strate material; polymeric iron phthalocyanines precipi­
tated in different weight ratios onto carbon supports (Norit 
BRX); polymeric iron phthalocyanines prepared in porous 
carbon-teflon electrodes which are used for the cathodic 
oxygen reduction.

as an intermediate in the cathodic reduction o f oxygen, 
whereby current potential curves may be shifted. How­
ever, the use of 59Fe as a tracer permitted measurements 
on samples o f small volume. Therefore the behavior of 
phthalocyanines could immediately be observed during 
their catalytic operation.

* Iron-59 labeled polyphthalocyanines were prepared by 
adding iron in the form of chloride, etc. which contained 
,5eFe and inactive iron in a constant ratio o f the starting 
compounds (derivatives o f aromatic or fatty acids, urea, 
catalysts, etc.25“27) before heating. In this way the specific 
radioactivity o f iron central atoms was brought to a value 
o f 3 pCi/mg. Furthermore, solutions with iron of the same 
specific radioactivity were prepared for the measurement 
of calibration curves. These curves were taken as the basis 
for the direct determination o f the amount of phthalo­
cyanines demetallated during their operation in oxygen 
cathodes.

From a calibration line a detection limit down to the 
order of 10“8 g of Fe/m L could be derived. In this context 
it should be remembered that the radionuclide 59Fe decays 
with a half-life o f 45.1 days by emission to excited states 
of 59Co, i.e.

f6Fe £■> 27Co

They go to the ground state of 59Co by the emission of y 
rays with Ey = 1.10 MeV (57%) and Ey = 1.29 MeV (43%). 
For the measurement of y ray spectra o f solutions con­
taining 59Fe a borehole Nal(Tl) scintillation detector in 
conjunction with a 400 channel pulse-height analyzer FHT 
400 B has been used.

III. Results
1. Radiation Influence of the 59Fe Tracer. In several 

studies, influence of the radiation of tracers on electrode 
processes has been reported.7 As an example, the ob­
servation o f a change in the mechanism of the oxygen 
reduction on platinum electrodes in alkaline solutions 
resulting from 60Co y  radiation should be mentioned.37 
Moreover, by the incorporation of radionuclides, such as 
14C, 63Ni, or 60Co, in porous carbon electrodes, an im­
provement o f current-voltage curves has been de­
scribed.38“40

Therefore, in order to be sure that any influence from 
the radiation of the 59Fe marker can be excluded, the 
electrochemical behavior of carbon-teflon electrodes with 
and without iron-59-containing polyphthalocyanines have 
been tested. From the example given in Figure 1, it can 
be seen that the radiation of the 59Fe tracer does not exert 
any influence on the behavior of the electrode. However, 
this result should not be considered as a contradiction to 
the effects discussed in the literature because of differences 
in the activities used. The activity was in the order o f 10 
ntCi for the electrodes used here and more than 10 mCi for 
the electrodes used elsewhere.

2. Tracer Experiments. As described above, the low 
rate of demetallation of polymeric iron phthalocyanines 
can be studied radiochemically in acid electrolytes under 
the condition of cathodic oxygen reduction. The example 
given in Figure 2, in which the amount of dissolved iron 
is plotted as a function of time, shows that only some of 
the phthalocyanine molecules lose their central atoms 
during their electrocatalytic action. After several hundred
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Figure 1. Galvanostatic current/voltage curves for oxygen reduction 
at polymeric iron phthalocyanine (synthesis no. 21): (1) without 59Fe; 
(2) labeled with 5T e  (about 10 ¿tCi/cm2).

Figure 2. Plot of dissolved iron during electrochemical oxygen reduction 
as a function of time: polymeric iron phthalocyanine 21, 6 N H2S 0 4, 
current density 40 m A /cm 2.

hours of continuous cathodic oxygen reduction, the amount 
o f iron demetallated from polymeric phthalocyanines 
approaches a limiting value. This value does not agree with 
the amount of metal atoms which are fixed in the 
phthalocyanine catalyst.

The electrocatalytic behavior is not directly connected 
with the loss of central iron atoms into solutions. This 
could be recognized by a comparison of the electrochemical 
long-time stability of polymeric iron phthalocyanine

electrodes with the rate of demetallation. Figure 3 shows 
a galvanostatic long-time test which is compared with the 
amount of iron passing into solution during this test. The 
potential shows only a small decay under a continuous 
galvanostatic service of 1000 h in spite o f the fact that a 
part o f phthalocyanine molecules is demetallated rapidly.

On the other hand, a limited operating life of electrodes 
cannot be generally attributed to a decomposition of all 
phthalocyanine molecules which are acting as catalyst in 
carbon-teflon electrodes. As can be seen from Figure 4, 
the sudden decrease of the activity, which may be observed 
under special conditions and methods of operation, must 
not be connected with the demetallation o f the catalyst. 
It is probable that the limitation o f the operating life may 
often be the result o f a disturbance of the three-phase 
boundary gas, liquid, and solid. The sudden increase of 
the concentration of hydrogen peroxide, which is shown 
in Figure 4, may be in connection with this defect.

Former observations41 showed that some metal 
phthalocyanines may be demetallated by the attack of 
concentrated sulfuric acid. In addition it can be derived 
from Figure 5 that a portion of iron atoms are passing into 
solution without any electrochemical process. This de­
pends remarkably on the presence of oxygen dissolved in 
the acid solution. In a nitrogen atmosphere the degree of 
demetallation is strongly reduced.

It should be mentioned that, after closing the radioe- 
lectrochemical and chemical experiments, the whole 
amount of iron which passed into solution during the 
long-time tests, was also measured by a parallel spec- 
trophotometric test. With this additional test the results 
obtained radioelectrochemically could be confirmed.

3. Mossbauer Experiments. As shown in Figure 6a, the 
Mossbauer spectra of polymeric iron phthalocyanines 
precipitated on carbon supports (e.g., Norit BRX) consist 
of two main quadrupole-split doublets I and II. The 
quadrupole splitting of doublet I, which depends on the 
electric field gradient and therefore on the symmetry of 
the nuclear environment, is on the order o f A = 2.6 m m /s 
and the A values of doublet II are on the order of 0.58 
mm/s. The isomer shift is, in relation to metallic iron, in 
the range of 0.49 ±  0.03 m m /s for both doublets.

By analyzing the observed doublets, the following co­
ordination seems possible: 1. Doublet I with A = 2.6 m m /s 
can be attributed to polymeric iron phthalocyanine without 
any carbon support. This can be derived from Figure 6b 
in which the Mossbauer spectrum of a support-free iron 
polyphthalocyanine sample is given. In this context it 
should be mentioned that the Mossbauer spectrum of

Figure 3. Comparison between demetallation of iron polyphthalocyanine catalyst (synthesis no. 4) and electrocatalytic stability: ^  =  f(t), galvanostatic 
potential/time curve, 6 N H2S 0 4, current density 20 m A/cm 2; =e =  f(f), iron dissolution during electrochemical oxygen reduction as a function 
of time.
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Figure 8. Probable arrangement scheme of ferrous phthalocyanine
molecules for illustration of the formation of a distorted octahedron (a)
by back-bonding of oxygen molecules or (b) by two axial nitrogens
which are asymmetrically stuated.

Figure 7. Simple scheme o· the t29 (d.." dy..) splitting by (J-7r bonding
for hexacoordinated polymeric ferrous phthalocyanine derivatives:
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4 (t2l·

Flgwe 6. MOssbauer absorpti:>n spectra of iron poIyphthalocyanine-Norit
BRX carbon support; source s7CofPi: (a) phthalocyanine-BRX (weiglt
ratio 40:60); (b) phthalocycnine without BRX support; (c) phthalo­
cyanine-BRX (weight ratio 20:80).
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phthalocyanineiron(II) monomer is also characterized by
a large quadrupole splitting29,34 E.nd a low isomer shift.31

Therefore, the electric field gradient at the iron nucleus
may be taken similar both in mc.nomeric and polymeric
iron phthalocyanines. In order -:'0 understand this fact,
Mossbauer studies of CI' and {3 polymorphs of phthalo­
cyanines34 and Mossbauer data of iron phthalocyanine
derivatives under pressure30 shc.uld be taken into con­
sideration. These studies show that, as a result of (J

bonding and 1l' back-bonding (see Figure 7) between iron
d orbitals (i.e., 3dz2 and 3dxz ,yZl respectively) and ligands
which are coordinated perpendicu.ar to the phthalocyanine
plane, an asymmetry parameter of the electric field gra­
dient may arise.

Such ligands cannot only be ore:anic bases, e.g., pyridine
etc., or oxygen molecules, but also nearly axially situated
nitrogens of the aromatic rings ,)f neighboring phthalo­
cyanine molecules.34 However, it seems important for an
asymmetry effect that only a sing~e antibonding 1l'* orbital
is 1l' bonded with the dxz or dyz or'oitals of the central iron
atom. For instance, hemoglobin carbon monoxide, in
which a pair of antibonding 1l'* orbitals can simultaneously
interact with dxz and dyz orbital> of iron, shows a small
quadrupole splitting, whereas oxyhemoglobin in which
oxygen is back-bonded with it!: single antibonding 1l'*

orbital is characterized by a large splitting.29
,42

Probably, the large quadrupoLe splitting of polymeric
iron phthalocyanines can be explained in an analogous
manner, i.e., there may be an interaction between nearly
axially situated nitrogens of neighboring phthalocyanine
molecules or oxygen molecules w.th 3dxz and 3dyz orbitals
of iron atoms (see Figure 8).

Flgw'e 4. Comparison between demetalaion of iron poIyphthalocyanine
catalyst (synthesis no. 21) and electrocatalytic stability, example of
electrode disturbance: 'P60 = f( f), galvallostatic potential/time curve,
6 N H2S04, current density 60 mA/cm2

; F~ = f(1), iron dissolution during
electrochemical oxygen reduction as a function of time.

Fig... 5. Demetallation of polymeric iron phthalocyanines in 6 N HzS04

as a function of time in nitrogen (N2) a,d oxygen (02) atmosphere.
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Figure 9. Schematic representation of the arrangement of iron po­
lyphthalocyanine macromolecules at carbon substrates with basic 
groups: C, carbon support; FePc, polymeric iron phthalocyanine; G, 
gas/eiectrolyte phase.

2. Doublet II with A = 0.58 mm/s can be attributed to 
the iron polyphthalocyanine/carbon system because 
doublet II is formed only in the presence o f a carbon 
substrate. As shown in Figure 6c the intensity of the iron 
polyphthalocyanini doublet I is strongly depressed by the 
precipitation o f the pSlymer onto the carbon substrate so 
that the main peaks are given by doublet II.

The formation o f doublet II at the costs of doublet I by 
contacting phthalocyanine with carbon points to a strong 
interaction between iron polyphthalocyanines and carbon. 
There seems, to be no doubt that alkaline oxygen-con­
taining groups on the carbon surface are responsible for 
this interaction. Moreover, they are decisive for the 
electrocatalytic activity o f phthalocyanine/dye systems.12

The small value of the quadrupole splitting confirms this 
assumption. Mossbauer studies on phthalocyanine adducts 
with different axially coordinated ligands, such as pyridine 
or 3-picoline, have shown that the quadrupole splitting 
decreases as the basicity of the donor ligands increases.29,30 
This can be explained by a decrease in the degree o f x 
back-bonding from the metal to the donor ligand. 
Therefore, because of the alkaline character of the surface 
“ carbon ligands” , which may be a bonded to the iron d 
orbitals (i.e., 3d22) without any x back-bonding, only a small 
quadrupole splitting is possible as experimentally proven.

The scheme of Figure 9 gives an insight into the 
structure of the iron polyphthalocyanine-carbon system.

In this context it should be remembered that biologically 
important metalloporphyrins (e.g., hemoproteins) are 
bonded to their specific proteins in an analogous manner. 
The bond between a ligand of the protein and the metal 
o f the porphyrin chelate is perpendicular to the plane of 
the chelate. Moreover, the sixth coordination position may 
be occupied in protein-porphyrin systems by another 
ligand of the same protein or by oxygen etc., and in 
phthalocyanin-carbon systems by a second polyphthal­
ocyanine, by another carbon layer, or by other ligands such 
as oxygen, water etc.

3. In contrast to the quadrupole-split doublet I there 
seems to be only a small change in the intensity of the 
quadrupole-split doublet II during an electrochemical 
operation in sulfuric acid. That is, iron polyphthalocyanine 
macromolecules which are bonded to the carbon substrate 
may be characterized by a higher stability during their 
electrocatalytic operation than iron polyphthalocyanine 
macromolecules which are not directly linked to the carbon 
support. Further experiments with enriched 57Fe are 
needed in order to confirm this observation.

IV. Discussion
From the results of tracer experiments and Mossbauer 

studies some conclusions can be drawn about the elec­
trocatalytic behavior of phthalocyanine catalysts.

(1) As shown in Figures 2-5, a portion of phthalocyanine 
molecules which are built in carbon-teflon electrodes as 
catalysts are demetallated in acid solution during their 
electrochemical operation. Moreover, it is shown that 
oxygen dissolved in the electrolyte had a considerable 
influence on this effect.

It is known that metal phthalocyanines and metallo- 
porphrins are relatively stable complexes if the radii of 
central metal ions fit exactly into the center of the ligands 
and if the ligands do not contain too sensitive substitu­
ents.41-44 For instance, iron polyphthalocyanine with Fe(II) 
can be arranged in this group. However, the ferric complex 
may be considered as a relatively labile complex because 
of the smaller radius of Fe(III) in comparison to Fe(II). 
Furthermore, it is known that the azaporphin nucleus is 
usually destroyed in concentrated sulfuric acid in slow 
reactions but not before demetallation.41

Therefore, for the demetallation o f iron(II) poly­
phthalocyanines (Fe2+Pc) in oxygen-containing sulfuric 
acid, the following processes can be discussed:

kiFe2+Pc s=* Fe3+Pc + e" (4a)
*2

0 2 + e~ = 0 2 • or 0 2 + 4H+ + 4 e -= 2H20  (4b)

F e 3*Pc F e 3* + Pc (4c )
*■

Pc -*■ decomposition products (4d)

That is, the observed passing of iron from phthalocyanine 
electrodes into solution is the result of a rapid oxidation 
of ferrous central ions by oxygen (eq 4a, b) followed by a 
slow demetallation step (eq 4c). According to this 
mechanism, the decisive steps of demetallation may be 
considered, for instance, analogous to the dissolution 
processes of amalgams (e.g., T l/H g  or Zn/H g45,46) in 
contact with oxidizing agents dissolved in acid solutions. 
In the anodic part of the process, Fe2+Pc is oxidized to 
Fe3+Pc, whereas in the cathodic (rate-determining) part 
of the process oxygen is reduced. The following results 
are in agreement with this hypothesis.

(a) As a consequence of the electrochemical part o f the 
processes, an equilibrium in which the oxidation rate of 
the chelated ferrous ions equals that o f the reduction of 
oxygen

(d [F e 2+] /d f ) g M = ( d [ 0 2] /d i ) g M (5 )

should be reached; [Fe2+] is the amount o f Fe(II) central 
ions oxidized and in further steps dissolved; [0 2] is the 
amount of oxygen reduced at the same time t.

Therefore, neither the equilibrium potential of reaction 
4a (<Spe2+/Fe3+ = 0-77 V) nor the equilibrium potential of 
reactions 4b (<§h/ j/(>2 = 1-23 V) can develop on the interface 
between iron phthalocyanine and dissolved oxygen. At 
equilibrium a uniform potential, the mixed potential £ M, 
may develop. It cannot be excluded that the rest potentials 
of various types of polymeric iron phthalocyanines, which 
have been observed on the order of ° l /H = 900-1000 mV 
vs. NHE, are not only given by the formation of hydrogen 
peroxide (see eq 2) but also by the mixed potential <SM.

(b) From Figures 2-5, in which the amount of dissolved 
iron is plotted as a function of time, it can be derived that 
an equilibrium seems to be attained between the dissolved 
iron and iron left in the electrode. According to the as­
sumption that, First, the redox equilibrium of process 4a 
is decisive for demetallation and, second, that the amount 
of iron measured in solution [Fe] is connected with labile 
ferric phthalocyanine, the rate of demetallation may be 
formally described by the differential equation for re­
versible chemical reactions

d [F e ]/d f  = fc ,([F eP c],= o  -  [F e ] )  -  fc2[F e] (6 )

where ki and k2 are the rate constants of eq 4a. In ac­
cordance with this assumption, linear ranges between log 
(1 -  ([Fe]/[FeJ)) and time could be taken from dissolution
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Figure 10. Plot of log (1 -  (Fe/Fe,„)) vs. time during electrochemical 
reduction of oxygen: current density, 40 m A/cm  , electrolyte, 6 N 
H2S 0 4/ 0 2; iron polyphthalocyanine 21.

e l e c t r o l y t e  P e -p h th a lo cy a n in e  Cathode

?c t

Figure 11. Redox mechanism of stabilization and electrocatalysis with 
iron polyphthalocyanine/carbon catalysts: k2 »  k3, stabilization of 
the iron polyphthalocyanine catalyst by a rapid electron exchange [class 
I molecules]; k3 >  k2, passing of Fe3+ into solution as a consequence 
of a slow electron exchange [class I I  molecules].

curves in agreement with the solution of eq 6, i.e.

i r o ) * <4' + hl)t  (7)
where [Fe„] is the amount o f iron measured in the 
equilibrium state (see Figure 10).

2. The electrochemical activity is not changed signif­
icantly during the demetallation of some of the phthal­
ocyanine molecules. Therefore, two kinds of iron poly­
phthalocyanine molecules seem to be distinguishable in 
carbon-teflon cathodes: molecules of class I with low 
stability and low influence on the electrochemical operation 
of the electrode, and molecules of class II with high sta­
bility and high electrocatalytic activity for cathodic re­
duction of oxygen. By identifying molecules of class I with 
the Mossbauer doublet group I and molecules of class II 
with the doublet group II, the different behavior of 
phthalocyanine molecules of carbon-teflon electrodes can 
be understood.

On one hand, the different values of the quadrupole 
splitting show that molecules of class I are situated in the 
outer parts of phthalocyanine layers, whereas molecules 
of class II are in intimate contact with the carbon sub­
strate. On the other hand, there is an intimate contact 
between iron polyphthalocyanine molecules of class II and 
the carbon support. So electrons may be transferred to 
molecules o f class II more rapidly than to those of class 
I far from the substrate.

Since a demetallation and deactivation, respectively, of 
iron polyphthalocyanines occurs after the oxidation of 
central iron atoms, the different behavior of phthalo­
cyanine molecules can be understood (see the scheme in 
Figure 11). Central ferric ions of phthalocyanine mole­
cules far from the carbon support (class I) may pass into 
solution more rapidly than they accept electrons from the 
support. However when, conversely, central ferric ions of

Figure 12. Galvanostatic potertial/tim e curve: 6 N H2S 0 4; current 
density 20 mA/crh2; iron polyphthalocyanine catalyst (synthesis no. 195).

phthalocyanine macromolecules are in intimate interaction 
with the carbon substrate (class II), an acceptance of 
electrons from the support is possible before demetallation. 
This effect can be intensified by using polymeric 
phthalocyanines with high conductivity.20,47 A high sta­
bility, as a further consequence of the strong interaction, 
is connected with a rapid electron exchange in the system 
carbon-phthalocyanine-oxygen, which is necessary in the 
redox mechanism of electrocatalysis.19 Besides, the activity 
for electrochemical reduction o f oxygen in sulfuric acid can 
be very high even after operation for many hundred hours.

It should be stressed that, as a consequence o f these 
results, carbon-teflon cathodes with polymeric iron 
phthalocyanines could be constructed which could be 
loaded, e.g., at a potential of 840 mV (690 mV) to 20 
m A /cm 2 (100 m A/cm 2) at 25 °C in 6 N H2S 0 4 with an 
utilization of the catalyst in the order of about 7-14 A /g .48 
Under galvanostatic conditions at 20 m A /cm 2 over con­
tinuous operation the potential falls only by about 4% 
between 100 and 3000 h as shown in Figure 12. However, 
further experiments are necessary for extending the 
electrocatalytic action up to current densities on the order 
of 60 to 100 m A/cm 2.
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Equations are developed to describe the association of the most simple aliphatic amines and alcohols in saturated 
hydrocarbons from vapor pressure measurements by means of a two-constant model. The equations permit 
the calculation of the dimerization constant K2 and of the constant K3 for formation of higher polymers direct 
from the constants of the equations for the representation of the activity coefficients. The expression for K2 
agrees with that for the dimerization constant of the model allowing for differences between the constants for 
the higher equilibria, while the expression for K3 differs from the trimerization constant of this model. The 
numerical values of constants K2 and K:> and of the corresponding association energies prove the alcohols to 
be more strongly associated than the amines. The dimerization energy and the energy for the formation of 
higher polymers are nearly the same, 2-3 keal/mol for the amines and 5 keal/mol for the alcohols. This result 
and the observation of only one NH stretching vibration for the hydrogen-bonded species suggest the presence 
of only one kind of hydrogen bonds, probably of linear bonds, in the amines. The observation of two OH stretching 
vibrations, on the other hand, suggests the presence of two kinds of hydrogen bonds in the alcohols. The 
determination of the same energy value for dimer and polymer formation does not exclude the description of 
these bonds as the bonds of cyclic dimers and linear higher polymers, as suggested by previous authors. However, 
due to the complications of the alcohol association as well as to the inherent simplifications of the model the 
calculated energies may not be related to the bonds in a simple manner. From K2 and K:s the activity coefficients 
and the excess free energy can be recalculated. The comparison of the obtained values with the conventionally 
calculated values proves that the amines and the short chain alcohols fit the two-constant model within a wide 
range of concentrations, while this is not the case with long chain alcohols.

A. Introduction
The association of simple aliphatic amines and alcohols 

in n-hexane and other saturated hydrocarbons has been 
described in vapor pressure investigations1,2 by the 
chemical theory of solution nonideality, i.e., by the theory 
of ideal associated solutions.3’ 5 The assumption that the 
successive equilibria Aj_j + Ax A, (i = 2, 3, etc.) exist 
in the solutions and that all constants of these equilibria 
are different,1,2 is the most general form of this approach. 
However, considering the solutions in a wider range of 
concentrations, it is difficult to determine the constants 
of the equilibria with i > 3 with sufficient accuracy.

Therefore, it is of interest to examine whether a description 
may be possible where only the dimerization constant is 
assumed to be different, the other constants being equal. 
Such a model has already been used by Van Ness et al.4 
to describe the association of ethanol in n-heptane. They 
determined K2 and K3 by varying the initial values until 
accordance was reached with experimental values of the 
excess free energy and the heat of mixing.

B. Determination of the Association Constants
1. Dimerization Constant. In the following derivation 

the calculation of the association constants starts from the
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assumption that the analytical mole fraction xA of the 
amine or alcohol, the activity coefficient y& o f the hy­
drocarbon, and the true mole fractions X\ of the amine or 
alcohol monomers, x2 o f the dimers, etc., are related by
Xi + 2x2 +  3x 3 + 4x4 + . . .  = xAyB (1 )

(cf. eq 8 in ref 2a; cf. also ref la  and 3). If x2, x3, etc., are 
replaced by means of the relations for the equilibrium 
constants, i.e., by K ir2 = x2/x i2, K2)3 = x3/x2xl, etc., eq 1 
can be formulated as

Xj +  2 K h2x 2 + 3KiaK 2Ax i3
4  ■4J!̂ i)2^2,3^3,4 JC l4 +  . . . = ^ aTb (2 )

Assuming the two-constant model, where K2 is the di­
merization constant and K3 the constant for the formation 
of higher polymers, the following equation results

Xj + 2K2x 2 +  3K2K 3x 3

+  4 K 2K 3W  +  . . .  = * a7 b (3)

Using the model which allows differences between the 
higher constants, the dimerization constant K lt2 is ob­
tained, if for a sufficiently high dilution the terms con­
taining Xj3, xt4, . . ., are neglected. The trimerization 
constant follows by omission of the terms containing Xi4, 
Xj5, . . . ,  etc.1“ This procedure may also be applied for the 
determination of K2 from eq 3. The terms in which eq 2 
and 3 differ are omitted. Therefore, after considering1“

* i  =  * a 7 b £ i ( 4 )

(di denotes the fraction of the associating component 
present as monomers), K2 results :n accordance with the 
expression for A 12la,2a

K -  1 -/3 1  
2xa7b

(5)

Furthermore, the same expressions result if yA and yB 
are replaced by the equations used for their representation, 
simultaneously applying the relation1“’2“’3

0i = 7 a

7 b  lim 7 a
x A - * 0

(6 )

Replacement o f yA and y b by the Redlich-Kister 
equations6

yA = e x p {A x B2 -  jBx b2(1 -  4xa ; + CxB2( l  -  8xA 

+  12x a2)} (7a)
7B = ex p {A x A2 + Rx a 2(1 -  4x e) + CxA2( l  -  8xB 

+ 12x b2)} (7b)

{A, B, and C = constants) yields1“
K 2 = A -  3 5  + 5C (8)

while replacement of yA and 7B by Wilson’s equations5,7

(Aab and Aba = constants) results in2“

K 2 =
2 Aæ  A abAba2 

2A ab
( 10)

2. Constant for the Formation of Higher Polymers. The 
association constant K3 cannot be determined in the same 
way as constant K2<3. It is derived from the concept that 
in addition to eq 1 and 2 the relation
X, +  x2 +  x 3 +  x4 +  . . . = Zx,- (11)

is valid. After replacement of x2, x3, etc., by the equi­
librium constants and by equating all higher constants, the 
following relation results:

Xi +  KjXi2 + K 2K y X 3 +  K 2K 32x 4 +  . . .  =  Zx,- (12)

Considering K3xx < 1, summation o f the terms K2x 2, 
K2K3x 3, etc., yields

Xi +
K 2Xj2 

1 — H3Xi
=  Zx,- (13 )

£ x ,  = 1 for the undiluted amine or alcohol. Denoting the 
true mole fractions of the monomers in the undiluted state 
as x10 and regarding the association constants as inde­
pendent from the concentration, the expression

Xjo + f^2-Tl,02 
1 -  K 3X\ o

(14)

follows. Solving for K?l yields

* 1,0

K 2
1 /* i,o ~ 1

(15 )

To calculate K3 from this expression, Xii0 has to be 
determined. The solution can be considered as a nonideal 
binary system of the macroscopic components as well as 
an ideal multicomponent system of the solvent and o f the 
various forms of the associating component.3 Viewing the 
mixture as a nonideal binary system, the chemical po­
tentials of the components can be expressed by

Ma = Ma° + RT  In (taxa ) (16a)

Mb = Mb° + RT  In (7^ )  (16b)

where
nA

xA = -------------
nA 4  nB

and

x B = nB
nA + nB

(17a)

(17b)

indicate the moles of the amine or alcohol and of the 
solvent. Regarding the mixture as an ideal multicom­
ponent system, the expressions are

1 \ (  ÀAB
7 a  = -------------------- exp) xB{ ----- --------------

* a  4  A abXb I \xA A a b Xb

______ A ba \ )
A b a *a  +  * b /  I

7 b  =
* b 4  A bax a

exp) Aab

+ A ^Xa

______Aba \  I
ABa* a +  * b /  )

p,- = p,e + RT  In xt (i = 1 , 2 , . . . ) (18a)

Mb(1)= Mb(1) + R T  ln * b(d (18b)

(9a) where

x -=
Zn,- + nB(i)

(19a)

and

(9b) nB
* B(1)'  Zn, + nB(1)

(19b)
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denote the true mole fractions of the various forms of the 
associating component and of the solvent, respectively.18,3

From the eq 16a and 16b the tree energy of 1 mol of the 
mixture and the free energy of the components before 
mixing can be expressed as

G i =  xA(pA° +  F T  In [ 7 a * a ! ) +  * b (Mb °  +

RT In [7b*bD (2 0 )

and

G2 = * a Ma ° + XB/JB° (2 1 )

Hence, the free energy of mixing, given by the difference 
of Gx and G2, is

G M = RT(xa In [ta* a] +  * b [7b* b]) (2 2 )

Considering the equilibrium condition g, = ig1( in addition 
the following equations can be derived from (18a) and 
(18b):

G i = x^ M !0 + RT  In x ,)  +  * b(mB(1)6
+ F T l n x B(1)) (23 )

and

G2 = x a(mi9 + RT  In x li0) + x BpB(i)9 (24 )

and, therefore, the difference

Gm = RT(xa In X i/x j o + xB In xB(1)) (25 )

The comparison o f (22) and (25) yields 

7a = * l/* l,0 *A
At the limiting value of the dilution xA = sq

(26 )

Xi,o = 1 /  lim 7a
XA  0

(27 )

results.
Inserting relation 27 in eq 15 yields

K 2K  3 — lim  'T'a  ,.  ̂
AA -  0 hm  7a -  1

*A 0

(28 )

If the calculation of limlA_.07A is based on the three-
constant Redlich-Kister equations, we obtain 

^ e x P( A - B + C ) - exp(Ar^ C ) - l  (29)

while by using Wilson’s equations, there results

= exp (l  -  Aba) _______________^2____________  î 3 oï

Aab c x p [ ( l  -  A ba) /A ab] -  1

Therefore, constant K3 can be calculated the same way as 
constant K2, direct from the constants o f the equations for 
the activity coefficients.

C. Activity Coefficients and Excess Free Energy 
Calculated from K 2 and f f 3

To test the model, it is o f interest to calculate the values 
o f the activity coefficients and the excess free energy from 
K2 and K3.

Considering X; = xi (dj^x^dx,)^ where (T*, is given 
by (12) and (13), eq 3 yields

, 2 K 3x 1
* 1  +  K 2X i —  tz r y =  * a 7 b  ( 3 1 )t i  is. 3x ! )
7B follows by comparison of (16b) and (18b) as

T b  =  X B ( 1 ) / * B  ( 3 2 )

and, after considering the definitions (17b) and (19b), as

7 B= ( 1 - S * D / ( 1 - * a ) (3 3 )
Inserting this expression in (31) and considering addi­
tionally eq 14, there results8

* , W  -  K 2K 3) -  x ,2( 2 [K 3 -  K 2] + xa [ K 32 + K 2]) 
+ X j ( l  + 2K 3xa ) -  xA = 0 (34 )

This equation permits us to calculate x2 for each xA under 
the restrictions
K 3x { <  1, Xx <  xA, and xxe R  (35 )

Using the values of %i thus obtained and the values of x lf) 
from eq 27, the activity coefficients can be calculated 
from eq 26 for the two-constant model. The corresponding 
values of y B result from eq 31. If these values of y A and 
7g are inserted in

GE = F T (x A l n 7A + * B l n 7B) (36)
the excess free energy values of the two-constant model 
are obtained.

D. Results and Discussion
The association constants K2 and K3 calculated for the 

amine and alcohol solutions by eq 8 and 29 or eq 10 and 
30, as well as the association energies AU2 and AU3 derived 
from these constants after van’t Hoff, are compiled in 
Table I. Being identical with the dimerization constant 
and energy of the multiconstant model, K2 and AU2 have 
already been discussed.1,2 In accordance, K3 and AU3 
demonstrate that alcohols are far more associated than 
amines and that their association energy, being about 5 
kcal/mol, is approximately twice that of the amines.1,2 An 
increase of the ratio K3/K2t3 with the transition from the 
weakly associated dimethylamines to the strongly asso­
ciated alcohols corresponds to the assumption o f K:i as 
weighted mean of various differing constants. The stronger 
the association, the higher is K3.

If the calculations for the amines are based on Wilson 
type representations, differences are missing which are 
observed in the values of A U2 and AU3 when Redlich- 
Kister equations are used. Therefore the differences may 
be attributed to the inadequacies of the representations. 
The approximate accordance of the values obtained by 
using Wilson’s equations for the calculations conforms with 
the observation of only one IR band for the NH stretching 
vibration of associated amines,19 i.e., with the presence of 
only one kind of hydrogen bonds. If, in addition to dimers, 
higher polymers are formed and if the energy of a bond 
of cyclic dimers is assumed to be significantly smaller than 
that of higher polymers, these bonds may be accepted as 
linear.

With alcohol systems, AU2 and AU3 likewise approxi­
mately coincide. This holds true, although the IR spectra 
of associated alcohols show two OH stretching vibrations 
which are shifted against the monomeric vibration by 
about 150 and 300 cm“1.20 Van Ness et al.20 determined 
the dimerization energy and the energy for the formation 
of higher polymers to be 8.6 and 5.6 kcal/mol, respectively. 
Considering the shift of the stretching vibrations in the 
ratio of 1:2 and the proportionality between the magnitude 
of the shifts and the strength of the hydrogen bonds,21 they 
inferred the presence of two, somewhat weaker hydrogen 
bonds in the dimers, compared to the higher polymers. 
This conclusion is equivalent to the assumption of a cyclic 
structure for the dimers and of a linear structure for the

H, Landeck, H. Wolff, and R. Gotz
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TABLE I: Association Constants and Energies o f  Aliphatic Amines and Alcohols in Solution with Saturated Hydrocarbons, 
Assuming the Two-Constant Model (K 2, K „  a U2, and A t/,) and the Multiconstant Model ( K , 2, K 23, AlJ t2 , and A U23f

Association constants Association energies, kcal/mol

Two-Constant Model for Amine-Alcohol Association 721

System
CH3NH2-n-butane (lb ) 

CH,NHa-n-hexane (lb , 2a) 

CHjND2-n-hexane (9a, 2a) 

CDjNHj-n-hexane (9b, 2a) 

CD3ND2-n-hexane (9b, 2a) 

C2H5NH2-n-hexane (lb , 2a) 

n-C3H7NH2-n-hexane ( lb )  

(CH3)2NH-n-hexane ( lc , 2a) 

(CH3)2ND-n-hexane ( lc , 2a) 

(CD3)2NH-n-hexane ( lc ,  2a) 

(CD3)2ND-n-hexane ( lc ,  2a) 

CH,OH-n-hexane (2a) 

CH3OD-/i-hexane (2a) 

CD3OH-n-hexane (2a) 

CDjOD-n-hexane (2a) 

C2H5OH-n-hexane (2b) 

C2HsOD-n-hexane (2b) 

C2DsOH-n-hexane (2b) 

C2D5OD-n-hexane (2b) 

C2H5OH-n-heptane (10, 12) 

1-Propanol-n-heptane (10) 

1-Hexanol-cyclohexane (14, 15)

T, °C K 2 ( KU2) K 3 k 2,3 -A t/2 (--A f/ ,l2) *U 3 -A U 2,3
+ 15 
-20

1.62
3.17

(1-93)
(3.07 )

3 .8 i
7.45

(4 .0 i)
(7.62)

2.90
5.24

(3 .33)
(5.4r ) } 2.77 (1-96) 2.76 ( 2.67) 2.44 (2 .1 0)

+ 20 
-20

I .24
2.74

(1 .52)
( 2.67)

3.3g
7.18

(3.50 )
(7.18 )

2.37
4.62

(2.56 )
(4.7?,) 1 2.92 (2.0g) 2.76 ( 2.66 ) 2-46 (2.27 )

+ 20 
-20

1.3s
3.0r

(1 .60)
( 2.86)

3.68
7.92

(3.78 )
(7 .87)

2.57
5 .O4

(2.75 )
(5.07) } 2.89 (2.13) 2.82 (2.7 0) 2.48 (2.25)

+ 20 
-20

1 .2s
2.74

(I -65 )
(2 .72)

3.44
7.2i

(3.63)
(7 .30 )

2.42
4 .6 i

(2.77)
(4 .8 !) } 2.8i ( I .83) 2.72 (2 .57 ) to CO OO io b CO

+ 20 
-20

1.3S
3.02

( 1 -5 8 )
(2.85)

3.69
7.97

(3.77 )
(7-92)

2.57
5.0,3

(2.72 )
(5.06 ) } 2.89 ( 2.18 ) 2.84 (2.7 4) 2-48 (2.2g)

+ 20 
-20

1.04
2.05

(1.17)
(2.02)

2.33
4.37

(2 .35 )
(4 .37 )

1.9g
3.55

(2.06 )
(3 .62 ) \ 2.54 (2-0! ) 2.3i (2.2g) 2. I 4 (2.0s )

+ 20 
-20

1 .03
1.9!

( 1 .02)
(1-92)

2.O3
3.47

(2.O3 )
(3 .5 i)

1.90
3.23

(1 .9 i)
(3.3s) } 2-27 (2.32) 1-96 (2.O4) 1.93 ( 2.O9 )

+ 20 
-20

O.74 
. 1-35

(0.88 )
(1.5,3)

1.5l
2.78

(1.4g)
( 2.8fi)

1.46
2.43

(T 4 8 )
(2.6r ) j  2.24 ( 2.05) 2.25 (2-44) l-9 0 ( 2.1 6 )

+ 20 
-20

0.72
1.46

(0.96 )
(1-6.3)

1.58
2.98

(1.56 )
(3.06 )

1-46
2.6o

(1.53)
(2.84) \ 2.63 (I .94) 2.34 (2 .50 ) 2.13 (2.27)

+ 20 
-20

0.66
1.3!

(O.85)
(1.4fi)

1.4g
2.7fi

(1.46 )
( 2.83)

1.37
2.38

(1.38 )
(2.58 ) } 2.56 ( 2.O4) 2.28 (2 .45) 2.O4 (2.34)

+ 20 
-20

O.74
I .44

( i .o 0 )
(I .65 )

1.58
2.96

(1.56 )
(3.07 )

1.4s
2.5r

(1.5g)
(2.86) \ 2.46 ( I .84) 2.32 (2 .5 i) 2 .O3 (2 .1 6)

+ 60 
+ 40

15.0
24.2

37.5
60.8

23.0
36.9 } 4.93 5.02 4.85

+ 60
+ 40

15.g
26.2

39.5
65.4

24.4
39.7 | 5.13 5.23 5.O5

+ 60 
+ 40

15.2
25.2

38.1
63.6

23.3
38.3 } 5.2s 5.34 B .l6

+ 60 
+ 40

I 6.0
26.3

39.9
65.9

24.5
39-9 \ 5.15 5.20 5.03

+ 60 
+ 40

IO.4 
15.8

22.1
34.0

16.0
24.2 \  4-3q 4 .4 5 4.26

+ 60 
+ 40

11.0
17-0

23.3
36.4

17.0
25.9 } 4-4g 4.64 4.39

+ 60 
+ 40

11.0
17-1

23.6
36.9

17-0
26.1 [ 4.53 4.64 4.44

+ 60 
+ 40

H -3
17-9

24,0
38.4

17-3
27.3 \ 4.79 4-88 4 .6 9

+ 60 
+ 40

7-9
12 .4

17 .9
28 .4

12-3
1 9 .i } 4 .65 4 .7 8 4 .5 2

+ 60  
+ 40

7-5
12.2

14.6
23 .8

H -7
18.8 \  5.07 5.O5 4 .9 2

+ 8 1 .2  
+ 50

6-6
11.7

7-2
12.9

10.0
17.6 }  4 .66 4 .7 2 4.64

“ The values are calculated by means o f Wilson’s constants. Values calculated for the amines by means o f Redlich-Kister 
constants are given in parentheses. The Wilson or Redlich-Kister constants used for the calculations were taken from the 
references indicated or were calculated by the method o f  Barker23’" from the values for the pressures, molar volumes, and 
virial coefficients given in these papers. K 2 I and At/2 3 were likewise taken from these papers or were determined as de­
scribed therein.
higher polymers. (Cyclic polymers o f sufficient size are 
equivalent to the linear higher polymers.) As is concluded 
from our results in agreement with other investigations,20,22 
the value of 8.6 kcal/mol for the dimerization energy is 
presumably too high. The determination of a dimerization 
energy of about 5 kcal/m ol which is in accordance with 
the value found for the association energy of the higher 
polymers does not exclude the assumption of cyclic dimers 
and linear higher polymers. However, due to the com­
plications o f the alcohol association23 25 as well as due to 
the inherent simplifications of the model a simple cor­
relation between the calculated energy values and the 
stretching bonds seems rather questionable.26

The activity coefficients and the excess free energy 
calculated from K2 and K 3 using Wilson’s constants and 
calculated direct from Wilson’s equations are reproduced 
in Figures 1-3. With the amine series the largest devia­
tions o f both curves are not greater than 5-10% in the 
entire range of mole fractions (Figure 1). The same holds 
true for the solutions of methanol, except when the mole 
fractions are greater than 0.95; in this range a rapid in-

MeNH 2 - n - H e x a n e  

2 0 '  C

Figure 1. (a) Activity coefficients and (b) excess free energy of the 
mixtures of methylamine with o-hexane at 20 °C , calculated from the 
equations of the two-constant model using Wilson's constants (— )
and directly calculated from Wilson’s equations (------- ). y A and y B are
the activity coefficients of methylamine and r+hexane, respectively. 
GE is the excess free energy, and x A is the mole fraction of the amine.
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EtOH -  n -H e p ta n e  
60* C

Figure 2. (a) Activity coefficients and (b) excess free energy of the 
mixtures of ethanol with n-heptane at 60 °C , calculated from the
equations of the two-constant model using Wilson’s constants (------)
and directly calculated from Wilson’s equations (------- ). y a and y B are
the activity coefficients of ethanol and n-heptane, respectively. GE is 
the excess free energy, and x A is the mole fraction of the alcohol.

1 - H e x a n o l  -  C y c l o h e x a n e  

6 0 '  C

Figure 3. (a) Activity coefficients and (b) excess free energy of the 
mixtures of hexanol with cyclohexane at 60 °C , calculated from the 
equations of the two-constant model using Wilson’s constants (- - -)
and directly calculated from Wilson’s equations (------- ). y a and 7B are
the activity coefficients of hexanol and cyclohexane, respectively. GE 
Is the excess free energy, and x A Is the mole fraction of the alcohol.

crease of the differences occurs. For the solutions of 
ethanol this range begins at a lower mole fraction (Figure
2) . For the solutions of hexanol in cyclohexane, however, 
the differences of the values are considerably greater than 
10% nearly in the entire range of mole fractions (Figure
3) . Therefore, the solutions of the alcohols with longer 
chains cannot be described by the equations of the two- 
constant model. However, the behavior of the amine

solutions is given by these equations with a comparatively 
small error in the entire mole fraction range. The same 
holds true for the methanol and ethanol solutions, aside 
from the range of the highest concentrations.
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Thermal and Structural Properties of the Cholestanyl Myristate-Cholesteryl Myristate 
and Cholestanyl Myristate-Cholesteryl Oleate Binary Systems

Barry E. North^ and Donald M. S m all*

Biophysics Division, Department o f Medicine, Boston University School o f Medicine, Boston, Massachusetts 02118 (Received 
June 1, 1976; Revised Manuscript Received January 6, 1977)

Phase maps of two binary systems of sterol esters, cholestanyl myristate-cholesteryl myristate and cholestanyl 
myristate-cholesteryl oleate, were obtained by examining binary mixtures of the esters by differential scanning 
calorimetry and polarizing light microscopy. Binary mixtures of cholestanyl myristate and cholesteryl myristate 
form solid solutions which melt at temperatures from 72 to 92 °C with increasing cholestanyl myristate content. 
Solid solutions containing up to 15 wt % cholestanyl myristate melt to smectic mesophases and then to cholesteric 
mesophases before becoming isotropic liquids. Solid solutions with from 15 to 30 wt % cholestanyl myristate 
melt to cholesteric mesophases before melting to isotropic liquids. Mixtures with greater than 30 wt % cholestanyl 
myristate melt directly to isotropic liquids but the metastable mesophases can be obtained by undercooling 
the liquid phase. The cholestanyl myristate-cholesteryl oleate binary system exhibits a eutectic containing 
6% cholestanyl myristate and melting at 46 °C. Over a very limited temperature and composition range in 
the region of the eutectic composition, a stable cholesteric phase exists. Metastable cholesteric and smectic 
phases are formed when the liquid phase is undercooled. The phase behavior of this system indicates that 
cholesteryl oleate and cholestanyl myristate are insoluble in each other in the solid state. The different phase 
behavior for the two binary systems is explained in terms of the crystal structures of the individual esters. X-ray 
diffraction evidence indicates that cholesteryl myristate and cholestanyl myristate are isostructural and can 
therefore readily form solid solutions, whereas cholesteryl oleate and cholestanyl myristate have different crystal 
structures and thus do not allow solid solubility.

Introduction
Long-chain fatty acid esters of cholesterol are normal 

components o f serum lipoproteins1 and occur pathologi­
cally in the arterial lesions of atherosclerosis2 as well as 
in the xanthomata of familial hypercholesterolemia.3 
Because of their biological importance and unusual be­
havior as liquid crystals, the physical properties of cho­
lesteryl esters have been studied extensively.4 6 Moreover, 
the phase behavior of multicomponent systems containing 
cholesteryl esters in combination with other lipids has been 
investigated as models for biological systems.4,7,8 For 
example, the phase equilibrium of cholesterol-cholesteryl 
ester-phosphatidylcholine-water is useful in analyzing the 
physical state o f lipid deposits in normal and diseased 
arteries.9

In biological systems, more than one cholesteryl ester 
are usually present, cholesteryl oleate and linoleate being 
the most abundant in serum lipoproteins and athero­
matous lesions.1 The melting behavior of a number of 
binary systems of cholesteryl esters has been studied,4,10“13 
but the phase behavior of binary mixtures of a cholesteryl 
ester and a different sterol ester has not been investigated, 
except in an early study on sterol mixtures.14 The presence 
of small amounts of cholestanyl esters in normal human 
plasma lipoproteins,15 in human atherosclerotic depos­
its,16,17 and especially the presence of as much as 49% of 
the total esterified sterols in abnormal brain tissues of 
patients with cerebrotendinous xanthomatosis, a rare lipid 
storage disease,18 prompted us to study the effects of 
cholestanyl esters on the state and structure of cholesteryl 
esters. Although the physical states of these lipid con­
taining systems are determined by the complex interac­
tions of all of the components, nevertheless an under­
standing of the physical properties of sterol ester mixtures

^Present address: Biology Department, Brookhaven National 
Laboratory, Upton, N.Y. 11973.

is a necessary prerequisite to the study of more complex 
model systems.

In this paper we examine the phase behavior of two 
binary systems. In the fiist, the cholesteryl myristate- 
cholestanyl myristate binary system, the two esters have 
almost identical chemical structures but different thermal 
behavior.19 Cholesteryl myristate was chosen because it 
is perhaps the most extensively studied cholesteryl ester. 
In the second system, -he cholesteryl oleate-cholestanyl 
myristate binary system, the two esters are structurally 
quite different. Cholesteryl oleate was chosen because of 
its biological importance.

Experimental Section
Sample Preparation. The esters were obtained from 

Nu-Chek-Prep, Elysian, Minn., in greater than 99% purity. 
Purity was checked by thin layer chromatography on silver 
nitrate impregnated Silica gel G plates.

Mixtures of approximately 30 mg were prepared by 
weighing the individual esters to 0.01 mg into constricted 
glass tubes (i.d. 5 mm). The tubes were filled with ni­
trogen, sealed, and the components equilibrated by cen­
trifuging through the constriction ten times at 90 °C. The 
mixtures were checked for the absence of breakdown 
products by thin layer chromatography after the equili­
bration procedure.

Microscopy. Samples o f the ester placed on a micro­
scope slide and covered with a cover slip were examined 
under a polarizing light microscope equipped with a 
heating stage and a calibrated thermometer.4 The samples 
were heated at approximately 1 °C /m in to the isotropic 
state. Metastable mesomorphic phases were examined by 
undercooling the isotropic liquid, and mesomorphic 
transition temperatures were measured if possible by 
reheating the smectic mesophase at 1 °C/min.

Calorimetry. Differential scanning calorimetry was 
carried out using a modified Du Pont 900 differential
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thermal analyzer equipped with a differential scanning 
calorimetry cell and a Perkin-Elmer differential scanning 
calorimeter Model DSC-2. Samples were prepared by 
melting the mixtures and transferring 1.5-2.5-mg portions 
to aluminum pans, which were then sealed. The calori­
metry scans were run immediately and duplicate samples 
were re-run after storing the samples for 3 days at room 
temperature. Selected samples were re-run after storage 
for 4 months at room temperature.

After an initial heating scan at 5 or 10 °C /m in from 20 
to 100 °C, the mesomorphic transitions were obtained by 
cooling to a temperature below the mesomorphic phase 
transitions and heating again to 100 °C. The sample was 
cooled to 0 °C (for the cholesteryl myristate-cholestanyl 
myristate mixtures) or to -50  °C (for the cholesteryl 
oleate-cholestanyl myristate mixtures) and then reheated 
to 100 °C. For the melting transitions o f the pure com­
ponents and for all liquid crystal transitions, the transition 
temperature was taken as the extrapolated onset tem­
perature (the temperature corresponding to the inter­
section of the extrapolated baseline and a line through the 
steepest part of the leading edge o f the peak) on the Du 
Pont instrument or the peak temperature on the Per­
kin-Elmer. For other transitions, the onset temperature 
(initial deviation from baseline) and peak temperature 
(obtained from the Perkin-Elmer DSC-2 thermograms at 
a scan rate of 5 °C/min) were used to estimate the solidus 
and liquidus temperatures, respectively.20 The transition 
temperatures were calibrated using pure standards with 
known melting transitions (p-nitrotoluene, naphthalene, 
benzoic acid, and indium).

X-Ray Diffraction. X-ray powder diffraction patterns 
were obtained using a Searle x-ray camera with toroidal 
optics (sample to film distance 61.85 mm) mounted on a 
rotating anode x-ray generator (Ni filtered Cu Ka radi­
ation). The samples were ground with a mortar and pestle 
and placed between 0.000 25-mm thick Mylar windows, 
spaced 0.8 mm apart. Microdensitometry of x-ray pho­
tographs was performed on a Joyce-Loebl Model 3CS 
microdensitometer.

Results
Cholesteryl Myristate-Cholestanyl Myristate Binary 

System. Cholesteryl myristate possesses stable smectic 
and cholesteric mesophases; that is, the mesophases are 
formed on heating the crystal as well as cooling the iso­
tropic liquid. The crystal to smectic transition occurs at 
72 °C, the smectic to cholesteric transition at 80 °C, and 
the cholesteric to isotropic transition at 85.5 °C. Cho- 
lestanyl myristate, on the other hand, melts directly to an 
isotropic liquid at 91 °C. The mesophases are metastable; 
the cholesteric mesophase is only formed when the iso­
tropic liquid is undercooled, and crystallization takes place 
so rapidly that the smectic phase has an extremely short 
lifetime.19

The differential scanning calorimetry curves of the two 
esters, shown in Figure 1, illustrate their different thermal 
behavior. Also shown in Figure 1 is the differential 
scanning calorimetry curve of a mixture containing 60 wt 
% cholesteryl myristate and 40 wt % cholestanyl myr­
istate. Its melting behavior is intermediate between that 
o f the two components. It melts directly to an isotropic 
liquid over a temperature range between the melting 
temperatures of the pure esters. On cooling the isotropic 
liquid, the cholesteric and smectic mesophases appear.

The behavior o f other mixtures is similar. With in­
creasing cholesteryl myristate content, the crystalline 
melting transition temperatures decrease while the smectic 
to cholesteric and cholesteric to isotropic transition

r p r

Figure 1. Differential scanning calorimetry curves for the cholesteryl 
myristate-cholestanyl myristate binary system (recorded on a Per­
kin-Elmer DSC-2, heating rate 5 °C/min): (1) heating curve of cholesteryl 
myristate, showing (left to right) crystal to smectic, smectic to cholesteric, 
and cholesteric to isotropic transitions; (2a) heating curve of a  mixture 
containing 60%  cholesteryl myristate, showing crystal to isotropic liquid 
transition; (2b) heating curve of same mixture showing (left to right) 
smectic to cholesteric and cholesteric to isotropic transitions obtained 
by undercooling the isotropic liquid and reheating; (3a) heating curve 
of cholestanyl myristate showing crystal to isotropic liquid transition; 
(3b) cooling curve of cholestanyl myristate showing (right to left) isotropic 
to cholesteric transition and recrystallization transitions. At this heating 
rate, crystallization occurs before the smectic mesophase appears.

Figure 2. Binary phase map of cholestanyl myristate-cholesteryl 
myristate system obtained by differential scanning calorimetry and 
m icroscopy. Solidus tem peratures  ( • )  are extrapolated onset tem ­
peratures. Liquidus temperatures (O) are peak temperatures (see text 
for explanation). Smectic to cholesteric transition temperatures (A ) 
and cholesteric to isotropic transition temperatures (□ )  were obtained 
from heating scans either directly or by heating the undercooled liquids. 
Smectic to cholesteric and cholesteric to isotropic transition temperatures 
from cooling scans for compositions in which crystallization occurs too 
rapidly to record heating scan are indicated by ▲ and ■ , respectively.

temperatures increase. The observed linear variation of 
mesophase transition temperatures is expected for a binary 
system in which the two esters are miscible in the me­
sophases and liquid phases.

A phase map o f the cholesteryl myristate-cholestanyl 
myristate binary system, constructed from the transition 
temperatures obtained by differential scanning calorimetry 
and microscopy, is presented in Figure 2. The diagram 
suggests the formation of solid solutions for all compo­
sitions. Melting of the solid solutions occurs over a 
temperature range indicated by the solidus and liquidus 
temperatures. Regions containing stable smectic and 
cholesteric mesophases are also shown. The smectic phase 
is stable for compositions of 85-100% cholesteryl myr­
istate, where the cholesteric to isotropic liquid transition 
occurs at temperatures equal to or higher than the liquidus
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46°C. When allowed to stand for 72 h or longer at room
temperature, the mixt.Ires became totally crystalline and
melting occurred at 46 ± 1°C. No significant changes in
the melting behavior w~re observed when the samples were
reexamined after 4 m::>nths. The observed thermal be-

Figure 5. Binary phase map of cholestanyl myristate (CoM) and
cholesteryl oleate (CO) obtained by differential scanning calorimetry
using a Perkin-Elmer DSC-2 (scanning rate 5 °C/min) and microscopy:
(e) eutectic melting temperatures; (0) Uquidus temperatures obtained
from peak temperatures of heating curves; zone 1, solid cholesteryl
oleate plus liquid; zone 2, :holesteric mesophase.
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Figure 4. Differential scanning calorimetry curves for a mixture
containing 20 % cholestanyl myristate and 80 % cholesteryl oleate
(Perkin-Elmer DSC-2, scan rate 5 °C/min): (1) heating scan recorded
immediately after equilibration of mixture; (2) heating scan after 3 days
at 25°C; (3) cooling scan showing (riglt to left) isotropic to cholesteric
and cholesteric to snnectic transitions; (4) healing scan obtained
immediately after cooling scan 3, showing smectic to cholesteric and
cholesteric to isotropic transitions (left to right).
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Figure 3. Microdensitometer traces of x-ray diffraction patterns for
(a) ChoIesteryl myristate, (b) cholestanyl myristate, (c) binary mixture
:>f 50% cholestanyl myristate and 50% choIesteryt myrlstate, and (d)
cholesteryl oleate. The positions and relative intensities of the major
reflections in a, b, and c are similar, while the diffraction pattern of
d is quite different.

~mperature. Likewise, the cholesteric phase is stable for
'compositions of 70-100% choles~ryl myristate, where the
smectic to cholesteric transition occurs at the same or
higher temperature than the liquidus temperature. At
lower cholesteryl myristate content, these phases are
metastable.

The x-ray diffraction maxima for cholesteryl myristate
and cholestanyl myristate are compared in Figure 3. The
d spacings and the relative inte:lsities of the diffraction
maxima are strikingly similar, ;;uggesting that the two
esters are isostructural. Furthermore, the x-ray diffraction
pattern of a 1:1 mixture of the two esters (Figure 3) is
nearly identical with the diffract;ion patterns of the pure
esters. These results clearly show that cholesteryl myr­
istate and cholestanyl myristate form solid solutions.

Cholestanyl Myristate-Cho.!esteryl Oleate Binary
System. Like cholestanyl myristate, cholesteryl oleate
forms metastable mesophases, i.e., the mesophases are only
formed by undercooling the isotropic liquid. The crystal
to isotropic transition occurs at 51°C, and the smectic to
cholesteric and cholesteric to isJtropic transitions occur
at 42 and 47°C, respectively.4,5 Unlike the mesophases
of cholestanyl myristate, the mesophases of cholesteryl
oleate can exist for several minutes below the crystal to
isotropic transition temperatu::'e before crystallization
occurs.

When equilibrated mixtures of cholestanyl myristate and
cholesteryl oleate with greater than 75% cholesteryloleate
were cooled to room temperature (25°C) and examined
by polarizing microscopy, two phases, a crystalline phase
and a smectic mesophase, were observed in most cases. On
heating, the crystals melted at 34°C, usually crystallizing
into a more stable form which melted at approximately
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Figure 6. Smectic to cholesteric (A ) and cholesteric to isotropic (□ )  
transition temperatures for mixtures of cholestanyl myristate and 
cholesteryl oleate. ■  indicates a cholesteric to isotropic transition of 
a stable cholesteric mesophase.

havior of the cholestanyl myristate -cholesteryl oleate 
mixtures, which suggests formation of metastable crys­
talline states, was confirmed by differential scanning 
calorimetry and is illustrated in Figure 4 for a mixture 
containing 20% cholestanyl myristate. Due to the for­
mation of metastable crystalline states, the phase behavior 
described below and illustrated in Figure 5 is based on 
observations made after allowing the samples to stand for 
3 days at 25 °C. Mixtures throughout most of the com­
position range exhibit a sharp melting transition at 46 ±  
1 °C, corresponding to the melting of a eutectic. In ad­
dition, mixtures containing more than 10% cholestanyl 
myristate exhibit a broad transition at higher temperature. 
With increasing cholestanyl myristate content, this 
transition extends to higher temperatures and its enthalpy 
increases relative to that of the eutectic transition. By 
microscopy, this transition corresponds to the melting of 
crystals into a cholesteric liquid crystalline or isotropic 
liquid phase. On cooling in the differential scanning 
calorimeter, two exothermic transitions are observed. The 
transitions were identified by microscopy as isotropic to 
cholesteric and cholesteric to smectic transitions. As the 
isotropic liquid is cooled, the cholesteric phase appears, 
followed by a transformation to the smectic phase. 
Mixtures containing 50% or more cholesteryl oleate can 
be cooled to the smectic phase and reheated through the 
mesophase transitions before crystallization occurs. (See 
Figure 6.)

For a mixture containing 10% cholestanyl myristate, the 
enthalpy of the transition due to the melting of excess 
cholestanyl myristate is very small. Only a small shoulder 
on the high temperature side of the eutectic melting 
transition can be detected. With 7 % myristate, a small 
shoulder is also present, but in a mixture containing 6% 
myristate, only the single sharp peak at 46 °C is present 
and suggests that the eutectic composition contains 6% 
cholestanyl myristate and 94% cholesteryl oleate.

An interesting consequence of the formation of a eutectic
is that for mixtures with a composition within-----^ew
percent o f the eutectic composition, the cholesteric to 
isotropic transition temperature is higher than the eutectic 
melting temperature. In this narrow range of composition, 
the cholesteric phase is truly stable rather than metastable 
over a narrow temperature range and can be observed by 
microscopy on melting the eutectic mixture. For example, 
in a mixture containing 7% cholestanyl myristate, the 
cholesteric phase is stable 1 °C above the eutectic melting 
temperature.

For mixtures with less than 6% cholestanyl myristate, 
one would expect to see, in addition to the eutectic melting 
transition, a transition corresponding to the melting of 
excess cholesteryl oleate. However, since the melting

temperature o f cholesteryl oleate is close to the temper­
ature of the eutectic melting transition, we were not able 
to discern a separate peak for excess cholesteryl oleate. 
Under such circumstances it is difficult to determine the 
exact eutectic composition.

Several mixtures in the composition range from 1 to 6% 
cholestanyl myristate were examined. On heating, all o f 
these mixtures exhibited an endotherm beginning at 46 
±  1 °C (solidus line). However the peak temperatures 
occurred at progressively lower temperatures with in­
creasing cholestanyl myristate content. The constant 
temperature of the solidus line at 46 °C, due to the melting 
of a eutectic, indicates that cholestanyl myristate is 
probably insoluble in cholesteryl oleate in the solid phase. 
Furthermore, at the other end o f the composition range, 
the presence of a eutectic melt at 46.5 °C for a mixture 
containing only 3% cholesteryl oleate shows that cho­
lesteryl oleate is insoluble in cholestanyl myristate in the 
solid phase.

The x-ray diffraction pattern of cholesteryl oleate is 
shown in Figure 2. The overall dissimilarity o f the dif­
fraction patterns of cholesteryl oleate and cholestanyl 
myristate suggests that the two esters have significantly 
different crystal structures and explains the failure of the 

.two esters to form even limited solid solutions.

D iscussion
The thermal behavior of cholesteryl myristate-cho- 

lestanyl myristate mixtures, characterized by transition 
temperatures which change progressively from that of one 
component to that of the other, suggests the formation of 
solid solutions for this binary system over the entire 
composition range. All mixtures examined melt over a 
narrow temperature range, and no evidence for eutectic 
or compound formation exists. Since the molecular 
structures of the two esters are identical except for the 
presence o f the A5 double bond in cholesterol, and their 
crystal structures are nearly identical, as indicated by their 
virtually identical x-ray diffraction patterns, one would 
predict that either ester could easily fit into the crystal 
lattice of the other with little disruption o f the order of 
the crystal.

The formation of a eutectic in the cholesteryl oleate- 
cholestanyl myristate binary system is in contrast to the 
simple behavior of the cholesteryl myristate-cholestanyl 
myristate binary system. Cholesteryl oleate and choles­
tanyl myristate possess different crystalline structures, as 
shown by their distinctly different x-ray diffraction pat­
terns (Figure 3). Thus it is not surprising that these two 
esters, with different acyl chains, fail to form solid solu­
tions. The formation of eutectics in cholesteryl ester binary 
systems is not uncommon. For example, binary mixtures 
of cholesteryl myristate with cholesteryl stearate, acetate, 
and nonanoate form eutectics with 68,11 50,12 and 40% 12 
cholesteryl myristate, respectively. The cholesteryl 
oleate-cholesteryl stearate and cholesteryl linoleate- 
cholesteryl stearate systems also have eutectics, both 
containing 6% of the stearate ester.13

The thermal behavior of the cholesteryl oleate-cho- 
lestanyl myristate binary system is also complicated by the 
existence of metastable crystalline states. Apparently, a 
metastable eutectic with a melting temperature of 34 °C 
is initially formed when mixtures of the two esters are 
cooled from the isotropic liquid state, and the higher 
melting stable eutectic forms slowly when the sample is 
allowed to stand at room temperature. Polymorphism has 
been observed in other binary systems of cholesteryl oleate 
and another cholesteryl ester and in cholesteryl oleate 
itself.13

B. E. North and D. M. Small

The Journal o f Physical Chemistry, Vol. 81, No. 8, 1977



MO Theoretical Study on (SN)2 Molecules 727

The existence of a eutectic in mixtures o f sterol esters 
may have importance in biological systems. The presence 
of a few percent of cholestanyl myristate in cholesteryl 
oleate lowers the melting transition considerably and 
produces a stable cholesteric mesophase over a narrow 
range of temperature and composition. Thus minor 
changes in the composition of the sterols in a pathological 
lipid deposit may alter the physical state o f the lesion. The 
xanthomata of cerebrotendinous xanthomatosis, which 
contain large amounts of cholestanyl esters, might be quite 
different in physical properties from the primarily cho­
lesteryl ester xanathomata associated with familial hy­
percholesterolemia.
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Concerning the initial stage of solid state polymerization of (SN)X, semiempirical INDO-type ASMO-SCF 
calculations are performed for the precursor S2N2, and several “deformed” structures of (SN)2, the dimeric 
unit (SN)4, and the trimeric unit (SN)6. According to the results of calculations, the triplet biradical nature 
emerges in appropriately “deformed” structures of (SN)2. This agrees well with the experimental results wherein 
paramagnetism (g = 2.005) is observed at the initial stage of polymerization. (SN)4 and (SN)e, however, show 
no triplet nature probably corresponding to the fact that the system gradually becomes diamagnetic as the 
polymerization proceeds. The mechanism of polymerization at the initial stage is discussed based on our calculated 
results.

Introduction
There has recently been considerable interest in the 

covalent polymer, polymeric sulfur nitride, (SN)X, since the 
discovery that it is a low-dimensional metallic conductor.1,2 
The theoretical treatment for (SN)X has also been carried 
out to reveal the metallic character of the (SN)X in its band 
structure.3 Recently, MacDiarmid et al. have reported that 
the crystalline monomeric S2N 2 polymerizes thermally in 
the solid state to form the (SN)X polymer.4 They have also 
determined the structure of (SN)X as well as S2N 2 shown 
in Figure 1A and IB by x-ray diffraction. The initially 
colorless tabular monoclinic crystal of S2N2 turns intense

blue-black and becomes paramagnetic giving a weak free 
radical signal at g  = 2.005. This substance then changes 
to golden-colored, diamagnetic crystals of the (SN)X 
polymer.

For the mechanism of the solid state polymerization, 
they have also proposed, particularly at the first step, the 
thermal opening (widening) of one of the S-N  bonds in 
S2N2 to form a biradical species. This radical can then link 
up with another S2N2 molecule in the crystal to give the 
partly polymerized, paramagnetic (SN)2 of blue-black color, 
and finally the golden (SN)X polymer. Moreover, 
Baughman et al. have studied the polymerization including
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Figuré 1. Geometries of the polymer (SN)X(A), the precursor S2Na (B), 
and several deformed (SN)2 molecules (C, D, and E) with atomic net 
charges and x  electron densities (bracketed values). For (D) and (E), 
those of the triplet states are shown.

Figure 2. Orbital energy level correlation diagrams for deformed (SN)2 
(C, D, and E) together with the precursor, S2N2 (B). Changes of the 
orbital energy levels below the eighth MO are not essential and omitted 
here.

defect structure crystallographically.5
In the present paper, we try to elucidate the poly­

merization reaction, particularly at the initial stage, and 
to confirm the mechanism proposed above by MO cal­
culations. At first, we calculate the electronic states of the 
precursor S2N2, and then, o f the several “ deformed” 
structures of (SN)2 as shown in Figure 1 in order to in­
vestigate the thermal initiation reaction. The calculations 
are performed with the use of the semiempirical INDO- 
type ASM O'SCF method for valence electrons including 
sulfur 3d orbitals,63 and the stability of the triplet state 
(open shell) is examined by the sign of the transition 
energy from the lowest singlet state (closed shell) .6b This 
method has given fairly reasonable results, especially for 
the transition energies6̂  because of good parametrization 
for Coulomb repulsion integrals.7 Examined further are 
the electronic states of the dimeric unit (SN)4 and the 
trimeric unit (SN)6.

E lectron ic State o f  S2N2
The molecular structure of S2N2 employed here is shown 

in Figure IB, which has been determined by MacDiarmid 
et al.4a This is square-planar (D^) with 90° of the S -N -S  
angle8 and almost equal bond lengths, 1.654 A.9 The 
calculation of the electronic state of S2N2 has been carried 
out by using the SCF-Xa scattered wave method, which 
gives a rather highly polar S-N  bond (S04i+-N 0-48-).10 This 
is probably because the method overestimates the con­
tribution from the ionic structure.

The atomic net charges and x electron densities cal­
culated here are also shown in Figure 1. This molecule has 
six x  electrons: two x electrons from each sulfur atom and 
one x electron from each nitrogen atom. In consequence 
o f the planar D2h structure, the occupied orbitals are 
separated into a and 7r orbitals. In the S-N  bond, the 
charge densities of a electrons are 4.180 and 3.820 on S and 
N, respectively, whereas those of x electrons are 1.619 and 
1.381, respectively. This means that the charge transfer 
o f 7r electrons from S to N (0.381) exceeds that of <r 
electrons from N to S (0.180). Consequently, the net 
charges on S and N are +0.201 and -0.201, respectively, 
as is usual for S-N  bonds in other molecules11 reflecting 
the fact that sulfur is less electronegative than nitrogen. 
As a matter of course, the highest occupied molecular 
orbital (HOMO) is of typical x MO, following another x 
and two a MOs close together as shown in Figure 2. It 
should be noticed here that there are two extraordinary 
low lying unoccupied MOs with negative eigenvalues and 
large S-N  antibonding characters, i.e., ir* and a* being very

TABLE I: Transition Energies and Cl Improvements for 
the Stability of the Triplet States of the 
Deformed (SN)2 (in eV)

Struc­
ture

(11th MO
—>

13th M O)

E iE7t „*  
(11th M o

12th M O )
^  3̂ 7T ,(J *

(after Cl)

B 1.922° 2 .5 14ft 2 .867
C 1.401 1.223 1.627
Dc 1.060 -0 .6 9 3 - - 0 .0 6 8 -

( a 3£  ¥ *) (A 3Enj f * )
Ec 1.876 -0 .5 4 4 - - 0 .1 5 3 -

(A 3£ * ,¥ * ) ( A 3En^ * )
a In this case, 11th MO — 12th MO. b In this case,

11th M O -> 13th MO. c In these structures A3En a  ̂ is 
replaced by A3E~ y * because of the orbital crossing oc­
curring in the deformation from C to D (see text).

close each other. Such low lying <r* MO may often induce 
bond cleavages or drastic rearrangement among MOs.

E lectron ic States o f  “ D eform ed” (S N )2 
According to the mechanism of the polymerization 

reaction proposed by MacDiarmid et al., S2N2 is considered 
to be deformed thermally (near 0 °C) as the first step to 
open one S -N  bond, giving biradical character. In this 
section, we investigate how the biradical character appears 
according to the deformation. The geometries o f (SN)2 
chosen here are shown in Figure 1C-E. In Figure 1C and 
ID, the bond lengths of the sides opposite to the opened 
S-N  bond are taken as being equal to the S-N bond length 
in the precursor, S2N2 (Figure IB), since shortening of 
them is unfavorable from the viewpoint of nuclear re­
pulsion as found in this calculation. Figure IE is employed 
from the fragment of the (SN)X polymer in Figure 1A. 
Sulfur 3d orbitals are requisite for the SCF convergence 
in the calculations for the open forms even though their 
contribution is not significant. As previously mentioned, 
we devoted our attention to these calculations in order to 
investigate the possibility of the triplet biradical by ex­
amining the transition energy from the lowest singlet state 
to the triplet state in each structure.

In the cases of the precursor (Figure IB) and the slightly 
deformed structure (Figure 1C), the ground states are, not 
unexpectedly, singlet, although the triplet x-x* transition 
energy (A3Ery )  and the triplet x-<r* transition energy 
(A3Ery) of the latter are positively small as shown in Table 
I. Next, we tried the case of a little more deformed 
structure (Figure ID). A3Ewy  remains positive and almost 
the same vdue, while A3ETji- is found to be negative. 
Hereafter, we define the signs x and x to represent the
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TABLE II: a Spin Densities in (SN)2 of 
Structures D and E°

Atom s p * Py
7TSpin
d e n s it y Pi

TTspin
d e n s i t y

N, 0.000 0.272
D

0.000 0.273 0.187 0.187
n 3 0.008 0.081 0.036 0.125 0.145 0.145
s 2 0.001 0.069 0.005 0.092 0.036 0.082
s4 0.000 0.469 0.026 0.510 0.572 0.586

N, 0.000 0.214
E

0.000 0 215 0.168 0.168
n 3 0.009 0.067 0.098 0 175 0.171 0.171
s2 0.000 0.046 0.004 0 052 0.008 0.060
S4 0.000 0.364 0.172 0.559 0.584 0.601

“ AO spin densities o f 3d orbitals are o f small values and 
hence omitted here. The values of W and rr spin densities, 
however, contain the 3d contributions.

x-type MO perpendicular to the molecular plane and that 
in the molecular plane, respectively. The above result 
means that the ground state of such a structure is a triplet 
formed from two singly occupied (SO) MOs, i.e., x  SOMO 
and x* SOMO, as shown in Figure 2. The same result was 
obtained for structure E (Figure 1). Furthermore, these 
results were improved by the configuration interaction (Cl) 
method including one electron excitations for the triplet 
states and pairing excitations for the singlet states within 
all ranges from (HO -  3)MO to (LU +  3)MO. The situ­
ations are essentially not altered after Cl as shown in Table 
I. Thus, it is probable that the triplet state is energetically 
favorable for the ground state of such deformed structures 
rather than the singlet state. The atomic net charges and 
x  electron densities of each structure are also shown in 
Figure 1, where the values for Figure ID and IE are those 
of the triplet states. We assume here that the open-shell 
MOs in the triplet state are occupied with two more 
electrons of a spins. The a spin densities of the x MO and 
the x* MO are shown in Table II. As a whole, one cannot 
find a large change of the atomic net charges even in the 
triplet states of Figure ID and IE. This implies that the 
transition from the singlet state to the triplet state is not 
due to intramolecular charge transfer. On the other hand, 
such a transition would be expected to cause a drastic 
change of the number of x  electrons from 6 to 5, as one 
of the x electrons is transferred from the x MO (11th) 
perpendicular to the molecular plane to the x* MO (12th) 
in the plane in the biradicals o f the structures D and E 
(Figure 2). The large spin densities of both the x electrons 
and the x  electrons are mainly on S4 and on Nj. The x 
radical electron may be more reactive than x radical 
electron because the orbital energy of x* SOMO is much 
higher than that of x  SOMO. Interestingly, the dominant 
component o f such x* SOMO are p* and as such are 
consistent with the direction of the polymerization as 
shown in Figure 1A.

To understand such singlet-triplet transition in detail, 
we give correlation diagrams o: the orbital energy levels 
for each structure as shown in Figure 2 and pictures of 
some of these MOs of both Figure 2C and 2D are given in 
Figure 3. The 10th MO and the 12th MO in Figure 3C 
are of bonding (per) and antibonding (per*) character, 
respectively, to both the N i-S 4 and the S2-N 3 bonds, and 
are o f antibonding (px*) and bonding (px) character, 
respectively, to both the N i-32 and the N3-S 4 bonds. 
Thus, if the px bond should be stronger than the p<r bond 
by the elongation of the p<r bond, there may be a possibility 
of level crossing between the 10th MO and the 12th MO. 
In fact, when the structure of (SN)2 changes from Figure 
1C to ID, the occurrence of the level crossing between the
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Figure 3. Pictures of 10th and 12th MOs of (SN)2 having structures 
(C) and (D), respectively. Only the major AO components are depicted.

TABLE III: Values o f  Fock Matrix Elements Influencing 
10th Orbital Energies o f C and D (in eV)

r AO s AO

(C)
QIO £»10
<rlFls>a

(D)c10rc‘V
<rlFls>

N, 2px 2̂ 3Px 0.373 -0 .147
N, 2px -1 .461 -0 .5 5 6
N3 2px S4 3px 0.372 -0 .439
N3 2Py S4 3p* -0 .0 8 8 0.133

See the text about the notations C‘ °r and C‘ \.

12th MO (a*) and the 10th MO (cr) is seen as shown in 
Figure 2. Namely, the 10th MO and the 12th MO in 
Figure 3C are transformed to give bonding (px) and an­
tibonding (px*) character in Figure 3D, respectively, 
mainly with respect to the N3-S 4 bond, and somewhat less 
with respect to the N 1-3 2 bond. These details are clarified 
by examining the values of the main Fock matrix elements, 
C10rC10s(r|F|s), where r and s are the component atomic 
orbitals (AOs) of the 10th MO, and C is the AO coefficient. 
It is seen from Table III that, in Figure 3C, the Nj- 
(2px)-S 4(3px) matrix element contributes to stabilization 
for the orbital energy, and that the N 1(2px)-S 2(3px) and 
N3(2px)-S 4(3px) matrix elements contribute to destabi­
lization. However, in Figure 3D, the N 1(2pI)-S 4(3px) el­
ement leads to less stabilization and the N3(2px)-S 4(3px) 
to stabilization. Since the orbital level crossing in going 
from Figure 3C to 3D is caused mainly by the changing 
of the sign o f the 3px orbital on S4 and the larger con­
tribution of the 3s orbital on S2, it would not be so difficult 
to bring about such a triplet transition, if the widening of 
the N j-S 4 bond takes place easily.

In fact, according to the IR spectrum of the solid S2N2,12 
the strong bands at 476.2 and 785 cm 1 are assigned to the 
B2u and B3u modes, respectively, which correspond to a 
widening of one of the S-N  bonds (and hence shortening 
of the opposite S -N  bond). These extraordinary low 
frequencies imply the shallow potential of the S -N  bond 
for such vibrational modes and therefore the widening may 
easily induced, even thermally, because, e.g., 476.2 cm-1 
is equal to 1.36 keal/mol, which is the same order o f RT 
at room temperature (ca. 0.6 keal/mol). This consideration 
indicates that the polymerization may be accelerated by 
applying the appropriate IR radiation.

Thus it is expected that, at the point where the level 
crossing occurs, the N ¡-S4 per bond vanishes and the N3-S 4 
px bond prevails, and that the triplet state emerges in the 
course of the deformation probably due to vibrational 
motion. Furthermore, we have attempted to estimate the
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mixing o f the triplet configuration with the singlet 
closed-shell configuration for Figure 2C, and the mixing 
o f the singlet (original closed-shell) configuration with the 
triplet (biradical) configuration for Figure 2D and 2E 
through spin-orbit coupling. Considering the perturbation 
correction,13 the state function, required at present, 1(3)<f>„ 
is given by

1 ( 3 ) $ . =  l ( 3 ) c j , . 0  +  S  <1 ( ^ , 0 |# s p . I3 ( 1  3 ( 1  )fI

‘ k A En'i, k

where 1(3)<t?i° and 3<1)f>fe° are the unperturbed ith singlet 
(triplet) ASMO and the unperturbed kth triplet (singlet) 
ASMO, respectively. Hso is usual spin-orbit coupling 
operator, and A3Eiik is the energy difference. In the case 
of Figure 2C, refers to the closed-shell configuration 
and to the ir -* a* (11th MO —*■ 12th MO) triplet 
configuration, whereas in Figure 2D and E, 3$,° refers to 
the x —*■ x* (11th MO —*■ 12th MO) triplet configuration 
and ’S’k0 to the original closed-shell configuration. These 
3m$k° states seem to contribute mainly to the second term 
in the above correction rather than to other configurations, 
because the energy differences A3ETy  (A3£ x jf-) are con­
siderably smaller. The matrix element in the numerator 
is further reduced to ('Fjr11|ffS0|1iV 12> ( (T x1I|//So|Tî *12)), 
where and 'F /12 (4V 12) denote the 11th 7r MO and the 
12th a* («■*) MO, respectively. Taking only one-center 
terms into account as to the matrix element and employing 
the spin-orbit coupling constants f  o f 74.2 and 363 cm“1 
for nitrogen and sulfur, respectively,14 we obtain

1$ i = +  0 .0 0 9 34>/eo for  Figure 2C
3$ . = 3$ .°  -  0.019'<i>fe() fo r  Figure 2D

+0.K 5 - 0- 0 21
( 1.639) (1.124)

+ 0.115 -0,010
(1.71Q) (1.121)

Figure 4. The calculated results for atomic net charges and x  electron 
densities (bracketed values) of (SN)4 and (SN)e molecules. Note that 
the total number of x  electrons are 10 and 16, respectively, for these 
fragments.
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Figure 5. Orbital energy diagrams of S2N2, (SN)2, (SN)4, and (SN)6.

and

3<f>, = 3<J>,° -  0 .0 0 6 1<i>fe0 fo r  Figure 2E

The orders o f the mixing coefficients are considerably 
larger than those in usual organic hetero compounds15 on 
account of the heavy atom (sulfur) effect. Moreover, the 
11th x  MO and the 12th a* (x*) MO are advantageous, 
considering the character of the orbital angular momentum 
operator involved in Hs0■ Thus, in (SN)2, the degree of 
mixing of the singlet state is essentially remarkable. In 
particular, the biradical resulting from the x -x*  triplet 
transition would easily be formed from the singlet state. 
It should be stressed here that the energy difference 
between the triplet and the singlet state is small (ap­
proximately 1 kcal/mol) and hence it would not be un­
reasonable if the population of the singlet state, even if 
it were energetically higher, should increase with an in­
crease o f temperature according to the Boltzmann dis­
tribution. In this respect, it is interesting to note that the 
ESR spectrum of blue-black, partly polymerized, (SN)2 
decreases in intensity with increase in the temperature at 
which it is measured, e.g., -100 °C vs. 25 °C.16

E lectron ic States o f  (S N )4 and (S N )6 
In order to understand the polymerization steps further, 

we calculated the electronic states of linear (SN)4 and 
(SN)6. The geometries employed are those from appro­
priate fragments o f the polymer in Figure 1A. The cal­
culated atomic net charges and x  electron densities are 
shown in Figure 4 and the orbital energy diagrams for these 
molecules are shown in Figure 5. It is seen that x  electron 
densities are distributed less on N x and S8 in (SN)4, and 
on Ni and Sx2 in (SN)6, and that (SN)4 and (SN)6 have a 
total of 10 and 16 x electrons, respectively. Furthermore 
the ground states of these molecules are found to be singlet

rather than triplet states. The HOMO (<r) in (SN)4 is 
considerably stabilized by the SOMO (x*)-SOM O (x*) 
interaction between two (SN)2 biradicals. The (HO -
l)M O (x) is almost unchanged from the original x  MO in 
structure E (Figure 5) and these two are nearly degenerate. 
In (SN)6, however, the HOMO (x) is somewhat separated 
from the (HO -  l)M O (a). These results and their HOMOs 
and (HO -  l)M Os suggest that (SN)4 is derived from two 
(SN)2 molecules in the triplet state (5x +  5x), and that 
(SN)g is derived from (SN)4 and square S2N 2 in the singlet 
state (lOx +  6x).

Thus from the results of these calculations, the para­
magnetism is expected to vanish as the polymerization 
proceeds, which is in agreement with the experimental 
results.

Conclusion
We have examined the electronic states o f the square 

S2N2 molecule and several deformed (SN)2 molecules, and 
of (SN)4 and (SN)g molecules.

In the deformed (SN)2, the triplet biradical nature 
begins to emerge as one of the S -N  bonds opens. The 
appearance of the triplet state seems to correspond to the 
interaction of the opened S-N  p<r bond with the adjacent 
S -N  px bond in the molecular plane.

From a simple estimation of the spin-orbit coupling in 
the deformed (SN)2 molecules, there appears to be con­
siderable mixing of the singlet state with the triplet state 
or of the triplet state with the singlet state. The opening 
of the S -N  bond might be expected to occur easily, i.e., 
thermally, in view of the IR spectroscopic data of the 
appropriate vibrational modes.

(SN)4 and (SN)6, however, do not show triplet ground 
states. (SN)4 is believed to result through the dimerization 
of two (SN)2 biradicals, whereas (SN)6 may be regarded
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as being formed by the addition of singlet (SN)4 to singlet 
S2N2. Analogous processes would then lead to higher 
polymers.
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The theory of the propagation of the bursting of a soap film from a linear origin shows that in the absence 
of surface relaxation the rim velocity cannot exceed the characteristic Culick’s velocity of a rim without aureole. 
Experiments on radial bursting propagating from a point source indicated that higher velocities are observed. 
Numerical analysis of radial bursting shows that under some conditions Culick’s velocity may be indeed exceeded 
but only by a few percent.

The study of the bursting of soap films can provide 
valuable information about both the equation of state of 
adsorbed monolayers at surface pressures and concen­
trations not otherwise accessible2,3 and also about the 
kinetics of desorption on the submillisecond time scale.4 
The value of any interpretation of the experimental results 
depends, of course, on the accuracy of the experimental 
measurements and the validity of the theory used in their 
interpretation. An effort has been made therefore to 
analyze5,6 a number of anomalies that have been en­
countered in these studies, and the present paper is the 
last in this series.

The theory of unidimensional bursting propagating from 
a line defect in a uniform sheet can be fully developed 
under the assumption that the surface tension is only 
dependent on surface shrinkage, i.e., that desorption is 
negligible during the short time involved.8 This as­

sumption is used throughout the present paper and, based 
on the work of ref 3, is believed to be applicable to most 
of the experimental studies available. The theory shows 
that the velocity of the rim of the hole cannot exceed a 
characteristic velocity uc called Culick’s velocity
u c =  ( 2 a 0 / p 5 0 ) 1/2 ( 1 )

where n is the surface tension, p the density, 8 the thickness 
of the film, and the subscript 0 indicates the condition of 
the undisturbed film. Culick’s velocity is obtained when 
the film beyond the growing hole is completely undis­
turbed. When, as is in fact always the case, a region of 
shrinking film, the “ aureole” , precedes the hole, then it 
has been shown8 that rim velocity has to be smaller than 
uc.

On the other hand, experimental measurements on 
two-dimensional, radial bursting originating from a point
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defect consistently showed6,10 that when windage effects,
i.e., the slowing down by the drag of the surrounding 
atmosphere, were eliminated or reduced, the rim velocity 
was slightly higher than uc. As reported, the difference 
was within the limit o f experimental errors but the fact 
that it was observed under very different conditions using 
two very different techniques made it credible.

The theory o f radial bursting cannot be developed 
analytically to the same extent as that of unidimensional 
bursting so that no theorem about maximum rim velocity 
is available in this experimentally interesting case. Thus 
there is no real contradiction between theory and ex­
periment but rather a disturbing area o f ignorance. 
Numerical exploration of radial bursting seems to be the 
only way of clarifying this problem and the present paper 
is devoted to such an approach.

That rim velocity has to be equal to uc when the aureole 
is nonexistent is a consequence of conservation of mo­
mentum. The existence of the aureole can, however, cause 
deviations. In the absence of desorption, with surface 
tension independent of time, there is no natural time 
constant for the system and velocities of all features, e.g., 
o f any thickness, are constant.8 It is convenient then to 
express velocities and positions in terms of Culick’s velocity 
uc. Thus
p=(r/t)/uc (2)

is the reduced velocity and position of a feature located 
at a radial distance r at time t. The aureole can then be 
characterized by the reduced thickness, or thickening, 0 
= 5/50, as a function of p. It is said to be self-similar.

Within the visible aureole the velocity of all features 
must increase with their reduced position. Otherwise the 
slower feature is overtaken by the faster one and a shock 
wave, i.e., an abrupt change of thickness, occurs.8 The 
details o f the thickness change within such a shock wave 
do not affect the calculations based on momentum 
changes, as long as the total width over which they take 
place is smaller than the uncertainty of the position of the 
shock wave. Furthermore, the same results apply to radial 
phenomena as long as this width is negligible compared 
to the radius of the shock. Hence the rim of the hole in 
radial bursting can be considered as a shock wave and on 
this basis it can be shown2 that the limiting thickening ft 
= 8¡/S0 satisfies the relation

Pi= 4I¡2/Pi5 2(o¡/oo) (3 )

Figure 1. The locus of radial rim velocities for a flat aureole of varying 
thickness and fixed frontal velocity p (. The locus reaches its maximum, 
p m, for the aureole thickness shown. Dashed lines refer to the uni­
dimensional case in which rim velocity decreases monotonically with 
thickness. ■ ■ «■

Figure 2. The locus of radial rim velocities for a linear aureole of varying 
slope and fixed frontal velocity p,. The rim velocity p , of the aureole 
shown is less than the maximum, p m, of the loots. Dashed lines refer 
to the comparable unidimensional case.

sátisfied, the rim has been reached and thus its velocity 
obtained.

Such a calculation can be made for experimentally 
obtained aureole profiles or for theoretical ones. The latter 
permits the varying o f parameters to determine the factors 
affecting the rim velocity. Most o f the results to be re­
ported assumed a monomial aureole, i.e.

where I is the reduced amount of material per angular unit 
between the point considered and the center. Thus, I] is 
the reduced amount of material in the rim per radian. /  
is conveniently obtained8 by difference from the material 
within the visible film and aureole from a point p 0 in the 
undisturbed film and the point considered, i.e.

I  = Po2/2  -  SpPoP$ dp (4)

The limiting surface tension can be obtained8 by inte­
gration of the local relation given by applying Newton’s 
second law to a film element:

dcr/gp
dp

(5)

which is eq 5.22 o f ref 8 written in reduced units.
Thus, if the shape of the aureole, i.e., 0 as a function p, 

is known, one can calculate the value of a by obtaining the 
value of I from eq 4 and the corresponding value of do-/dp 
from eq 5 at successive points and integrating the latter 
from p 0 where a = a0 to p. Once the criterion of eq 3 is

0 = 1  +  a ( P f - p ) n (6)

where p f is the frontal outer edge of the aureole, a de­
termines its steepness, and n its curvature. The simplest 
case of a flat aureole (Figure 1) corresponds to n = 0. This 
is also the only one for which the rim velocity could be 
obtained by solving through successive approximations a 
closed expression.11 For higher values of n including the 
linear aureole (Figure 2) numerical integration of eq 5 was 
required with step by step testing of eq 3.

The results are summarized in Figures 1-3. In all cases 
the rim velocity tended, as expected, to uc as a approached 
zero, i.e., as the aureole vanished. In addition, the gen­
eralization that in the unidimensional case rim velocity 
cannot exceed uc was confirmed as shown by the dotted 
lines in Figures 1 and 2. In the radial case, however, for 
small values of a, the rim velocity always exceeded uc. At 
a certain value of a, am, rim velocity was maximum and 
for higher values of a it decreased. Thus there was a 
maximum rim velocity p m for each value of p f. This 
maximum depended on p f, again tending to unity, i.e., to 
uc, as p f approached unity, i.e., as the aureole disappeared.
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Figure 3. The locus of p m, the maximum radial rim velocity for a given 
Pi, as a function of the p , values for several values of the exponent 
formonomial aureoles defined by eq 6. The dots indicate the location 
ofthe maximum of each line. Note that the ordinate covers only 2.5%  
and that the maxima increase only slightly between n =  2 and 4.

It also tended to unity as p{ became large as shown in 
Figure 3. Hence, there was a maximum of pm for every 
value of n. These maxima increased somewhat as n in­
creased from 0 to 2 but after that the rise was very small. 
The maximum shifted to higher p{ values as n increased.

Thus, clearly the velocity of the rim of a radial aureole 
can exceed uc. The magnitude of the difference is, 
however, rather small. The largest difference obtained in 
our,calculations was less than 2.5% and from the trend 
o f the values it seems unlikely that any other theoretical 
shape would give significantly higher ones. Neither the 
exponential shape nor a number o f binomial ones have 
shown any marked increase. It should be noted that the 
shape of the aureole is determined by the variation of 
surface tension with shrinkage of the film as may be seen 
from eq 5. Hence, a rim velocity approaching the maxi­
mum value would require a special shape of the surface 
tension vs. shrinkage curve to give the necessary shape to 
the aureole. On a purely statistical basis, most real systems 
should give values below this.

A previously published experimental aureole, that o f 
solution A, Figure 1 o f ref 3, was fitted to the best sig­
nificant polynomial expression and its rim velocity cal­
culated for a number of assumed p f values around the 
•experimentally determined one. (The experimental un­
certainty is larger in measuring absolute p values needed 
here than in the relative values involved in determining 
the aureole shape.) Rim velocities exceeding Culick’s value 
were found with a maximum of 1.021uc at the experimental 
p{ value o f 1.50.

Thus, clearly theory and experiment both show that in 
radial self-similar bursting the rim velocity can exceed 
Culick’s velocity uc but only by a small amount. The 
higher values encountered in the present study are not far 
from those reported by McEntee and Mysels10 who found 
for the thickest films an average excess of about 8% in u2,
i.e., about 2.8% in u over Culick’s velocity. On the other 
hand, it is likely that any larger excesses, such as those seen 
in Figure 1 of ref 6, are likely to be due to experimental 
errors.
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Halide-bridged electrode reactions of complexes of Pt(IV) and Pt(II) proceed with difficulty or not at all in 
typical nonaqueous solvents. Thin layer voltammetric data are presented which demonstrate that dimethyl 
sulfoxide, acetonitrile, pyridine, sulfolane, and p-dioxane chemisorb irreversibly on Pt electrodes and markedly 
influence the rates of these reactions when examined in aqueous solutions. The dependence of the kinetics 
of the electron transfer process on surfactant coverage is shown to be quantitatively attributable to steric hindrance 
of the approach of the reactant to the electrode surface, and to electrostatic alteration of the ($2) potential 
and ionic concentrations at the reaction plane. Predominance of steric hindrance over electrostatic effects at 
high fractional converages of the organic surfactants accounts for the observed lack of reactivity in the nonaqueous 
electrolytes. Pretreatment of Pt surfaces with aqueous iodide provides electrodes which prevent adsorption 
of the organic solvents and allows the reactions to occur, suggesting their use for electrochemical investigations 
in strongly adsorbing aprotic media foi which the influence of the compact region of the electrochemical double 
layer is pronounced.

Introduction
In a preliminary study2 an attempt was made to exploit 

the relative inertness toward electrochemical reduction at 
platinum electrodes of aprotic solvents such as dimethyl 
sulfoxide, acetonitrile, propylene carbonate, dioxane, and 
dimethylformamide3 for studies of the electrode reactions 
of platinum complexes.4“12 For reasons that were not at 
first apparent the usual halide-assisted electrochemical 
interconversion of complexes of Pt(Il) and Pt(IV) in 
aqueous electrolytes, eq 1, proceeded with difficulty or not

Ptn L4 + X + Y t -  [PtIn L4X Y]
-f-e , fast

■— 1-faS-t ' trcns-PtIVL4XY (1)
-f-e", slow

(X - = C1-, B r, 1-, Y  = X-, H20 ;
L = X", Y, NR3, CN-, N O ;, SCN')

at all in typical nonaqueous electrolytes. This difference 
in behavior is the subject of the present study.

Results and Discussion
Aqueous Electrolytes at Electrodes Treated with 

Nonaqueous Solvents. Experiments were carried out to 
determine the extent to which the electroinactivity of 
Pt(II) and Pt(IV) complexes in nonaqueous media was due 
to blocking of the compact layer by adsorbed solvent. 
Figure 1 shows current-potential curves for Pt electrodes 
in 1 M HC104 after rinsing with dilute aqueous solutions 
of typical nonaqueous solvent materials: acetonitrile, I; 
dimethyl sulfoxide (Me2SO), II; sulfolane, III; p-dioxane, 
IV; pyridine, V; dimethylformamide, VI; propylene car­
bonate, VII; and acetic acid, VIII. The current-potential 
curve for the acetonitrile-treated Pt surface, Figure 1A, 
shows the typical features observed with surfactant-coated 
surfaces:4 suppression of surface oxidation in the potential 
range from 0.4 to 0.8 V vs. NaCE, followed by a broad peak 
stemming from oxidation of the chemisorbed material, and

 ̂Present address, Department of Chemistry, University of Cal­
ifornia, Santa Barbara, Calif. 93106.

ch3c= n

0IICH3SCH3

‘W0

O 0
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HCIŴCHj

0II
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0IICH3COH
^ ch3
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suppression o f the small peaks occurring in the solvent 
reduction region from 0.0 to -0.3 V. Equally pronounced 
adsorption was observed for Me2SO, sulfolane, and pyr­
idine, but not for the others. Dimethylformamide de­
composes in aqueous solutions to yield dimethylamine and 
carbon monoxide, eq 2, with the result that electrodes

O
ll

HCN(CH3)2 -  NH(CH3)2 + CO (2)

treated with its aqueous solutions acquire a layer o f 
chemisorbed CO; accordingly, a peak is observed at 0.4 V 
vs. NaCE9,13 for oxidation of adsorbed CO. Chemisorption 
was not observed for dimethylamine.

Fractional coverage of the surface by Me2SO, aceto­
nitrile, and pyridine has been determined by means of a 
procedure described in ref 4, 5, 6, and 9, in which the 
surfactant-treated surface is exposed to dilute aqueous KI 
and the density of unoccupied sites calculated from the
I-coverage data subsequently obtained by oxidation of 
adsorbed iodine to dissolved I0 3', followed by thin layer 
coulometric reduction to I2. The results appear in Table
I.

Equations derived and tested as described in ref 4 and 
5 are employed to compare the observed change in the 
electrode rate caused by adsorption of the surface-active 
solvent material with that calculated from the G ouy- 
Chapman-Stern theory of the double layer:
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Figure 1. Thin layer current-potential curves for oxidation of chemisorbed nonaqueous solvents at a platinum electrode: (— ) clean electrodes; 
(— ) electrodes rinsed with aqueous solutions of organic solvents (A) acetonitrile, (B) dimethyl sulfoxide, (C) pyridine, (D) sulfolane, (E) p-dioxane, 
(F) dimethylformamide. The experimental conditions were as follows: The clean electrode was exposed for 3 min at open circuit to 0.1 mM aqueous 
organic solvent, followed by thorough r nsing with water and with pure supporting electrolyte. The supporting electrolyte was 1 M H CI04. Thin 
layer volume, V =  3 .88 pi; platinum electrode area, A =  1.15 cm 2; average solution layer thickness, / =  33.7 pm; rate of potential sweep, |rj 
=  2.00 mV s'1; solution temperature, T =  23 ±  1 °C .

TABLE I: Thin Layer Current-Potential Data for Complexes o f Pt(II) and Pt(IV)“
Platinum complexes Chemisorbed

solvent e b
c£p,

V
c£p(s),

V
c*p>
ma

c*?(s)> 
ti A

a-®p>
V

a-®p(s)>
V

a;p>
pA

aip(s)>
mAPt(IV) Pt(II)

Pt(NH3)sCl3+ Pt(NH3)42+ c Me2SO 0.69 0.28 0.14 17.5 16.0 0.48 0.59 17.0 14.0
Acetonitrile 0.44 0.28 0.22 17.5 16.1 0.48 0.52 17.0 15.4
Pyridine 0.54 0.28 0.17 17.5 16.2 0.48 0.56 17.0 14.5

Pt(NH3)2(N 02)2Cl2 Pt(NH3)2(N 02)2 Me2SO 0.69 0.43 0.38 13.7 13.2 0.66 0.67 14.0 12.9
Acetonitrile 0.44 0.43 0.40 13.7 13.5 0.66 0.68 14.0 13.0
Pyridine 0.54 0.43 0.41 13.7 13.3 0.66 0.67 14.0 13.0

Pt(N 02)4Cl22~ Pt(N 02)42‘ d Me2SO 0.69 0.24 0.34 7.0 7.0 0.86 0.77 11.3 10.0
Acetonitrile 0.44 0.24 0.30 7.0 6.7 0.86 0.83 11.3 10.3
Pyridine 0.54 0.24 0.32 7.0 6.8 0.86 0.78 11.3 10.2

a Supporting electrolyte, 1 M HC10„ + 10 mM NaCl; other experimental conditions were the same as Figure 1. b Values
resulting from exposure o f clean Pt electrodes to 1 mM aqueous solutions o f organic solvents for 3 min. c Electrooxidation 
of Pt(NH3)42 + in 10 mM NaCl yields frans-Pt(NH3)4Cl22 + . d Electrooxidation o f Pt(N 02;42" in 10 mM NaCl yields trans- 
Pt(N02)4(H20)C r.

TABLE II: Rate Parameters Derived from Thin Layer Current-Potential Data*2

Platinum complexes Chemisorbed
solvent B

L?(s )/
**23

from 
eq 4, 
mV

i43(s)/
0,3

aR <Pi  
from 
eq 3, 
mV

AR<?2 
from 

eq 5 ,b 
mVPt(IV) Pt(II)

Pt(NH3)5Cl3+ Pt(NH3)42 + Me2SO 0.69 0.87 18 0.007 28 26
Acetonitrile 0.44 0.60 7 0.078 16 16
Pyridine 0.54 0.91 13 0.019 26 21

Pt(NH3)2(N 02)2Cl2 Pt(NH3)2(N 02)2 Me2SO 0.69 0.28 26 0.20 28 26
Acetonitrile 0.44 0.45 11 0.32 11 16
Pyridine 0.54 0.40 19 0.44 29 21

Pt(N 02)4Cl22- Pt(N 02)42" c Me2SO 0.69 0.022 32 3.56 29 26
Acetonitrile 0.44 0.12 17 1.74 17 16
Pyridine 0.54 0.037 31 2.39 24 21

a The experimental conditions were the same as employed in Table I. b Values o f ,r Cj- were taken from ref 5. c Oxida-
lion of the chemisorbed solvents occurred to a certain extent during oxidation o f this Pt(II) complex, 
mined for the oxidation reactions are thus less exact than those for the reduction processes.

The values deter-
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^ = ( l - e r [ e x p ^ r ( a 43- Z 4)AR 0 2]  (3)

[reduction of Pt(IV)]

(1 - S T  exp { ^ [ Z 2 -  (1 -  a 23)]AR0 2| (4) 

[ox idation  o f  PtII)]
ar$2 = zZjF(lr¡(s) -  iry)/Rcd (5)

j
where the symbols are as defined in the Appendix at the 
end of this article. In applying these equations it was 
assumed that the adsorbed surfactant interfered with 
adsorption of Cl“, eq 6. The number of contiguous sites

1rcr(s)=(i-fl),rcr (6)
required by the activated complex, m, was taken to be 2,
in line with previous results. Typical thin layer cur­
rent-potential data for the platinum complexes studied 
are summarized in Table I. The calculated and observed 
ratios, Ar$ 2, are given in Table II. The influence of 
surfactants on the electrode reaction rates is illustrated 
by the data in Figure 2, which show that the surfactants 
displace CT which would otherwise have been adsorbed, 
and thus cause a positive shift in R02, resulting, commonly, 
in an increase in the reaction rates of anionic complexes 
and a decrease in rates of cations for typical surfactant 
coverages. This behavior has been described in greater 
detail in ref 5, in which the surface active materials were 
olefins. Comparison of the results of Table II with previous 
kinetic data5,9 indicates, as might be expected, that each 
nonaqueous solvent exhibits a kinetic influence on the 
electrode reactions characteristic of adsorption from so­
lution in neutral form. Furthermore, the overall constancy 
o f Ar02 values implicates a general invariance in the site 
o f the reaction plane with changes in the nature of the 
adsorbed materials or Pt complexes, consistent with 
previous observations.5

Since the reaction rates should approach zero as 6 ap­
proaches unity, eq 3 and 4, it would be expected that very 
high coverages of surfactant would tend to prevent reaction 
regardless of the sign of reactant charge. Me2SO, which 
adsorbs relatively strongly on clean Pt, shows this behavior, 
while the other surfactants do not, Figure 3. That the 
chemisorbed Me2SO initially occupies all reactive sites at 
the Pt surface and thus constitutes a monolayer could be 
seen by exposing M e2SO-treated surfaces to solutions of 
other surface active species ar.d noting that the adsorption 
o f these species was prevented. For instance, the ad­
sorption of H is suppressed by the organic coating as is 
evident from the current-potential curves in Figure 4. 
Adsorption of iodide6 is also prevented by similar pre­
treatment with Me2SO. As a consequence, Me2SO can be 
dismissed as a practical solvent for electrode reactions 
having surface involvement comparable to that in the 
reactions of Pt complexes.

Mixed Electrolytes at Electrodes Treated with Aqueous 
Iodide. It is clear from the foregoing results that the 
molecular characteristics of the compact region of the 
electrochemical double layer14 are of primary importance 
to the course of Pt electrode reactions. A second aspect 
o f the behavior of Pt complexes in nonaqueous media is 
the influence of the structure o f the reactant in solution 
on the electrode reaction rate. In addition to solvolysis 
of the complexes to form new complexes in which the 
original ligands have been displaced by solvent molecules, 
a situation which is not of particular interest in the present 
context, the solvent influences the degree of ionization of

Figure 2. Cyclic thin layer current-potential curves for typical Pt(II) 
and Pt(IV) complexes at clean and acetonitrile-treated platinum
electrodes: (— ) clean electrodes; (-------- ) electrodes containing
chemisorbed CH3CN. Reactant complexes: (A) Pt(NH3)5CI3+ and 
Pt(NH3)42+; (B) Ft(NH3)2(N02)2CI2 and PttNHj^NOjk; (C) fransT>t(N02)4CI22- 
and Pt(N02)42'.  Reactant solutions initially contained 1 mM Pt(IV), 10 
mM NaCI, and 1 M H CI04. Other experimental conditions were as in 
Figure 1.

.4 .2 0  - .2

Figure 3. Linear potential sweep current-potential curves for elec­
troreduction of frans-Pt(N02)4CI22" at a planar Pt electrode: (A)
Me2SO-coated electrode; (B) clean electrode. Reduction of the anionic 
complex is accelerated at lower fractional coverage of M e2SO (see 
Table II). The experimental conditions were as follows: The reactant 
solution was 1.2 mM Pt(IV) in 1 M HCI04, 10 mM NaCI. Scan rate =  
20 mV s“1. Chemisorption of M e2SO was effected by exposing the 
clean electrode to pure M e2SO for 10 min.

the reactant and supporting electrolyte. In order to 
separate the effects of changes taking place in the solution 
from those occurring in the compact layer, experiments 
were performed in which the Pt surface was treated with 
aqueous KI prior to use. Further study in nonaqueous 
solvents with I"-treated Pt surfaces was prompted by 
previous studies5,6,9'11,15 in which it was shown that T  forms
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Figure 4. Prevention of H adsorption by chemisorbed Me2SO: (— ) 
clean electrode; (— ) M e2SO-coated electrode. The supporting 
electrolyte was 0.5 M H2SO„. Scan rate =  20 mV’ s"1. Adsorption 
of Me2SO was accomplished as in Figure 3.

Figure 5. Differential double pulse voltammograms for electroreduction 
of Pt(NH3)5CI3+ at a planar Pt electrode: (A) clean electrode; (B) I~-treated 
electrode; (C) I'-treated electrode, exposed to neat Me2SO for 10 min; 
(D) clean electrode, exposed to neat M e2SO for 10 min. The ex­
perimental conditions were as follows: The reactant solution was 0.8 
rrM  Pt(IV) in 0.5 M LiCI. Pulse amplitude, A E  =  -5 0  mV; electrolysis 
time, A f =  15 ms; scan rate =  5 mV s '1.

a chemisorbed layer which prevented other species from 
adsorbing, yet was not, itself, reactive and did not interfere 
destructively with the electrode reactions. Thus by means 
of r-treated Pt it appears possible to vary the composition 
of the solvent while avoiding appreciable change in 
compact layer properties.

Figure 5 shows differential double pulse voltammetric 
(DDPV) curves15 for the reduction of Pt(NH3)5Cl3+ in 0.5 
M LiCI. Treatment o f the Pt electrode with I shifts the

Figure 6. Differential double pulse voltammograms for reduction of 
Pt(NH3)5CI3+, I'-treated Pt electrode: (A) aqueous solution; (B) 70 /30  
v/v Me2S 0~H 20  mixture. Pt(IV) concentrations were (A) 0.30 mM, (B) 
0.12 mM. The supporting electrolyte was 0.5 M LiCI. Other experimental 
conditions were as in Figure 5.

peak potential (Er)  to more negative values relative to the 
clean surface (curve B), because of electrostatic effects 
discussed elsewhere.5,6,9’11 Of greater significance, however, 
is the fact that a Pt electrode treated with T  and sub­
sequently exposed to neat Me2SO remains reactive toward 
the Pt complex (curve C) whereas exposure o f the un­
treated electrode to Me2SO renders it useless (curve D).

The influence o f solvent composition on this electrode 
reaction rate is illustrated by the DDPV current-potential 
data presented in Figure 6. The observation is that the 
presence of Me2SO in solution has little effect on the 
electron-transfer kinetics; for instance, the peak potentials 
(proportional to the heterogeneous charge transfer rate 
constant)15,16 differ by only 30 mV when the solvent is 
varied from pure water to the 70/30 v /v  Me2S 0 -H 20  
mixture and peak currents, ip (normalized to Pt(IV) 
concentration), are in agreement to within experimental 
error. The dependence of reactivity on the nature of the 
solution composition is not nearly as striking as the 
variation of reactivity when Me2SO is allowed access to the 
Pt surface (Table II). Such behavior suggests that the 
fundamental features of the halide-bridged reaction 
pathway, eq 1, persist in mixed solvents and that other 
factors, e.g., differences in solvation and ion pairing, 
probably are responsible for any reactivity variations. To 
be sure, solution-structure effects such as ion pairing 
between the Pt(IV) reactant and chloride ion may in­
fluence the observed rate but such effects do not account, 
of course, for the extreme decrease in rate caused by 
chemisorbed solvent materials.

Addition o f Me2SO to the electrolyte lowers the die­
lectric constant of the solution, thus influencing the po­
tential, (¡>2, of the diffuse double layer by altering the ionic 
strength of the solution. For small 02 potentials occurring 
in a large excess of supporting electrolyte:
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t f ^ d i C A( E - E z) (7)

as discussed in ref 5, 7, and 11. Experiments reported by 
others17,18 for a complete range of various water-solvent 
mixtures indicate that this effect (±5% ) is usually less than 
the experimental error in rate measurements in mixed 
solvents containing a large excess of supporting electrolyte.

Studies o f Pt(II) electrooxidation reactions in 
M e2S 0 -H 20  mixtures yielded results in general accord 
with those observed for Pt(IV) reduction, provided the Pt 
surfaces were- pretreated with aqueous 1“ prior to use.

Thus, modification of Pt surfaces by pretreatment with 
appropriate chemisorbing materials may be of practical 
advantage for applications when chemisorbing nonaqueous 
solvents are to be employed.

Experimental Section ^
The theory and practice o f electrochemistry with thin 

layer cells has been reviewed recently19 and equations of 
linear potential sweep voltammetry with thin layer cells 
have been presented for typical irreversible systems.20 
Details of electrode rate, measurements by these experi­
mental techniques hav§.*been described in recent publi­
cations dealing with platinum electrode kinetics.4,5,8,9,11 The 
thin layer electrode design employed for these studies was 
described in ref 8.

Owing to the low solubility of the platinum complexes 
in the nonaqueous solutions, differential double pulse 
voltammetry15 was employed for studies in mixed solvent 
systems. The acquisition of satisfactory current-potential 
curves in rather high resistance solutions and the en­
hancement in sensitivity to Faradaic processes by this 
technique have been discussed previously.15,21 Con­
struction of the platinum electrodes utilized in these 
studies, a platinum disk sealed in a borosilicate “soft” glass 
sleeve, has been described elsewhere.15,22

Electrode surface cleanliness is crucial in studies of this 
kind. Reproducible electrode surface pretreatment was 
accomplished by heating polycrystalline Pt surfaces to 
incandescence in an oxidizing gas-oxygen flame, with 
frequent quenching in 11 M HC104, immediately prior to 
use. Cyclic current-potential curves recorded in deaerated 
1 M HC104 or 0.5 M H 2S 0 4 from 0.2 to 1.3 to -0.3 and 
finally to 0.2 V (NaCE) served to complete the surface­
cleaning process and to confirm the purity of the sur­
face.4,5,6,8

In order to obtain reproducible surface coverage in 
various trials with the same surfactant, the clean electrode 
was exposed for exactly 180 s to an excess of a deaerated, 
freshly prepared solution of the surfactant in pure H20. 
In some cases, noted in the text, clean electrodes were 
exposed to the pure nonaqueous solvent for a predeter­
mined time. The electrode was then rinsed with H20  and 
with supporting electrolyte prior to use.

Reagent grade chemicals were used throughout. 
Platinum complexes used in this work were taken from 
samples described in ref 8. Matheson Coleman and Bell 
spectroquality grade acetonitrile was purified by the 
technique of Angerstein-Kozlowska et al.23 Purification 
of propylene carbonate (Aldrich, 99%) and p-dioxane 
(Matheson Coleman and Bell, reagent grade) was as de­
scribed by Mann.24 Dimethylformamide (Mallinckrodt, 
ACS reagent), pyridine (Matheson Coleman and Bell, ACS 
reagent), acetic acid (Mallinckrodt, Analytical reagent) and 
sulfolane (Aldrich, 99+%)  were used as received. 
Matheson Coleman and Bell spectroquality and reagent 
ACS grades of dimethyl sulfoxide were used inter­
changeably as received with similar results. All solutions 
were prepared with pyrolytically distilled H20 25 and

deaerated with prepurified N2 prior to and during use.
Operational amplifiers (Teledyne/Philbrick, Model 1026 

with BQ-100 booster) were utilized in a conventional 
electrochemical circuit, designed with emphasis on low 
noise and high stability. Differential double pulse vol- 
tammetric data were obtained by means of a multipurpose 
electrochemical circuit based upon operational amplifiers 
and relays have mercury-wetted contacts. Copies of the 
circuit diagrams are available from the authors upon 
request. Potentials are reported with respect to a calomel 
reference electrode prepared with 1 M NaCl, denoted 
NaCE.
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Appendix. Notation
A Electrode area, cm2
a43 Charge transfer coefficient of a Pt(IV)|Pt(III)

couple (etc.)
C Differential double layer-capacitance, F cm '2
Cd Differential capacitance assignable to the

“ diffuse layer” , F cm"2 
E Electrode potential, V
a£ p, cEp Peak potential of positive or negative-going 

current-potential curve, respectively 
Ez Potential at which the electrode is uncharged
AE Pulse amplitude, V
F Faraday constant, C equiv'1
]T; Compact layer interfacial excess of ionic

species j, mol cm '2
8 Fractional surface coverage of a surfactant
i current, A
aip, cip Peak current of positive or negative-going

current-potential curve, respectively 
Ai Differential double pulse voltammetric current
m Number of contiguous sites occupied by

reactant in transition state
¡4>2 Potential at the plane of closest approach for

species j, V
Ay<)>2 Change in (¡>2 for species j  caused by intro­

duction of surfactant at constant potential 
R . Gas constant, J mol’ 1 K '1; as a subscript, R

refers to “ reactant”
r Rate of potential scan, dE/dt, V s '1
(s) Indicates surfactant-coated electrode
T Temperature, K
At Differential double pulse voltammetric elec­

trolysis time, s
V Volume of thin layer cavity, cm3
Zj Ionic valence of species j
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Adsorption of Argon on Sintered Tin Dioxide Analyzed by Several Methods
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Argon adsorption measurements are presented over a wide range of temperature ind coverage on a series of 
three progressively sintered Sn02 surfaces. These data are analyzed by mercury porosimetry* the BET method, 
the CAEDMON distribution analysis, and the Singleton-Halsey equation. Isosteriaheats are computed, and 
the high-temperature virial expansion of the data presented. The advantages and disadvantages of each method 
are discussed with particular attention to the ability of physical adsorption to discriminate among surfaces 
beyond the measurement of surface area!

Introduction
Aside from intrinsic interest in the process of adsorption 

itself, physical adsorption has been used to investigate the 
exposed surfaces of solids for many years. The estimation 
of surface area and the analysis of pore-size distributions 
have become routine and important measurements. On 
specially selected or prepared surfaces, notably that of 
graphite, many other aspects of physical adsorption have 
been clarified, and other techniques of measurement 
suggested. It is the purpose here to explore and compare 
some of these other measurements on surfaces more typical 
of those usually encountered. We have studied the ad­
sorption of argon on three progressively sintered tin oxide 
samples that have already been partially characterized by 
other measurements. These samples show varying degrees 
o f heterogeneiety.

On surfaces which by reason of intrinsic structure or 
impurity are not homogeneous and uniform (homotattic) 
with respect to the adsorbed gas, adsorption measurements 
are qualitatively different from results on substances such 
as graphite. In particular, formation of regular layers of 
adsorbate is impeded, and the nature of the transition to 
bulk adsorbed phase is not clear.1 It is the purpose of this 
paper to compare the effectiveness of various methods of 
measuring and presenting physical adsorption data over 
a relatively wide range of temperature and coverage.

Experimental Section
Materials and Method. The Sn02 samples, which were 

obtained from Professor 0 . J. Whittemore, Jr., of the 
University of Washington, were prepared by mixing 
reagent-grade Sn02 with a 50% (w/w) aqueous poly­
ethylene glycol wax solution to about 30% wax. The 
samples were dried, pressed into pellets at 20 kpsi, heated 
at 450 °C to remove the wax, and sintered at a range of 
temperatures for 1 h. The wax was completely volatilized. 
The three samples used in this study, part of a program 
of interdisciplinary research in ceramic materials, were

TABLE I: Mercury Porosimetry Measurements

Sample

Pore
volume,

cm 3/g

Mid
pore
size,
Mm

90% pore size, 
Mm

Area,
m2/g

SnO2(600)
SnO2(1000)
SnOj(llOO)

0.118
0.118
0.120

0.0636
0.0911
0.121

0.0365-0.0871
0.0700-0.108
0.0946-0.141

7.75
5.35
4.00

TABLE II: BET Analysis for Sn02

Gas T, K c

Molec-
Vm, ular 

cm3(STP) area, A , 
g '1 A 2 g

m2-1

n 2 79.04
SnO2(600) 

136 ' 1.732 16.2 7.53
Ar 79.05 206 1.575 12.8 5.41

Ar 79.08
SnO2(1000) 

218 1.021 12.8 3.51

n 2 79.05
SnO2(1100) 

134 0.8257 16.2 3.59
Ar 79.05 207 0.7462 12.8 2.57

sintered at 600, 1000, and 1100 °C, and referred to as 
SnO2(600), SnO2(1000), and SnO2(1100). That the samples 
differ markedly in gross structure may be seen in Table 
I, which shows the results of a pore-size analysis by 
mercury porosimetry, supplied by Professor Whittemore.

The neon, argon, and nitrogen used were supplied in 
glass flasks by Airco, with a stated purity o f 99.998%.

Adsorption measurements were made in a high-precision 
volumetric adsorption apparatus suitable for measuring 
small adsorptions at high temperatures. The apparatus 
and procedure are described elsewhere.1,2 The high- 
temperature adsorption measurements were made on 
samples of about 10 g each. Measurements were made on 
the same samples in the liquid nitrogen range, with the 
exception of the SnO2(1000) sample, for which a sample
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, a  o

a

o N2 on Sn02 (600), 7 9 .0 4 K 
r A A Aron Sn02 (600), 79 .05  K

0.5-j

A5

0.0 0 .05  0.10 015

P/ P0
Figure 1. 79 K nitrogen and argon isotherms showing c  values.

o f about 7 g was substituted. The samples were encap­
sulated in Pyrex bulbs, treated with oxygen evaporated 
from the liquid for 2 h at 400 °C, then evacuated at that 
temperature to a residual pressure of less than 10 2 Torr. 
Dead-space measurements were made with neon.

BET Analysis
Argon isotherms were determined at 79 and 100 K for 

each sample, and nitrogen isotherms were determined at 
79 K for the 600 and 1100 materials. BET analyses of the 
lower temperature data are shown in Table II. The c 
values and areas shown there were determined from BET 
plots in the relative pressure range 0.03-0.30. The plots 
were nonlinear below this range o f pressures; in all cases 
the nitrogen isotherms lie closer to the axis than the argon 
isotherms in the first layer. In both cases where the 
comparison can be made, the monolayer volume for argon 
is about 10% less than for nitrogen, which combined with 
a smaller molecular area for argon yields a lower value for 
the determined surface area.

The much larger c values for argon are worthy of 
comment. Nitrogen, as is usually the case, is much more 
strongly adsorbed at low partial pressures. In the region 
below relative pressure 0.03, many BET slopes could be 
selected, but visual estimates of “ point B” agree with the 
results obtained from the linear plots over the range 
mentioned above. When plotted as a function of 8 and 
P/Po, the experimental isotherms cross (Figure 1) and the 
result is the anomalous c values reported. Thus, the ef­
fective c value relates to isotherm behavior early in the 
second layer, and not to the initial behavior of the ad­
sorption isotherm, as a naive examination of the BET 
equation theory would suggest.

Pore Volume Analysis
The relatively large pores revealed by mercury poro- 

simetry (Table I) would allow the formation of at least 10 
layers of adsorbed argon before capillary condensation 
would become possible. However, smaller pores not ac­
cessible to this technique can result in hysteresis in the

P / P o
Figure 2. Hysteresis curve for Ar on SnO2(600), 79 K. Solid points 
are desorption.

isotherms. Hysteresis loops appear in the Ar isotherms 
at 79 K on both SnO2(600) and SnO2(1100). No data were 
taken with descending pressure on the SnO2(1000) sample. 
The loop in the SnO2(600) isotherm closes at P/P0 — 0.82 
(Figure 2), and the smaller loop in the SnO2(1100) isotherm 
closes near to P/Pq = 0.90. The effect was not large enough 
to allow a conventional pore-volume analysis, and in any 
other analysis of data in this region, the ascending branch 
of the isotherm was used.

The hysteresis qualitatively indicates, however, that for 
SnO2(600) approximately 1% o f the available surface is 
situated in small pores of the order of 100 A radius, while 
the rest is in large pores revealed by mercury porosimetry. 
In the range measurable by adsorption, there is less pore 
volume in the SnO2(1100) sample, and the pores are of 
larger size.

Isosteric Heats
The assembled argon data on the three adsorbents were 

used to obtain the isosteric heats, defined by the con­
ventional formula

[d  In P/d(l/RT)] const „ads= ~ g

At higher coverages, only the two Ar isotherms at 79 and 
100 K were available; at the lowest coverages appropriate 
high temperature isotherms were used, and an extrapo­
lation to zero coverage made. At intermediate coverages, 
various sets of data overlapped. The conflicting results 
in these intermediate ranges indicated that a ACP cor­
rection or evaluation was not warranted, since the conflicts 
were of the order RAT between the high and low results. 
An absolute accuracy of ±50 deg or 100 cal is indicated.

The isosteric heats calculated for all three materials 
show a very rapid rise immediately from the zero-coverage 
intercept, followed by a monotonic decline through the first 
layer (Figures 3-5). In all three cases, the curves become 
less steep near 8 = 0.2, and more steep again near 6 = 0.7. 
For 8 < 0.02, the rise may be due to the presence of a 
number of sites of energy significantly higher than the 
remainder of the surface which are organized into patches 
large enough for positive cooperation to take place to an 
extent noticeable in the isosteric heat curves. If these sites

The Journal o f Physical Chemistry, Vol. 81, No. 8, 1977



Adsorption of Ar on Sintered Sn02 741

1600-

1500 O

3

1400-

■* 1300-
\

1200-

1000-

0.00

A

A
A

change of

0.05 0.2 0.4
e  ' ,

0.6 0 8

1600-1

1500-

O
o

1400-3 °

Sc
^  1300-1

1200-

1000
0.00

A

□

; /  change of 
'¿ r scale

0.05 0.1 0.4
e

OS 0.8 1.0

Figure 5. Isosteric heat vs. coverage for S n 02(1 100). Same symbols 
as Figure 3.

Figure 3. Isosteric heat vs. coverage for SnO2(600). Arrow indicates 
zero-coverage intercept from extrapolation of high-temperature data. 
(O) indicates values derived from pairs of high-temperature isotherms. 
(A ) indicates values from a Clausius-Clapeyron plot of high-temperature 
data. (□ ) indicates values from the two lowest temperature isotherms.

1600 -)

t

1500

1400'

Sc

\  1300
*)O»

1200'

O  A

£  A

1000
0.00

□ □

K1 changi 
scaif

change of

0.05 0.2 0.4
6

0.6 0.8

Figure 4. Isosteric heat vs. coverage for SnO2(1000). Same symbols 
as Figure 3.

are nearly filled before adsorption commences on the rest 
o f the surface, they will contribute to the isosteric heat 
curve a portion which reproduces the features observed 
in adsorption on a uniform surface with mobile adsorp­
tion,3 compressed into a smaller coverage range according 
to their fraction on the surface.

It is also possible that a similar phenomenon takes place 
in the 0.2 <  6 < 0.7 coverage region, although here ad­
sorption is taking place on sites which are distributed over 
a range of energies, with the decline in the zero-coverage

heat of adsorption overwhelming the cooperative effect. 

A nalysis by CAED M O N
The 79 and 100 K isotherms were analyzed by the 

CAEDMON model developed by Ross and Morrison.4,5 In 
this analysis, the surface is divided up into a number of 
patches suitable for describing the distribution (20 in this 
case) which are energetically homogeneous and struc­
tureless. Each patch is characterized by an adsorption 
equilibrium constant, K, and the coverage determined from 
the patch isotherm at each of the pressure values o f the 
data submitted for analysis. The two-dimensional virial 
equation of state is assumed to apply on the patches, with 
the adsorption isotherm derived from it by means o f the 
Gibbs adsorption equation. The steric (area per molecule) 
and interaction energy parameters are taken from the bulk 
phase, and used to calculate the first two two-dimensional 
virial coefficients. Values for higher two-dimensional virial 
coefficients used were those calculated for a hard disk gas.

In the program, the range of values o f -RT  In K  (in 
kilocalories) is assigned from the data, and intermediate 
values are set at equal distance on an energy scale. The 
sum of squares of relative deviations o f the calculated 
adsorption from the data points is minimized by adjusting 
the relative patch areas, / A. We have used a modified 
version of the CAEDMON program which produces values 
of / A normalized to unity. As a check, the data of Ross and 
Pultz6 were analyzed by the modified program. The results 
were in substantial agreement with the distribution 
presented by Ross and Morrison.

Results from the fits of all three kinds of sample are 
quite similar, with a large peak near the high-energy end 
of the distribution and a relatively symmetrical bell-shaped 
peak centered 0.6 to 0.7 units of RT In K  lower (Figures 
6 and 7). Each set of data also shows a final peak at lower 
energy still. Surface areas calculated from this analysis 
are shown in Table III. The argon areas are in constant 
ratio with the Ar BET areas for these samples, and are 
uniformly about 50% higher. The ratios o f the N2 areas 
to the corresponding N2 BET areas agree much less well. 
Table III also presents values of -RT  In K\ which contains 
the value of K at the maximum value o f the central part

The Journal o f Physical Chemistry, Voi. 81, Alo. 8, 1977



742 D. C. Hinman and G. D. Halsey

Figure 6. fk vs. - R T  In K  for Ar on S n 02 from CAEDMON analysis.

TABLE I I I :  CAEDMON Analysis
- R T

Sample

Ad­
sorb­
ate T,  K

CAEDMON 
area, 

m2 g"1

In K ' , a 
kcal 

mol"1
SnO2(600) Ar 79.05 7.93 -0 .1 9

99.87 8.76 -0 .9 0
n 2 79.04 13.67 -0 .1 5

SnOj(lOOO) Ar 79.08 5.32 -0 .9 5
99.85 5.55 -0 .9 5

SnOj(llOO) Ar 79.05 3.90 -0 .3 0
99.86 4.18 -0 .9 8

n 2 79.05 8.26 -0 .2 6

a - R T  In K '  taken at maximum value of central part of 
distribution.

o f the distribution function, and is thus a measure of the 
mean binding strength. There is in general a drift to 
slightly larger values of this parameter as the temperature 
o f sintering increases.

Characteristics of CAEDMON
Since each CAEDMON distribution calculated here 

consists of a 20 point representation of a single low- 
temperature isotherm it will be unable to deal with 
whatever is absent from the source. In particular, in almost 
all isotherms of the “type II” form, the low coverage data 
(below 8 <= l/2) will be up against the zero pressure axis 
and represented by a single point that defines an initial 
slope. If the isotherm is indeed not into a Henry’s law 
region this point will define an arbitrary slope that will in 
turn give a “ low coverage” peak at the lowest CAEDMON 
patch. This phenomenon is evident from the figures, and 
depends on the choice of data points.

At the other end o f the isotherm, the second layer 
becomes a problem, and since the CAEDMON program 
is a first-layer-only analysis, arbitrary effects on the 
distribution will be introduced by the “ cu toff’ selected 
from the data. In turn, this choice produces a possibly 
spurious peak at the high-energy end of the distribution.

-  RT i n  K

Figure 7. fk vs. -R7"ln K for N2 on S n 0 2 from CAEDMON analysis.

It is likely that the high values of the surface area cal­
culated from these data result from the cutoff location.

The CAEDMON distributions for nitrogen show ex­
aggerated peaks at the high-energy end when compared 
with argon, and a substantial peak at the low-energy end 
as well. Ignoring the low-energy peak as possibly due to 
the beginning of a second layer, the high-energy peak 
illustrates a strikingly different energy distribution for N2 
as determined by this method. That this large difference 
may be expected is apparent on consideration of Figure 
1, which shows a much different behavior of N2 in the first 
layer.

Furthermore, the theory is deficient for analysis of 
surfaces o f this type in its assumptions. In the absence 
of chemical impurities, the changes in the potential at the 
surface are due to differences in surface geometry, either 
through densification of the surface atoms, or through 
changes in potential barriers across the surface. Calcu­
lations of JB2(2D), the second gas-solid virial coefficient, for 
various crystal lattices,7 show these effects. The CA­
EDMON analysis uses values o f B2(2D) derived from un­
perturbed gas-phase values of the potential parameters, 
and cannot explicitly contain this type of geometrical 
information. For the S n02 surfaces studied here, mea­
surements of the composite values of B2(2D) show a 
qualitative difference between SnO2(600) on the one hand, 
and the 1000 and 1100 samples on the other (see Table 
VII), for surfaces with nearly identical CAEDMON results.

CAEDMON Temperature Dependence
As an isothermal theory, CAEDMON produces a dis­

tribution in -RT  In K, or essentially free energy. With 
distributions available at two temperatures, it should be 
possible with data of sufficient accuracy to produce a single 
distribution in U0 for adsorption from the Gibbs-Helm- 
holtz equation.

This can be done very simply for the most-numerous 
sites in the central peak if we assume that the simple form 
with constant coefficients
K = A  e x p [ -  UJRT]

applies to the equilibrium constant. For all three o f the 
samples studied the change in (RT In K)max on going from 
79 to 100 K corresponds to an energy U0/k equal to about 
1550 ±  100 K. Data at more widely spaced temperatures 
might warrant more detailed analysis.
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Figure 8. High-coverage limit of 79 K Ar data on S n02: (O) SnO2(600); 
(A ) S n 0 2(1000); (□ )  SnO2(1100).

TABLE IV: High-Coverage Analysis
Sample E J k ,  K e  max

SnOj(600) 365 5.20
SnOj(lOOO) 401 4.19
SnO2(1100) 461 3.96

It should be emphasized that this result, or the results 
of a more elaborate treatment of the same type, has no 
direct relation to the isosteric heat derived at the same 
coverage. The former are energy parameters in a sta­
tistical-mechanical model, and the latter the result of a 
differentiation of a thermally averaged enthalpy function, 
with no reference to individual sites or other model. With 
that said, U0/k seems somewhat larger than would be 
suggested by a naive comparison with the isosteric heat 
curves.

High Relative Pressure Data
The high relative pressure ends of the lowest temper­

ature Ar isotherms, 0.8 <6 < 1.0, diverge significantly from 
each other. This divergence may be analyzed on the basis 
of the equation o f Singleton and Halsey8 which is based 
on the slab model for adsorption, modified to take account 
of the incompatibility between the bulk lattices of the 
adsorbent and adsorbate. The isotherm at high coverages 
is given by the equation

RT  In (P /P o )  *  ~E l/e3 + w{ 1 -  g)

The first term on the right represents the decay of 
adsorption energy with the number o f layers adsorbed. 
The parameter Pi is nominally the energy o f adsorption 
in the first layer, but more properly is the long-range or 
inverse-cube component o f that energy. The second term 
measures the lattice incompatibility in terms of the lateral 
interaction energy parameter w and the compatibility g. 
If the latter is unity, adsorption proceeds indefinitely, as 
saturation is approached.

If g is less than unity, the adsorption proceeds to a finite 
limit, dmm. An upper adsorption limit is characteristic of 
many isotherms. Further condensation at saturation is 
into bulk crystals apart from (not wetting) the surface.8 
The data were analyzed according to this model by plotting 
In (P o /P )  against I/O3 for small values of the abscissa. 
These plots are shown in Figure 8, with the results of a 
least-squares analysis in Table IV.

All three isotherms show a finite upper limit for ad­
sorption. The Sn02 limit is significantly different from

TABLE V : B 2S and B3S for Ar on Sn02

- B 3 S , SB3s>

T,  K B 2S, cm3
s B 2 S ’
cm3

cm6
moL1

cm6
mol-1

152.10 1.2195
SnO2(600)

0.0109 64900 2800
166.13 0.5913 0.0026 22800 800
182.77 0.2703 0.0006 4640 160
201.22 0.1363 0.0005 1300 100
224.60 0.0696 0.0003 340 50
257.17 0.0334 0.0004
300. >5 0.0184 0.0003

151.97 0.2649
SnO2(1000)

0.0006 5500 140
166.06 0.1350 0.0004 1300 70
182.65 0.0705 0.0001 230 14
201.92 0.0402 0.0002 110 25
224.44 0.0221 0.0003
256.84 0.0122 0.0004
308.74 0.0056 0.0002

151.97 0.3664
SnO2(1100)

0.0013 12600 340
166.05 0.1754 03)003 3040 66
182.61 0.0870 0.0002 652 31
202.01 0.0456 0.0001 ' 201 21
224.38 0.0244 0.0004
257.11 0.0123 0.0003
300.26 0.0065 0.0002

the samples sintered at higher temperature. As sintering 
progresses, the adsorbed layers appear to become less 
compatible with the underlying surface, and the long-range 
component o f the adsorption energy becomes larger. The 
latter observation suggests that the surface region is less 
dense in the less sintered material. The effect of smaller 
pore size would operate in the opposite direction.5

High-Temperature Data
Argon isotherms were measured at nine temperatures 

between 130 and 300 K. Only the seven highest tem­
perature isotherms for each sample had clearly defined 
linear regions near the origins of tbeir excess volume plots, 
and only these were used for extracting values of the first 
two gas-solid virial coefficients as described by Freeman.10 
Values of these coefficients, the first two in the equation
nads= B2s(P/RT) + B3s(P/RT)2 

+ B4s(P/RT)3 + . . .
are listed in Table V, along with their standard deviations 
(s) calculated from least-squares fits.

Values for the second gas-solid virial coefficient, B2s, 
were fitted to an inverse-cube attractive potential model 
for a uniform structureless solid as a first approximation,11 
with an inverse ninth-power and a hard-sphere repulsion. 
These surfaces are very likely heterogeneous; the high- 
temperature models used for analysis of the heterogeneity 
were those of Pierotti and Thomas,12 which contain a 
Gaussian distribution for the site energies with standard 
deviation U, and the dual attractive power model o f the 
present authors.1 The latter models seek to extract a 
correct value of the limiting long-range energy for cal­
culating the surface area. The results are summarized in 
Table VI.

Raw two-dimensional second virial coefficients were 
calculated from B2s and S 3s according to the formula13 
(Table VII)

jB2(2D)M  = ~B3J2B2s2
These coefficients were used to calculate lateral interaction 
energies (e'), steric parameters (a), and the surface area
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TABLE VI: Parameters from Least-Squares Fits o f  B 2S vs. 1/T

Model E*/k, K
103A s0,

cm3 a or U o(ln A z 0)
A , m 2

g_1 z 0, A z* , A
SnOj(600)

Unif, + 3-inf 1585 0.981 0.0314 4.00 2.45
Unif, + 3 -9 1450 0.418 0.0467 2.28 1.84 2.21
+ 3-inf-gauss. 1498 1.112 150 K 0.0298 4.46 2.50
+ 3-9-gauss. 1087 0.839 300 K 0.0349 4.15 2.02 2.43
+ 3+4-in f 1585 0.981 0 0.0314 4.00 2.45
+ 3 + 6-inf 1000 1.305 0.589 0.0306 4.57 2.86
+ 3 + 8 -in f 900 1.558 0.775 0.0294 5.27 2.96

SnO2(1000)
Unif, + 3-inf 1426 0.531 0.0338 2.09 2.54
U nif,+ 3 -9 1286 0.248 0.0178 1.30 1.91 2.29
+ 3-inf-gauss. 1426 0.531 0 0.0338 2.09 2.54
+ 3 -9 ‘-gauss. •.1286 , 0.248 0 .. 0.0178 1.30 1.91 2.29

SnO2(1100)
Urfff, ,4- 3-inf 1518 0.426 . ■ 0.0044 1.72 2.48

■ Unif,-+3-9 1382 ■ . 0.188 0.0181 1.01 1.86 2.23
+ 3-inf-gauss. 1518 0.426 0 0.0044 1.72 2.4$
+ 3-9-gauss. 1222 0.256 200 K 0.0094 1.32 1.94 2.33
+ 3+ 4-inf ‘ 1518 0.426 0 0.0044 1.72 2.48
+ 3 + 6-inf 1600 0.409 -0 .0 5 2 0.0040 1.68 2.44
+ 3+ 8 -inf 1750 0.366 -0 .1 4 2 0.0031 1.54 2.37

Constants Used in Kirkwood-Miiller Formula
SnO, Ar

Polarizability, cm 3 X 1024 4.43a 1.636
Magnetic susceptibility,0 X 1029 6.81e 3.24d

° “ Handbook o f  Chemistry and Physics” , 49th ed, Weast, Ed., Chemical Rubber Company, Cleveland, Ohio, 1968. 6 H.
Margenau, J. Chem. Phys., I3, 896 (1938). c Magnetic susceptibility determined by Mr. E. R. Byrd, University o f  Washing-
ton. d K. E. Mann, Z. Phys., 98, 548 (1936).

TABLE VII: Lateral Interaction Parameters for Ar on SnO.
10-4g2(2D)/A 10-4b 2<2D>/a  io -4b 2<2D>m B2<2D>/c2 B ^ / a 2

T, K uniform gauss.-patch gauss.-random gauss.-patch gauss.-random
SnO,(600)

152.10 2.18 0.824 2.18 0.225 0.469
166.13 3.26 1.44 3.26 0.394 0.701
182.77 3.18 1.62 3.18 0.443 0.684
201.22 3.50 2.01 3.50 0.550 0.753
224.60 3.51 2.25 3.51 0.615 0.775

SnO2(1000)
151.97 3.92 3.92 3.92
166.06 3.57 3.57 3.57
182.65 2.31 2.31 2.31
201.92 3.40 3.40 3.40

SnO2(1100)
151.97 4.69 4.69 4.69
166.05 4.94 4.94 4.94
182.61 4.31 4.31 4.31
202.01 4.83 4.83 4.83

Model e'/k, K 0, Â A, m2 g"1
Gauss.-patch 83 3.51 2.03) SnO
Gauss.-random 64 3.58 :L.66J
Hard sphere 0 < e'/k <  25 3.40 :3.31 SnO2(1000)
Hard sphere 0 < e'/k < 25 3.40 2.33 SnOj(llOO)

(A) according to the model for a uniform surface due to varies so little with temperature that ail that can be said
Barker and Everett.13 Pierotti and Thomas12 have used is that the points represented are far out on the repulsive
the Gaussian model for B2a described above and the two limb of the virial coefficient where B2l2D) does not vary
calculable limiting cases of random and patchwise site-pair significantly with temperature. Here we can place only
distributions on a heterogeneous surface to calculate from 
the raw coefficients values o f B2(2D> suitable for these 
surfaces. The values o f B2{m/A for Sn02(1000) and 
SnO2(1100) are virtually constant over the temperature 
range studied, and will not fit these models. Values for 
these coefficients and the parameters derived from them 
are shown in Table VII. Parameters for the fit for 
SnO2(600) are taken from the +3-inf-Gaussian model in 
Table VI. In the case o f the other two samples, B2(2D)/A

an upper limit on e'/k. We have been forced to use a 
hard-sphere B2(2D> and the uncorrected bulk steric factor 
to calculate an area.

Comparison of Results
The isosteric heats show the most structure and, viewed 

uncritically, characterize any surface uniquely. Given, 
however, the large experimental uncertainty, evident in 
our data by the misfit between several sets o f data, most
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of this structure is within the limits of error. One feature 
distinguished the SnO2(600) from the higher temperature 
samples; the initial cooperative rise in the heat is sub­
stantially greater and that'on the strongest sites, the 
argon-argon interaction, is most effective on the less- 
sintered material.

Beyond the initial heat and its slope, there is no useful 
theory o f the isosteric heat; it is notoriously misleading to 
make intuitive interpretations of these curves. Some early 
calculations for cooperative adsorption on patchwise- 
heterogeneous14 and random-heterogeneous15 surfaces have 
been made, in the direction o f synthesis of hypothetical 
curves, but no analysis of experimental curves appears to 
be available.

The CAEDMON analysis is promising, but does little 
to distinguish the three samples studied here. With change 
of adsorbate from argon to nitrogen a* striking difference 
is encountered, however. The argon distributions have the 
expected bell shape characteristic o f site energies dis­
tributed around a most probable value; the nitrogen 
distributions are bimodal. The first or lowest energy peak 
corresponds to the strong adsorption encountered in the 
isotherms and discussed in connection with the BET 
analysis. The widely displaced peak in the vicinity of the 
monolayer corresponds to the stronger adsorption and 
higher c value of argon relative to nitrogen.

The poorer agreement ó f the CAEDMON and the BET 
areas in the case o f nitrogen is probably connected with 
the nature of the nitrogen energy distribution. One of the 
peaks for the nitrogen case is mixed in with the artificial 
peak caused by the arbitrary choice of the highest data 
point and the end of the monolayer region. The problem 
could have been avoided by choosing the CAEDMON data 
so that the areas found agreed with the previously de­
termined BET areas, by a trial-and-error procedure.

The logical extension o f the theory to the multilayer 
region, and to the temperature dependent or energy- 
distribution form for the results, seems indicated. In order 
to establish contact with experimental isosteric heats, a 
theory for the heat capacity of a patchwise heterogeneous 
adsorbed phase is required. This is available for the case 
of Langmuir-patchwise adsorption16 but not where a more 
realistic isotherm is employed, as is the case with the 
CAEDMON analysis. This isotherm itself could be made 
even more realistic with the provision of an interaction 
energy between ad-atoms that depended on the underlying 
structure and the binding energy.14 The only arbitrary 
element of the model would then be the patchwise hy­
pothesis for the energy distribution.

The Singleton- Halsey plots of the high temperature 
data reveal interesting differences among the samples. The 
results reinforce the contention that cooperative adsorption 
is facilitated on the less-sintered material, or that the argon 
bulk structure is relatively more compatible with the 
underlying structure in this material. Also, the impression 
that the samples become more dense as sintering prog­
resses is compatible with the decrease o f the small pores 
noted.

The high-temperature gas-solid virial coefficient analysis 
is quite disappointing. Although the SnO2(600) data can

be fit better by a variety of models incorporating hete­
rogeneity, the degree of improvement as measured by the 
standard deviation is probably insignificant. The analysis 
of B2s fails to reveal any difference between the samples 
by itself. A more sophisticated analysis o f more extensive 
data, such as the methods of Pierotti et al.,17 that takes 
account of possible saturation effects on high energy sites, 
might reveal more deatil. For systematic investigation of 
a variety o f solids the effort involved might be unjustified. 
However, the 3-8-inf assignment (Table VII) for Sn02(600) 
is strongly reinforced by the low Er values that result from 
the Singleton-Halsey plot.

Again, tKe B3s analysis shows a definite distinction . 
between the SnO2(600) and the other samples. Here 
quantitative evidence for the relative facility o f A ^ A r 
interaction is available, to confirm the qualitative inference 
from the isosteric heat curves. Although these two results 
are based on the same data, the two-dimensional Bark­
er Everett treatment is clearly a more informative way to
present the data. ■ \ *

. . . • * " '
Description of the Sintering Process

The sintering process for Sn02 which takes place at 
constant volume, involves the growth of macropores and 
the disappearance of* micropores. Densification of the 
material near the surface proceeds along with pore-size 
growth. The structural changes that accompany this 
densification produce an incompatible crystal lattice that 
impedes attractive interaction between adsorbed argon 
atoms.
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High Energy States of the Trivalent Rare Earths
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There are three possible energy processes involving change in electronic states for the trivalent rare earths in 
oxygen-dominated hosts. These are intrashell (4f-4f), intershell (4f-5d), and charge transfer (CT) transitions. 
It is possible to differentiate between these processes on the basis of band width and number of components 
present even though they overlap over a wide range of energies. Several examples are given and present results 
are compared to theoretical and experimental results in the literature. It is concluded that whereas the 5d 
bands probably follow predicted trends in oxygen-dominated hosts, the CT bands show some deviation. The 
energy of individual charge transfer states appears to be predicted on the nature of the matrix in which the 
rare earth is incorporated, as exemplified by Pr3+ in borate compared to phosphate.

In troduction
The trivalent rare earths, Ln3+, exhibit three types of 

spectra in absorption and one in fluorescence. The spectra 
can be related to changes in electronic states among the 
4f electrons. These energy processes include intrashell 
transitions (4f-4f), intershell (4f-5d) transitions, and 
charge transfer transitions, an energy process involving 
change in virtual electron cloud density from the vicinity 
o f the ligands to that o f the metal ion.

The 4f multiplets comprise the lowest energy state of 
Ln3+ ions. Narrow line groups are seen in absorption and 
luminescence. These are caused by transitions between 
4f levels, split into Stark states by the crystal field. 
Because of the strong spin-orbit coupling and small radius 
of the 4f electrons, which are buried beneath closed shells 
of 5s2 and 5p6 electrons, the crystal field has minor in­
fluence on the energy position of the line groups. Indeed, 
about the only observable effect upon these line groups 
is the difference in individual line strengths (transitions 
between Stark states) as a function of symmetry.1 Thus 
the 4f-4f transitions are found at their specific charac­
teristic energies and with characteristic half-widths of 5-30
A. On the other hand, intershell transitions and charge 
transfer transitions (hereafter called 5d and CT transitions, 
respectively) produce broad bands in absorption whose 
energy positions are dependent upon the neighboring 
atoms and the cation site symmetry of the lattice. The 
width of the absorption bands is caused by the Franck- 
Condon principle acting on differing electron configura­
tions in the ground and excited states wherein the equi­
librium intemuclear distances are different. In general the 
equilibrium radius of the excited state is larger than those 
o f the 5s2-5p6 electron shells and the excited state is 
perturbed by the crystal field. Because these three energy 
states (i.e., 4f, 5d, and CT) appear in absorption at in­
creasingly higher energies, but only one type of lu­
minescence appears (i.e., 4f) it is safe to say that all three 
states are coupled, the 4f state being the lowest in energy.

A considerable amount of prior investigation into the 
relative energy positions of these three processes has taken 
place in the past. Dieke and co-workers2 were probably 
the first to establish the relation of the 4f ground state 
levels and their adjoining J-level multiplets. Dieke also 
showed that the 4f states, 5d states, and CT states overlap 
considerably in energy.

Jorgensen3“6 also addressed himself to this problem and 
using appropriate atomic parameters, derived two equa­
tions, one for 5d transitions, and the other for CT tran­
sitions. These equations show the relative energy positions 
among the several rare earths. As will be seen below, an 
energy minimum is expected at Ce and Tb for 5d states

and at Eu and Yb for CT states.
Loh7,8 studied the lowest energy 5d absorption bands for 

11 of the 14 rare earths in CaF2. The correspondence of 
his 5d band energy positions and those calculated from 
Jorgensen’s equation (with 18000 cm"1 subtracted) was 
remarkable. However, the CT bands were not observed, 
as would be expected for a matrix containing fluoride, a 
nonpolarizable anion with high electronegativity. Nugent 
et al.9,10 studied both the CT and 5d absorption bands in 
nonaqueous solutions such as anhydrous ethanol and 
acetonitrile. In that case, both types of absorption bands 
appeared within the same energy region. These authors 
differentiated between 5d and CT bands on the basis o f 
half-width of the bands. The 5d bands characteristically 
had half-widths of 800-1400 cm 1 whereas those of the CT 
bands were 1600-2400 cm”1.

Actually, none of these authors had specifically con­
sidered the major difference between 5d and CT transition 
spectra. For 5d transitions, the 5d state will be split by 
the crystal field into components (t^ and eg for octahedral 
and tetragonal symmetry). However, the CT transition 
will show only one broad band. As an example,17 the 
orthovanadate ion, V 0 43", exhibits a CT band at about 
37 000 cm"1. Dahl et al.11 calculated the molecular orbital 
(MO) diagram for this complex. The highest lying MO of 
the ground state is 3t2 which is derived primarily from p 
orbitals o f the surrounding oxygen atoms. The first excited 
state is 3a4 which is derived from the 4s orbitals of va­
nadium.18 The transition involves flow of charge along the 
bond where the electron cloud density increases in the 
vicinity of the metal ion. The mechanism can be repre­
sented as
Vs*Onn(-2 >  ̂ [ v 4+Onn(2“) + 1]* 

or

77 -* 4S*

where the asterisk represents the excited state. Only one 
band19 usually occurs in CT transitions, and only those 
metal ions having an accessible lower valence state will 
exhibit the CT transition.

The present paper deals with the identification and 
classification of 5d and CT bands of Ln3+ in oxygen- 
dominated hosts. This problem has been studiously 
avoided heretofore because of the attendent experimental 
difficulties. In order to differentiate between 4f, 5d, and 
CT absorption bands, one requires resolution o f at least 
5 A in the absorption spectrum. If a single crystal were 
available, this requirement would present no problem. 
However, for the most part, only powders could be easily 
obtained. It was not until the development o f a high-
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Figure 1. Reflectance spectrum of Nd2Ti20 7.

resolution powder reflectance spectrophotometer12 that the 
problem could be solved. As has been noted,1 powder 
reflectance spectra have been obtained with estimated 
resolutions in the ultraviolet region of the spectrum of 1-2
À.

Experimental Section
All materials were prepared by coprecipitation methods. 

For titanates and zirconates, the tetrachlorides were 
dissolved at 0 °C in LnCl3 solution. Oxalic acid was added 
and a coprecipitated oxalate was formed by adding 
NH4OH to increase the pH while heating the solution to 
about 80 °C. The coprecipitate was then fired at elevated 
temperatures to form the desired titanate or zirconate. 
Varying the ratio of Ln3+ to TiCl4 or ZrCl4 in solution prior 
to precipitation gave fired products whose composition and 
crystal structure followed the original ratios of cations in 
solution. In this way it was very easy to prepare all o f the 
titanate and zirconate compounds, as illustrated for Nd3+: 
2:1 Nd2T i0 5, 1:1 Nd2Ti207, 4:3 Nd2(Ti306)3, 1:1 Nd2Zr207; 
yields in most cases were above 95%.

For LnP 04 and LnB03 compounds, H3P 0 4 and H3B 0 3 
were employed. Ln3+ solutions were added slowly to a hot 
(80 °C) H3P 0 4 solution to precipitate a crystalline LnP04 
compound, whose degree of hydradon varied according to 
ratios of reagents, temperature of precipitation, and 
concentration of reagents. The details will be given in a 
subsequent report.13 When Ln3+ and H3B 0 3 solutions are 
prepared, a precipitate does not form until the pH of the 
solution is raised by addition of NH4OH. The crystallinity 
and degree of hydration of the product was not dependent 
upon the temperature of precipitation as in the case of the 
phosphates. The product was usually LnB03-2H20. Yields 
ranged between 90 and 95% in both cases. The precip­
itated phosphates and borates were then fired to form a 
dehydrated product. All fired products were identified by 
standard x-ray diffraction techniques.

There are two general approaches one can take in 
preparing powders for measurement of the high energy 
bands of Ln3+. In one method, a solid solution of LnXO„ 
and M XO„ can be formed or the pure LnXO„ compound 
can be used directly. The latter method proved to be more 
useful. Two other factors are equally important: (a) to 
obtain a spectrally transparent host and (b) to be sure that 
any broad band observed is due to the rare earth and not 
to some other factor. For the latter, this is the most easily 
achieved by preparing all of the rare earth compounds 
within a given system and comparing spectra for common 
features. If, for example, all rare earth titanates of a given 
structure and stoichiometry (e.g., Ln2Ti20 7) had a common

reflection band of the same general shape and position in 
energy, one is safe in assigning this band to titanate groups. 
For the former factor, if the band is not due to the cation 
(i.e., rare earth) or the anion (i.e., titanate), then perhaps 
lattice defects could be the culprit. For this reason, the 
materials were carefully prepared by the indicated methods 
which were chosen in order to minimize this possibility.

Results
The measurement ränge of the instrument12 was limited 

to 1750-8000 Ä. Within this range, one will observe most 
of the 4f bands, the lowest energy 5d band components, 
or the CT band, depending upon which of the two are 
present in the spectrum. If one broad band is present in 
the spectrum then the other will not appear within the 
instrumental measurement range, but will be found at 
much higher energies.14

Effect of Anion on Spectra. The selection of the proper 
anion, X , in the general compound, LnXO„, is difficult. 
A survey of possible rare earth compounds soon revealed 
that most of these would not be suitable because of ex­
cessive absorption of the anion. For example, the oxides, 
Ln20 3, are not suitable since they show edge absorptions20 
near 2300 Ä, irrespective of the rare earth.15

The halides of lanthanides are hygroscopic, the car­
bonates are difficult to prepare, as are the nitrates in 
stoichiometric form, and the chalcogenides have a band 
gap of only a few electron volts and so are strongly ab­
sorbing across the entire measured spectrum.

The complete series of titanates were prepared, e.g., 
Ln2Ti20 7 as well as the zirconates, Ln2Zr20 7. All o f the 
measured spectra exhibited the broad band at >3000 Ä 
(shown in Figure 1 for Nd2T i20 7 and Figure 2 for 
Er2Zr20 7). The shapes of these bands allowed positive 
identification of the anion absorption. This illustrates the 
fact that most of the transition metals as anions exhibit 
broad absorption bands in the ultraviolet region of the 
spectrum and so are not suitable as hosts for measurement 
of the high energy states of lanthanides.

Fortunately, two systems proved to be sufficiently 
transparent in the ultraviolet so as to allow detection and 
identification of the broad Ln3+ absorption bands. These 
were:

Cation
site

Structure symmetry

LnP04 Xenotime tetragonal Dld
Monazite monoclinic C,

L n B 03 Hexagonal D 3d

Although hands due to borate appeared in all spectra
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Figure 2. Reflectance spectrum of Er2Zr20 7.

Figure 3. Reflectance spectrum of Y B 03.

Figure 4. Reflectance spectrum of GdB03.

between 1700 and 3000 Â, they were sufficiently weak to 
permit the use of L nB 03 compounds. The ion, Y3+, has 
a closed-electron-shell structure and has no observable 
absorption in the near ultraviolet. Figure 3 shows the 
reflectance spectrum of Y B 03 with the weak borate bands 
clearly evident. A similar spectrum for G dB 03 is shown 
in Figure 4 where the borate bands are seen as weak 
absorptions (~  15% as 1-R) at 1750,2050, 2150,2300,3000, 
and 3400 Â. The 4f transitions of Gd3+ are also indicated 
at 2500, 2750, and 3100 Â. These transitions occur from 
the 8S 7/2 ground state to the 6D j, 6I j ,  and 6P j multiplets, 
respectively.

The phosphate band appears below about 1850 A.16 
This limited the measurement range of the orthophosphate 
compounds from about 1900 to 8000 A. The phosphate 
band is a strongly absorbing broad band which peaks at 
about 1700 A. As will be shown, comparison of both borate 
and phosphate reflectance spectra allowed unequivocal 
identification of the nature of the broad rare earth band 
which appears in absorption.

Relative Positions of Energy Processes. The several 
trivalent lanthanides are expected to vary considerably in 
the energy positions of their 5d and CT bands as n in 4f" 
is increased monotonically. Figure 5 shows a plot o f data
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• SnC2 Eu+ i Tm+2

Figure 5. Relative positions of energy processes.

calculated from Jorgensen’s3-6 equations for both the 5d 
and CT transitions. 1

The 5d transition curve shows minima at Ce3+ and Tb3+ 
and maxima at Gd3+ and Lu3+. In contrast, the CT9

TABLE I : Comparison o f Known Oxidation States and 
Transitions Expected

Energy state Known

Transition Lowest Highest states
4f -  5d* Ce Eu, Gd Ce3+, Ce4+

Tb Yb, Lu Tb3\ Tb4+
7r -  4f* Eu Ce Eu2+, Eu3 +

Yb Tb Yb2+, Yb3 +

transition curve shows minima at Eu3+ and Yb3+ and
maxima at Ce3+ and Tb3+. All of the other rare earths are
intermediate to these values. A summary o f this data is 
shown in Table I. There seems to be a correlation between 
tetravalent stiates and 5d transitions as well as divalent 
states and CT transitions.

Powder Reflectance Spectra of Triualent Lanthanides. 
La3+ 4f°. This rare earth has no 4f electrons22 yet it 
exhibits a well defined CT band centered at about 2050 
A for LaB03, as shown in Figure 6. The half-width of the 
band is about 600 A. The presence of a CT band for La3+ 
indicates that this ion has considerable divalent character. 
The spectrum of LaP04 was similar except that only the 
edge of the band could be measured due to the proximity 
of the phosphate band.

Ce3+ 4fl. This ion is expected to show 5d bands and the 
spectra obtained confirm this as shown in Figure 7 for 
CeP04. There are four components present and their 
average width is about 600 A.23 Since C eB 03 proved 
difficult to prepare, no spectra were obtainable.

Figure 6. Reflectance spectrum of LaB03.

Figure 7. Reflectance spectrum of CeP04.
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Figure 9. Reflectance spectrum of PrP04.

Pr3+ 4 /2. This rare earth should exhibit 5d states be­
cause it has a well-defined tetravalent state but, as is 
evident from Figure 8 for PrB 03 and Figure 9 for PrP04, 
the CT band is prominent. The half-widths are 600 and 
500 A, respectively. Note that the 4f bands are very broad. 
The half-width of the 4f transitions ranges between 25 and 
150 A, some five times greater than the average value of 
5-30 A for the other rare earths.24

Nd3+ 4 f. This ion was expected to show 5d states 
because a tetravalent state is known but the divalent state 
is not. Nevertheless, a single band is evident in Figure 10, 
peaking at about 1950 A with a half-width of 200 A. This 
CT band is considerably different from those shown for

Pr3+, or for Sm3+, given below. Although N dP 04 was 
measured, only a side hand at 1900 A, superimposed on 
the major phosphate band, was observed.

Sm3+ 4 f. This ion is expected to manifest a CT band 
since samarium has a well-defined divalent state. The 
spectra of Figure 11 for Sm P04 and Figure 12 for Sm B03 
confirm this. The CT band for Sm P04 peaks at 1900 A 
with a half-width of 400 A whereas that for Sm B03 peaks 
at 1950 A with a half-width of 800 A.

Eu3+ i f6. This rare earth also has a well-defined divalent 
state and the spectra of the trivalent ion are easily clas­
sified as CT bands. The CT band of EuP04 peaks at 2300 
A with a half-width of 800 A (see Figure 13) whereas the
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Figure 11. Reflectance spectrum of S m P 04.

Figure 12. Reflectance spectrum of S m B 03.

CT band of EuB03 peaks at 2250 A with a half-width of 
1000 A (see Figure 14). These bands are the widest of all 
those CT bands observed for the rare earths.

Gd3+ 4f 1. The spectra for this ion were inconclusive. No 
evidence of either 5d or CT transitions was observed (see 
Figure 4).

Tb,i+ 4 /8. The spectra of this ion were very interesting. 
Since terbium has a well-defined tetravalent state, 5d 
bands would be expected. There are five components 
apparent in Figure 15 for TbB 03, indicating 5d transitions. 
One is tempted to compare these to the five crystal field 
splittings (3t2g and 2eg) expected for a 5d level. The band 
at 2700 A for TbBOs appears to be similar to that at 2300

A in T b P 0 4 (see Figure 16). The other higher energy 
component is masked by the phosphate band. This is an 
example of a crystal field shift of the 5d bands. The 
half-widths of these individual components are about 100 
A in both cases.

There was a band in the T bP 04 spectrum at about 2600 
A with a half-width of 90 A, which was initially believed 
to be one of the 5d field components. However, it did not 
have the appearance and shape of the other 5d compo­
nents. When a series of powder compositions were pre­
pared, 1 -  xY P 04-xTbP04, where x was varied from 0.05 
to 1.00, and the spectra were measured, it was found that 
the band intensity at 2600 A was dependent upon Tb3+
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Figure 14. Reflectance spectrum of EuB03,

Figure 15. Reflectance spectrum of TbB 03.

Figure 16. Reflectance spectrum of TbP 04.

concentration, although the 5d components at 2300 A 
maintained about the same relative intensity. It appears 
that the 2600-A band is of 4f origin.25 The transition was 
identified as 7F6 — 5F2. As x approaches one in the above 
formula, the reflectance spectrum changes from narrow 
lines ( ~  15 A in half-width) to a single broad 4f band of 
intermediate intensity. The other 4f line multiplets remain 
about the same in intensity. This behavior of the 5F2 
multiplet indicates that an interaction of neighboring Tb3+ 
ions occurs as x approaches one in the above formula and 
that this perturbation has a major effect upon the intensity 
of this line multiplet.

Dyi+ 4f 9. This ion also has a stable tetravalent state and 
5d bands are expected to be observed. For D yP04, no such 
bands were observed. However, the crystal field effect is 
strong enough in D yB03 so that 5d components are ob­
served at the extreme edge of the measured range of the 
spectrum, as shown in Figure 17. The half-widths of the 
components are about 50 A. These bands are the nar­
rowest 5d bands measured, for all o f the lanthanides.

Ho3+ 4fw. The spectra of this ion were inconclusive. No 
broad bands were observed within the measurement range 
of the instrument.

Er'+ 4fn. The spectra of this ion were also inconclusive.
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Figure 17. Reflectance spectrum of D yB 03.

WAVELENGTH , m/i.

Figure 18. Reflectance spectrum of Tm B 03.

Figure 19. Reflectance spectrum of YbB 03.

Tm3+ 4f12. Since this rare earth has a well-defined 
divalent state, a CT band is expected to be a prominent 
feature in the spectra. While a broad band was observed 
in the Tm B 03 spectrum (see Figure 18) none was seen in 
the T m P 04 spectrum, possibly because the phosphate 
band was prominent at about 1850 A. The band observed 
in Figure 18 appears to be a CT band with a half-width 
of about 200 A.

Y63+ 4fu. This rare earth, with a well-defined divalent 
state, produced powder reflectance spectra which con­
tained broad bands easily classified as CT bands as shown

in Figure 19 for YbB03 and Figure 20 for Y bP04. Whereas 
the former is a very broad band with a half-width of about 
500 A, the latter is rather narrow with a half-width of about 
100 A.

Discussion
As a result of high-resolution reflectance measurements, 

spectral data have been obtained that appear to be in 
accordance with predictions made by Jorgensen with the 
exception of Pr3+ which appears to be out of line. As may 
be seen in Figure 5 and Table I, a smooth progression in
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Figure 20. Reflectance spectrum of Y bP 04.

TABLE II: Lanthanides forwhich Charge Transfer Bands Were.Observed and Their Band Widths

Cation

Phosphate Borate Expected
band
(after

Jorgensen)

No. of 
bands obsd 

per
spectruma

Peak
energy,

eV •̂1 / 2> A

Peak
energy,

eV

Eu3 + 800 5.39 1000 5.51 CT 1
Sm3 + 400 6.51 800 6.36 CT 1
Y b 3 + 100 5.71 500 6.06 CT 1
pr3 + 500 6.54 ' 600 5.39 5d 1
La3+ Side band 600 6.04 None 1
N d3 + Side band 200 6.47 5d 1
T m 3 + Not obsd 200 6.70 CT 1

TABLE III: Lanthanides for which 5d States Were Observed and Their Band Widths

Phosphate Borate

Peak energy, Peak energy, Expected obsd per
Cation * . b ’ A eV * . / ; >A eV band spectrum

Ce3+ 600 3.71 Not obtained 5d 4
T b 3+ 100 5.54 100 4.47 5d 5
D y3+ Not obsd 50 6 .14 5d 3

CT state energies is expected, with maxima at Ce3+ (4f!) 
and T b3+ (4f8) and minima at Eu3+ (4f®) and Yb3+ (4f13). 
The opposite is expected for 5d band energies. Experi­
mentally, prior workers7-9 have demonstrated a smooth 
progression in 5d state energies of Ln3+ ions in a matrix 
of CaF2.

In the present work, using a phosphate or borate as a 
matrix, CT bands were observed for most of the rare 
earths. However, the observed energies did not follow a 
smooth progression with numbers of 4f electrons. Table 
II shows the lanthanides for which CT bands were ob­
served along with their half-widths and the energy of the 
peak in electron volts.

An arrangement can be given in the form of a spec- 
trochemical series in order of ascending energy:
Phosphates: Eu3 + <  Y b 3+ <  Sm 3+ < Pr3 +

Borates: Pr3+ < Eu3+ < La3+ < Y b 3+ < Sm 3+ < N d3 +
< T m 3 +

It is notable that Pr3+ appears at the top of one series 
and the bottom of the other. However, the CT bands of 
rare earths in a phosphate matrix do not hold the same 
relationship to one another as to those observed for the 
borate series. These series should relate to the reduction 
potential of the divalent state. Indeed, Nugent et al. have 
made extensive comparisons between their data and the 
standard II—III reduction potential. Whereas their values 
for the CT band in nonaqueous solvents ranged between
3.2 and 5.5 eV, our values for oxygen-dominated hosts fall 
between 5.4 and 6.7 eV.

TABLE IV : Stable Valence States of the Rare Earths in 
Phosphate and Borate Hosts

Valence state according to type o f 
^  spectrum otisd

electrons CT. Y 3+ ■ 5d

4f° La2 + La3 +
4 f ‘ Ce3+ -C e4 +
4 f2 Pr2+ Pr3 +
4f3 N d2 + N d 3 +
4 fs Sm2+ Sm 3 + -
4 f6 Eu2 + Eu3 +
4 f7 G d 3+
4 f8 Tb3 + -T b 4 +
4 f9 D y3+ -D y 4 +
4 f ‘ ° Ho3+
4 P 1 Er3+
4 P 2 Tm 2 + Tm
4 P 3 Y b 2t Y b 3+

A comparison of the 5d bands observed is shown in
Table III. Note that the half-widths varies from 50 to 600
Â. By comparing these data to those in Table II it can be
seen that the primary difference between 5d and CT bands 
is not the width of the band, but the number o f bands 
present. The present data are not sufficient to be able to 
make comparisons between these measured 5d bands and 
the trend predicted by Jorgensen. His predictions have 
been shown to be correct for halide hosts. If they are 
indeed applicable to oxygen-dominated hosts, then it is 
easy to account for the Er3+ and Ho3+ spectra. The 5d 
bands of these rare earths probably lie at an energy higher 
than 1700 A and so were not measured.
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One-final comparison can be made in terms of the stable 
valence states of each rare earth, as deduced from the type 
of spectrum observed. This is shown in Table IV. The 
rare earths which deviate from expected values derived 
from the prior literature are La, Pr, and Nd.

Summary
(1) Charge transfer bands o f rare earths in oxygen- 

dominated hosts follow the trend predicted by Jorgensen 
with few exceptions.

(2) Several ions exhibit CT bands in phosphate and 
borate hosts rather than the expected 5d states.

(3) Band width is not the criterion for identification of 
5d or CT bands but rather the number of crystal field 
components present.
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The synthesis of various ortho-substituted anilides makes it possible to confirm that the abnormally red-shifted 
fluorescence (Amax 510 nm) observed at room or low temperature can be attributed to an excited state proton 
transfer between the formamido group and the carbonyl of the side chain on the benzene ring situated ortho 
to one another. This excited state proton transfer is very sensitive to the presence of inorganic ions. All derivatives 
display dual phosphorescence emissions in polar or nonpolar solvents. Addition of a relatively low salt 
concentration results in a dramatic increase in the phosphorescence quantum yield. At low temperature, the 
acetyl 2'-acetanilide derivative shows anomalous phosphorescence properties. The phosphorescence excitation 
spectra critically depend upon the hydrogen bond forming ability of the solvent.

Introduction
For some time now, we have been interested in the 

understanding of the photosensitizing properties of N- 
formylkynurenine (FK), a tryptophan UV photooxidation 
product and its major metabolite.1-3 As photochemistry 
is a consequence of photophysical events, it was important 
to study the FK photophysics. During the course of a 
preceding study4 we found that the FK luminescence 
properties were rather unusual. A proton transfer in the 
first excited singlet state has been proposed in order to 
account for the large fluorescence Stokes shift which is

observed in nonpolar solvents. This excited state proton 
transfer was thought to be caused by an intramolecular 
hydrogen bond between the hydrogen o f the formamido 
group and the o-carbonyl of the side chain as shown by 
NMR spectroscopy.5 The occurrence of an excited state 
proton transfer was confirmed by the room temperature 
fluorescence studies on some ortho-substituted anilides6 
which are FK parent compounds.

At low temperature, in addition to the abnormally 
red-shifted fluorescence attributed to the excited state 
proton transfer, a dual phosphorescence emission was
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observed whose characteristics were dependent upon the 
hydrogen bonding ability of the solvent and/or the 
structure of the side chain situated ortho to the formamido 
group on the benzene ring.

The synthesis of various anilides derivatives differently 
substituted on the amide group leads to compounds which 
also possess quite interesting low temperature lumines­
cence properties. In this paper we describe these lu­
minescence properties and we show that they are not only 
greatly influenced by the substituent on the amide group 
but also by the solvent polarity and its hydrogen bonding 
ability. We also show that intra- or intermolecular hy­
drogen bond formation which modifies the low temper­
ature luminescence properties of ortho-substituted anilides 
(and o f aromatic carbonyl compounds in general7) is very 
sensitive to the presence of a rather low salt concentration.

Experimental Section
The ortho-substituted anilides under investigation in the 

present study can be represented as

Compound I (R! = R2 = H) has been prepared according 
to the method given in ref 1. Compound II (Ri = H, R2 
= CH3) was synthesized according to the standard fashion8 
while compounds III (Rx = CH3, R2 = H) and IV (Rj = R2 
= CH3) have been prepared by formylation or acetylation 
o f iV-methylacetyl-2 '-acetophenone according to the 
method outlined in ref 9. Purification was done by two 
or three successive chromatographies on Sephadex G 10 
using water or pH 7 phosphate buffer (10~2 M) as eluent 
(for compounds I, III, and IV) or on biogel P2 (compound
II). Solid samples were obtained by extracting a given 
compound from water by hexane. Their purity was 
checked either by gas chromatography or mass spec­
troscopy and their structural formulae were confirmed by 
NMR spectroscopy.9

The solvents used for spectrophotometry or lumines­
cence measurements were o f the best available grade 
(Merck spectroquality reagents). Ethylene glycol was a 
Fluka product. Water was first deionized, once distilled, 
and then evaporated using a quartz still.

Absorption measurements were performed using a 
Beckman DK-U spectrophotometer. Luminescence ex­
citation or emission spectra (uncorrected) were recorded 
at 77 K using a modified Aminco-Bowman spectrofluo- 
rophosphorimeter.10 Phosphorescence lifetimes were 
determined from CRO traces obtained with a Tektronix 
5103N oscilloscope. EPR spectra of the triplet state of 
some derivatives were obtained through the use of a Varian 
E9 EPR spectrometer equipped with an optical cavity.

Results and Discussion
I. Fluorescence Spectroscopy, (a) A Summary of 

Optical Absorption Properties. The room temperature 
optical absorption spectra4,6 show that the four anilides 
under study can be classified into two groups depending 
upon the presence (compounds I and II) or absence of an 
intramolecular hydrogen bond between the N -H  and the
o-carbonyl of the side chain (see general formulae in the 
Experimental Section). The S0 -*• S, transition is located 
at \max ~320 nm for I and II or \max ~290 nm (for III and
IV) and has a strong n7r* character although the molar 
extinction coefficient (~  3000 M“1 cm“1) is too large for a 
pure nx* transition.

Figure 1. (A) Fluorescence excitation spectrum ot compound I I  (2 X  
1Cr4  M) in isopentane or in isopentane +  2%  2-propanol. (B) Cor­
responding fluorescence emission spectrum: (------- ) in isopentane; (-
--------) in isopentane +  2%  2-propanol. Temperature 77 K, excitation
wavelength 290 or 320 nm.

, Mixing with other states, such as xx* or CT states, has 
been proposed in order to explain the high e values.6

(b) Low Temperature Fluorescence Studies. Compound
I. There is only one fluorescence (\max 510 nm) whatever 
the solvent:water-ethylene glycol 1:1 vol (WEG) or eth­
anol-water 95:5 vol (hereafter called ethanol) mixture, 
isopentane, methylcyclohexane.

This fluorescence emission is quenched by adding CaCl2 
in water or ethanol (see below). We have characterized 
the 510-nm fluorescence as belonging to the species formed 
by transfer of the formamido NH proton to the 2' car­
bonyl.4

As already noted in ref 4, it is very surprising that no 
fluorescence emission can be detected at short wavelength. 
Thus a detailed study of the temperature effect on the 
fluorescence quantum yield would be o f great interest. 
However, both the low fluorescence quantum yield and the 
low sensitivity o f the fluorimeter equipped with the 
variable temperature setup preclude such a study.

Compound II. This compound presents some rather 
unexpected fluorescence properties with respect to other 
ortho-substituted anilides under study in the present 
investigation.

At 77 K in isopentane (Figure 1) one observes a 
fluorescence at \max 460 nm and a shoulder at 510 nm. 
However this fluorescence spectrum is rather different 
from the one obtained at room temperature.6 The tem­
perature evolution of the fluorescence spectrum (Figure
2) and intensity (at 460 and 510 nm) (Figure 3) clearly 
shows that two emitting species are involved in the 
fluorescence emission both having the same excitation 
spectrum (see below). Moreover in the temperature range 
300-200 K, the Arrhenius plots for the 460- and 510-nm 
emissions lead to different activation energies (2 and 4 kcal 
mol“1, respectively) which confirms this hypothesis. It is 
worth noting that the 510-nm fluorescence intensity 
corresponding to the excited state proton transfer remains 
constant below 120 K which corresponds to the isopentane 
vitreous transition temperature. This probably arises from 
the fact the vitreous state blocks the acetamido group in 
a given conformation and the proton transfer is no longer 
a temperature-dependent process.

Addition of 2% 2-propanol, a well-known H bond 
forming solvent, leads to the disappearance o f the 460-nm 
fluorescence in parallel to an increase in the 510-nm 
emission. Accordingly in alcoholic solvents we only observe 
the 510-nm fluorescence (Figure 1).

In all solvents so far investigated, the uncorrected 
fluorescence excitation spectrum resembles the optical 
absorption spectrum (two excitation bands with maxi-
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Figure 2. Temperature evolution of compound I I  fluorescence emission
spectrum in isopentane: (------- ) T  =  295 K, sensitivity X  200; (------
- -) T =  200  K, sensitivity X  20; (........... ) T =  120 K, sensitivity X  1;
( - ■ - • - )  T  =  80 K, sensitivity X  1. Excitation wavelength 320 nm, 
concentration 1.5 X  10 '4 M.

Figure 3. Arrhenius plots of the temperature evolution of the
fluorescence intensity measured at 460 (------- ) or 510 nm (---------- ) in
isopentane. The solute was compound I I  (1.5 X  10~4), excitation 
wavelength 320 nm.

mums at 260 and 320 nm). It does not depend upon the 
solvent and is concentration independent. The latter point 
confirms that no impurity problems are involved in these 
particular emission properties.

The fluorescence properties observed in isopentane can 
be understood in view of the NMR results which suggest 
that, in nonpolar solvents, three species are in equilibrium. 
They also show that the intramolecular hydrogen bonding 
between the amide proton and the o-carbonyl forces the 
amide group to be coplanar with the benzene ring allowing 
the Hg' proton to interact with the amide carbonyl.5 In 
other words the H6' proton can be in a deshielding region 
of the carbonyl of the amide group. In compound II, the 
energy difference between the rotamers is increased by the

Figure 4. Variation of the fluorescence intensity (measured at 510 nm)
(............ ) and of the phosphorescence intensity (measured at 455 nm)
(------- ) as a function of calcium chloride concentration in ethanol at 77
K. The solute was compound I I  (2 X  10~4 M); excitation wavelengths 
were 280 or 320 nm (------- ), 320 nm (------ ).

steric interaction brought by the methyl group and this 
Hfj'-carbonyl interaction is favored.5 However, Gribble and 
Bousquet report that this preferential conformation is 
greatly perturbed by the hydrogen bonding ability of the 
solvent (the greater its hydrogen bonding ability the less 
the deshielding effect for H6'). The effect of 2% 2- 
propanol on the low temperature fluorescence spectrum 
in isopentane is probably due to intramolecular hydrogen 
bond formation between the carbonyl of the amide group 
and 2-propanol molecules. As shown by the NMR results5 
this hydrogen bond formation causes drastic changes in 
the weak H6'-carbonyl interaction which may result in the 
quenching of the 460-nm fluorescence.

Compound I which is the formamido derivative shows 
no composite fluorescence spectrum in isopentane since, 
in this case, the steric hindrance for rotation around the 
C -N  bond is unlikely as shown by molecular models and 
the Hg'-carbonyl interaction is not favored.

Special attention must be devoted to the effect of in­
creasing the CaCl2 concentration on the 510-nm fluores­
cence intensity obtained in ethanolic solutions o f II (or I). 
In Figure 4 is reported the 510-nm fluorescence intensity 
evolution in ethanol as a function of the CaCl2 concen­
tration. It is obvious that [CaCl2] > 0.1 M appreciably 
quenches the 510-nm fluorescence. At this CaCl2 con­
centration, the average distance between chromophore 
molecules and inorganic ions is estimated to be ~1.2 nm. 
One may suggest that neighboring strongly basic Cl“ ions 
act as traps for the reversible proton transfer via short- 
range Coulombic interactions. As the room temperature 
optical absorption spectrum of the anilides is totally in­
dependent of the CaCl2 concentration up to [CaCl2] = 4 
M we may assume that there is no complex formation 
between ortho-substituted anilides and Ca2+ ions. Fur­
thermore it must be noted that Ca2+ ions are generally 
known as poorly complexing ions. They only form 
complexes with strong complexing agents such as EDTA.

In addition we will see below that adding calcium 
chloride has striking effects on the phosphorescence 
emission. This may indicate that other explanations may 
prevail to account for the observed effects on the 510-nm 
fluorescence inhibition.

Compounds III and IV have no detectable fluorescence 
emission whatever the solvent. This is similar to the room 
temperature results and consistent with the excited state 
proton transfer hypothesis.4

II. Phosphorescence Spectroscopy, (a) General 
Spectral Properties. Table I shows that the phos­
phorescence emission is shifted to the red in going from 
polar to nonpolar solvent for all compounds under in­
vestigation. As the solvent polarity decreases one observes
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TABLE I: Phosphorescence Emission ivmax (nm) in
Various Solvents“ at 77 K

Compd

4 M 
CaClj 

in EtOH 
or water WEG

MeOH,
EtOH,
2-PrOH

Iso­
pentane

I 440 440 450 490
II 455 460 460 500

III 440 450 460 470
IV 445 465 480 490

° MeOH = methanol, EtOH = ethanol, 2-PrOH = 2-pro­
panol. Phosphorescence spectra have been recorded using 
a phosphoroscope. Solute concentration: [ I ] = [ I I ] = 2
X 10“4 M, [ III] = [IV] = 5 X 10-4 M. Excitation wave­
lengths = 320 nm for I and II, and 290 nm for III and IV.

TABLE II: Relative Phosphorescence Quantum Yield in 
Various Solvents“

Compd

4M
CaCl2

in
water WEG

Alco­
hols

Iso­
pentane

1 1 0.30 0.02 0.02
II 1 0.30 0.02 0.02

III 1 0.76 0.35 0.03
IV 1 0.75 0.34 0.02

° Temperature, excitation wavelengths, and concentra­
tion conditions are the same as in Table I.

Figure 5. (A) Phosphorescence excitation spectrum of compounds
I (2 X  1CT4 M) (------- ) and IV  (5 X  10 4 M) (-----------) in isopentane at
77 K; observation wavelength 490 nm. (B) Corresponding phos­
phorescence spectrum of I  and IV  in isopentane at 77 K; excitation 
wavelength 290 or 320 nm.

a reduction in the phosphorescence quantum yield (Table
II).

The phosphorescence excitation spectra of I, III, and IV 
resembles their optical absorption spectra with two distinct 
maximums at Xmax 320 and 260 nm (for I) and 290 and 
260 nm (for III and IV) (Figure 5). As reported for 
N-formylkynurenine derivatives4 the phosphorescence 
quantum yield of I and III is wavelength dependent while 
that of compound IV remains apparently constant. The 
wavelength dependence is deduced from the comparison 
of excitation and absorption spectra in various solvents (see 
ref 4).

(b) Some Special Properties of Compound II. As far 
as compound II is concerned, examination of its phos­
phorescence excitation and emission spectra in various 
solvents shows some interesting properties.

In an “ inert” nonpolar solvent (isopentane) its phos­
phorescence maximum is located at 500 nm while its 
phosphorescence excitation spectrum looks like the optical 
absorption spectra with two maximums at 320 and 260 nm 
(Figure 6). It thus seems reasonable to associate the 
460-nm fluorescence (see above) with this phosphorescence. 
Addition of 2% 2-propanol (in volume) to the isopentane

M.-P. Pileni and R. Santus

Figure 6. (A) Compound I I  phosphorescence excitation spectrum in 
isopentane (------- ) and isopentane +  2 %  2-propanol (.............. ); ob­
servation wavelengths 500 nm (------- ) and 460 nm (.............. ); solute
concentration 2 X  10-4 M; temperature 77 K. (B) Corresponding
phosphorescence spectrum in isopentane (--------) or isopentane +  2%
2-propanol (............ ); excitation wavelengths 320 nm (------- ) or 290 nm
(.......... )•
solution leads to a blue shift in the phosphorescence 
excitation spectrum (Figure 6) in contrast to the 
fluorescence excitation spectrum which shows no change 
upon 2-propanol addition. The same phosphorescence 
excitation spectrum is observed in ethanol or WEG. In 
ethanol except at high concentration, this phosphorescence 
excitation spectrum is concentration independent (5 X 10“5 
M < C <  8 X 10”4 M) and is somewhat similar to the one 
observed with compounds III and IV where intramolecular 
hydrogen bond formation has been inhibited by meth­
ylating the acetamido or formamido group (N -CH 3 de­
rivatives). Beside steric hindrance considerations, the 
replacement of the hydrogen (formamido derivative) by 
a methyl group (acetamido derivative) may favor the 
formation of complexes between alcohol molecules and the 
amide group because the small donor character of the 
methyl group should increase the negative charge on the 
amide carbonyl oxygen and its ability to form hydrogen 
bonds with hydroxyl-containing solvents.

It must be noted that the occurrence o f two different 
excitation spectra for the fluorescence and the phos­
phorescence emission o f compound II is not very sur­
prising. Since addition of 2% 2-propanol leads to* a 
fluorescence emission peaking at 510 nm it is reasonable 
to admit that no phosphorescence emission can be asso­
ciated with excited state proton transfer. The 460-nm 
phosphorescence emission observed in isopentane +  2%
2-propanol (or alcoholic solvents) (Figure 6) must be at­
tributed to the complexed species obtained via intermo- 
lecular hydrogen bond formation with alcohol molecules. 
As already suggested by Callis and Wilson11 in order to 
explain the emission properties of Michler’s ketone, the 
study of the luminescence properties of aromatic carbonyls 
is a way of investigating their microenvironment. It is 
likely that several emitting species are present in the 
vitreous solution leading to complex phosphorescence 
spectra which may be resolved into separate emissions 
(Michler’s ketone) or not (the present case). The sensi­
tivity of the luminescence technique makes it possible to 
detect them, even is small amounts, by studying lu­
minescence excitation spectra.

The effect of microenvironment on the phosphorescence 
emission properties of compound II can be also shown 
using calcium chloride as a perturbent. The presence of 
~  10 2 M CaCl2 in ethanol (or WEG) induces a blue shift 
of the phosphorescence emission spectrum and dramatic 
changes in the phosphorescence excitation spectrum which 
progressively shifts to the red (Figure 7). Under the same 
conditions, as indicated above, the room temperature
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Figure 7. (A) Compound II  phosphorescence excitation spectrum in 
ethanol at 77 K as a function of the CaCI2 concentration; observation 
wavelength 455 nm; solute concentration 2 X 10'4 M: 0 <  [CaCI2]
S  1.25 X 10 2 M (.......... ); [CaCI2] =  2.5 X  10“2 M (............ ); [CaCI2]
=  5 X  10-2 M (---------- 0.1 M <  [CaCI2] <  4 M (-------------- ). (B)
Corresponding phosphorescence spectrum in the [CaCI2] range 0 -4
M; excitation wavelengths 290 nm (..............), 290 or 320 nm (--------
-) (---------- ) t -----),
optical absorption spectrum shows no change upon calcium 
chloride addition. Finally, the phosphorescence excitation 
spectrum at [CâCl2] >: 1 M is the same as the one observed 
in isopentane (Figure 6). These spectral changes are 
accompanied by a large increase in the phosphorescence 
quantum yield (Figure 4). This is also true for I, III, and 
IV (see Table II). This effect resulting in an increase in 
the phosphorescence quantum yield is somewhat similar 
to the room temperature results obtained by Busel et al.12 
on the fluorescence of indoles. These authors observed 
that, in strongly alkaline solution, salt addition increases 
the indole fluorescence quantum yield. They attributed 
this effect to a partial desolvation o f the chromophore 
molecules because the inorganic ions may “ tie up” solvent 
molecules responsible for fluorescence quenching. It was 
also suggested that inorganic ions polarize solvent mole­
cules constituting the solvation shell near the chromophore 
and thus change the efficiency of reversible photochemical 
events or charge transfer between the solvent and the 
excited chromophore.
; The low temperature luminescence study on compound 

II clearly indicates that the presence of calcium chloride 
inhibits excited state proton transfer and, at least partially, 
complex formation between solvent molecules and II. The 
large phosphorescence quantum yield increase may thus 
be due, in part, to the quenching of excited state proton 
transfer since it is known that excited state proton 
transfers are a source of nonradiative deactivation 
pathways.13 However, compounds III and IV which exhibit 
no excited state proton transfer show some phosphores­
cence yield enhancement upon CaCl2 addition (note in 
Table II the much higher relative phosphorescence yield 
for III and IV in WEG or alcohols). The fact that in 
ethanol-1 M  CaCl2 the phosphorescence excitation 
spectrum looks like the one observed in isopentane is in 
favor of a “ partial” desolvation of the chromophore. 
However, such a “ desolvation” cannot account for the 
observed increase in the phosphorescence quantum yield 
for the latter is rather low in isopentane (see Table II) 
where solvation is expected to be very weak. ESP ex­
periments performed with randomly oriented triplet 
molecules of compounds I and II in ethanol indicate that 
the zero field splitting parameter D* = (D2 +  3E2)1/2U is 
very sensitive to the presence of CaCl2 (see Table III). The 
increase in the D* value in going from ethanol to ethanol-1 
M CaCl2 is in keeping with the inhibition of anilide-solvent 
complex formation by CaCl2 since the smaller the D* the 
greater the electron delocalization in the triplet state. Of 
course this interpretation is valid if one rules out the

TABLE III: Zero field Splitting Parameter D *  o f  the
Triplet State o f  Compound II (10"3 M) in Ethanol as a
Function o f  the Calcium Chloride Concentration“

CaClj 
concn M D *

0 0.097 14
5 X 10~4 0.114 30
1 0.115 54

“ Temperature 77 K, excitation wavelengths >250 nm.
The relative uncertainty is <5%.

TABLE IV : Lifetimes Characterizing the Dual
Phosphorescence Emissions o f 
Compounds I, II, III, and IV“

r 1} ms \ r3, ms
I 100 500

II 60 500
III <20 100
IV ’ <20 125

“ See text. Temperature, excitation wavelength, and 
concentration conditions are the same as in Table I.

possibility of complex formation between Ca2+ and anilides 
(see section I,b). Complex formation might explain several 
things: (1) enhancement of phosphorescence, possibly by 
a “ heavy atom effect” ; (2) prevention o f H transfer; (3) 
shifting phosphorescence excitation spectrum (Figure 7);
(4) increased ZFS (Table II).

(c) Lifetime Measurement. For all ortho-substituted 
anilide derivatives, the phosphorescence decay kinetics can 
be decomposed into two exponential stages (see Table IV 
and ref 4). This results is not surprising in itself for many 
aromatic carbonyls exhibit anomalous phosphorescence 
decay kinetics.15,16 The lifetimes are practically solvent 
independent for a given compound, however, the short­
lived component is almost inhibited in the presence of 
calcium chloride.

The mechanism o f anomalous low temperature phos­
phorescences in aromatic carbonyls is still open to question. 
Griffin17 explained these properties in terms of coexistent 
nx*, xx*, and CT triplet states. However, since the 
molecular relaxation time is ~10 -12 s18 this explanation 
seems unlikely.11 It seems more probable that anomalous 
phosphorescence decays occur because the solute molecules 
are surrounded by different types o f environments.11

As far as the present study is concerned, the presence 
of various molecular species can be rather well established 
using NMR data or phosphorescence spectral charac­
teristics. As shown above, in alcoholic solvents, inter- 
molecular bond formation occurs with probably all de­
rivatives leading to different emitting species, at high 
concentration (>8 X 10 4 M) aggregation may also occur 
(see above) which should complicate the matter further.

In nonpolar solvents, NMR results5 indicate that 
compounds I or II exist as three isomeric species whose 
concentration depends upon the amide group substituent 
(see above). Accordingly, NMR data regarding III and IV 
show that there exist two rotameric forms which coalesce 
at about 80 °C.9

From Table IV, it can be seen that the phosphorescence 
lifetimes are much smaller for III or IV than for I and II. 
In the former compounds it seems reasonable to assume 
that the shortest lifetime corresponds to a nx* triplet state 
while the longest would be a xx* triplet state. One must 
remember that although the S0 —*■ Si transition is nx* in 
nature (in view of the solvent effects) the molar extinction 
coefficient are too high for a pure nx* transition and thus 
mixing with xx* or CT states is probable.6 This means 
that at the triplet level we should expect that a xx* state
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lies above, but close to, a nx* one. However ¿ntermolecular 
hydrogen bonding or intramolecular interaction may 
change the relative position of both triplets and then the 
emitting triplet state could be o f xx* nature. As far as 
compounds III and IV are concerned, it must be noted that 
in isopentane the singlet-triplet splitting (AEST) is quite 
large for nx* states (~ 1 1 000 cm-1). As generally assumed14 
the magnitude of AEST parallels the overlap density of the 
nonbonding oxygen orbital and the x* molecular orbital. 
In other words, the smaller the charge transfer which 
accompanies nx* transitions the greater the AEST value. 
One may tentatively suggest that the presence of a sub­
stituted amide group considerably affects the o-carbonyl 
oxygen electronegativity. However there is additional 
evidence that compounds III and IV have nx* triplet states 
for room temperature laser flash photolysis studies9 in­
dicate that these triplet states are efficiently quenched by
2-propanol or ethanol which support their nx* character.19 
On the other hand, compound I or II triplet state does not 
react with alcohol molecules which is in agreement with 
their xx* character as evidenced by their long lifetime at 
low temperature.

Conclusion
The low temperature luminescence of the acetyl for- 

manilides or acetyl acetanilides under study displays some 
interesting features. As other carbonyl compounds, their 
luminescence properties are very sensitive to their mi­
croenvironment and dual phosphorescence emissions are 
observed due to the presence of solute molecules in dif­
ferent solvation and/or conformational states.

The acetyl 2/-acetanilide derivative is particularly in­
teresting in view o f the extreme sensitivity o f its 
fluorescence emission and phosphorescence excitation 
spectra to intermolecular interaction with hydroxylic 
solvent molecules. This sensitivity suggests that it might 
be used as a luminescent probe for testing microenvi­
ronments in macromolecules (proteins for instance).

It is worth pointing out; the large increase in the 
phosphorescence quantum yield of all studied compounds 
upon salt addition in ethanol solutions. This salt effect 
is believed to be due to the perturbation of the solvation 
shell o f the phosphorescence solute molecules by the in­
organic ions. Since salt addition has been also shown to 
increase the fluorescence yield of other aromatic com­
pounds at room temperature,12 this effect is probably of 
general significance and deserves further interest.
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The measurement conditions and data treatment used to obtain accurate rate constants and activation energies 
from MNa pulsed Fourier transform data are described in detail. Application is made to the exchange of Na+ 
between the free state and the complex with 2,2,2-cryptand in four solvents. The exchange proceeds via 
dissociation of the complex. Activation enthalpies of 12.3,13.6,13.8, and 16.1 kcal mol 1 and activation entropies 
of -7.6, -12.6, -8.1, and +5.3 cal mol-1 deg 1 were obtained for the release of Na+ from the 2,2,2-cryptate complex 
in ethylenediamine, pyridine, tetrahydrofuran, and water, respectively.

Introduction
Macrocyclic polyethers (crown ethers), first synthesized 

by Pedersen,1 and macroheterobicyclic diamines (cryp- 
tands) first synthesized by Lehn et al.2 form very stable 
complexes with alkali metal and alkaline earth metal

cations. X-Ray structure determination o f cryptate 
complexes formed from the macrobicyclic hexaoxadiamine 
N(CH2CH2OCH2CH2OCH2CH2)3N, (C222), 1, and alkali 
metal salts show that the alkali metal cation is contained 
within the central cavity of the ligand.3,4 Association

The Journal o f Physical Chemistry, Vol. 81, No. 8, 1977



761NMR Study of Na+ Exchange Kinetics

constants for complex formation between many of the 
synthetic complexing agents of both the crown and 
cryptand class and a variety of metal salts are known for 
aqueous solutions.2,5-13 Except for association constants 
in methanol, very few thermodynamic or rate data have 
been obtained in nonaqueous solvents. Some rate data 
exist for the exchange of metal ions between solvated and 
bound sites.13,14-24 Exchange rates at the coalescence 
temperature were reported from 4H NMR studies on D20  
solutions which contain C222 and half the stoichiometric 
amount of alkali metal salt.14 From these results it was 
clear that sodium cation exchange should be slow enough 
to be observed directly by using 23Na NMR. Ceraso and 
Dye19 investigated the kinetics of complexation reactions 
of Na+C222 cryptates in ethylenediamine (EDA) solutions 
by using 23Na NM R techniques. Their work is the first 
example of sodium cation exchange which is slow enough 
to exhibit clearly defined separate signals for two envi­
ronments. Cahen et al.23 studied the Li+-cryptate ex­
change kinetics in water and in several nonaqueous sol­
vents. Cryptands smaller than C222 were used. Recently, 
Loyola, Wilkins, and Pizer13 measured the kinetics of 
complexation of Ca2+ by three cryptands by using a 
stopped-flow technique. The kinetics of complexation of 
crown ethers with sodium and potassium cations have been 
studied in several solvents by using 23Na and 39K NMR 
lire shape analysis.15,20,24 Since for the crown case the 
chemical shift between the free and bound site is negligible 
compared to the 23Na and 39K line width of the bound site 
and since the line width for the bound site is extremely 
broad, these experiments only gave one apparent reso­
nance. Under these conditions, it was possible to reduce 
the complete line shape expression for two site chemical 
exchange to a single Lorentzian line shape function. This 
is a special case of the general treatment to be discussed 
later.

In this paper we report a detailed analysis of the 
temperature dependence of sodium ion exchange in the 
presence of C222 in H20, EDA, tetrahydrofuran (THF), and 
pyridine (py) solutions. Line shapes are calculated from 
the exact expression (derived from the Bloch equations) 
fcr general two site exchange of uncoupled spins. The 
calculated line shapes are fitted to the experimentally 
observed line shapes with the aid of a generalized weighted 
non-linear least-squares program.25

We have chosen to use the 23Na pulsed Fourier trans­
form (FT) technique because the advantages over con­
tinuous wave NMR techniques are threefold: (1) no
modulation distortion occurs; (2) no saturation broadening 
occurs; and (3) signal averaging is accomplished in a much 
shorter time period. Despite the low sensitivity of 23Na 
NMR compared to that of 4H NMR, its use has two major 
advantages over 4H NMR: (1) the chemical shift range of 
sodium nuclei is much greater than that of protons and
(2) deuterated solvents are not required.

Experimental Section
C222 used in this work was synthesized by a modification 

of the method of Dietrich, Lehn, and Sauvage.2,6 EDA was 
purified by fractional freezing followed by distillation from 
N a-K  alloy.27 Tetrahydrofuran (THF) was dried over

CaH2 and distilled from a mixture o f NaK and benzo- 
phenone. Pyridine was refluxed over granulated barium 
oxide and then fractionally distilled in a nitrogen at­
mosphere. Water was of conductance quality. Reagent 
grade NaBr, Nal, and NaPh4B were dried and used 
without further purification.

Samples were prepared in a drybox or glove bag under 
an inert atmosphere of dry nitrogen or argon. Thin-wall 
high-resolution NMR tubes (10-mm o.d.) purchased from 
Wilmad Glass Co. were modified by placing a standard 
ground glass joint at the open end to provide an air-tight 
seal.

Measurements were made at 15.87 MHz with a 
home-built, single-coil, multi-nuclear pulse spectrometer, 
which employed a Varian DA-60 magnet and console. A 
small external probe which contained doped water (line 
width ~  4 Hz) was constructed and placed 1.5 to 2.5 cm 
from the sample. The Varian proton lock circuitry was 
used to lock the magnetic field. In this manner, the 
maximum drift was less than 6 Hz during an 8-h period. 
Samples were referenced to saturated aqueous NaCl at 25 
°C by the substitution method. Experiments were con­
trolled by a 1080 Nicolet computer which was coupled to 
a Diablo magnetic disk system. Temperature was mea­
sured with a calibrated Doric digital thermocouple to 
within ±1 °C.

Free induction decays were stored on a magnetic disk. 
The digital data were Fourier transformed without ap­
plying smoothing or exponential weighting. The trans­
formed data were punched onto paper tape and then onto 
standard keypunch cards for treatment with a CDC 6500 
computer.

General Features of 23Na NMR. The sodium nucleus 
has a spin 7 = 3 /2  and it possesses a quadrupole moment 
(Q = 0.10 b).28 As with most nuclei of spin > 1 /2 , the 
dominant relaxation mechanism is quadrupolar and occurs 
through molecular reorientation of the solvent. The 
quadrupole relaxation rate for a nucleus in the motionally 
narrowed limit (a>rc «  1) is given by29

1 _  3 2 7 +  3 /  r?2\ /e Q  32V V
T  "  4 0 7 2( 2 7 -  1 )V  + 3 /  \ h dZ'2) Tc ( )

where 7 is the spin of the nucleus, r] is the asymmetry 
parameter (rj = 0 for a symmetric field gradient), Q is the 
quadrupole moment of the nucleus, a2V /a Z '2 is the Z 
component of the electric field gradient at the nucleus 
produced by solvent fluctuations, and rc is the correlation 
time which characterizes these fluctuations. For solutions 
(wtc «  1), Tj = T2, the resonance line shape is Lorentzian 
and the line width Av1 '2 (full-width at half-height in Hz) 
= 1/tTv The information obtained from the line width 
contains the product [(eQ//i)(d2V7dZ'2)]2Tc. When rc can 
be derived from other measurements, the field gradient 
d2V/dZ'2 can be evaluated.21 For a simple process one 
would expect that rc = A ’e EJRT2li where Er is an activation 
energy for solvent reorganization. If the value o f the 
quadrupolar coupling constant [{eQ/h){d2V/dZ'2)] is as­
sumed not to change with temperature, then the relaxation 
process will vary exponentially as a function of temper­
ature. This behavior is observed for H20 , EDA, and THF 
but not for py.

For many monodentate liquids the infinitely dilute 
sodium line width varies from 4 to 30 Hz at 25 °C. When 
the cation is placed in an environment which does not have 
cubic symmetry, such as within the cavity o f an 18-crown-6 
polyether in solution, the line width increases by large 
amounts (approximately 25 times the free cation line width 
in methylamine, for example). This increase is caused by
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TABLE I : Selected Chemical Shifts o f  Free and
Cryptated Sodium Ions in Several Solvents

Concn,
M

Temp,
°C Solvent

6(Nas+vs.
Na~dil,H2o)

0.2 Nal 21.2 h 2o - 0.1
0.2 Na+C ,r 25.0 h 2o + 8.6
0.6 Na+B r 26.3 EDA -1 3 .7
0.3N a+C,Br 26.6 EDA + 10.7
0.4 NaPh4B~ 25.7 THF + 7.5
0.2 Na+C,Ph4B- 25.1 THF + 12.0
0.2 Na+Ph„B- 22.6 py -0 .9
0.2 Na+Ph4B- 25.5 py + 12.4

the asymmetry o f the electric field at the sodium nucleus 
because of the planar structure of 18-crown-6. When a 
bicyclic ligand such as C222 is used, the Na+C222 line width 
is <100 Hz at 25 °C, indicating that the electric field 
produced by C222 is much more symmetric than that 
produced by crown complexes.

Solvated cations undergo large paramagnetic shifts from 
the gaseous cations.33 Changes in the diamagnetic 
shielding constant <rD as a function of solvent are expected 
to be small compared to changes in the paramagnetic 
shielding constant op.34,35 The change in total shielding 
<rT for Na+ (at infinite dilution) in H20  vs. Na gas is -60.5 
ppm (uT gaseous atom = 0),33 whereas <rT for Na+ gas vs. 
Na gas is calculated to be only -5.1 ppm.36 Solvent in­
teraction with the cation introduces angular momentum 
into the wave function and causes a paramagnetic shift. 
For sodium, the magnitude of the chemical shift has been 
shown to correlate well with the Gutmann donor number 
o f the solvent.30,31 The Gutmann donor number of a 
solvent is a measure of its strength as a Lewis base.32 The 
solvent effect upon chemical shift occurs primarily in the 
first solvation or coordination layer of the sodium cation. 
Because of this, the chemical shifts of Na+C222 (and 
Li+C 211) are nearly independent of solvent, whereas those 
o f N a /  are strongly solvent dependent (see Table I).

Determination and Interpretation of the Line Shape 
Function. The Bloch equations which describe the motion 
of the x and y components of magnetization in the rotating 
frame can be modified to include chemical exchange.37'38 
The solutions for slow passage conditions and for transient 
conditions have been shown to form a Fourier transform 
pair.39,40 The shape function, adapted for our case of 
Fourier transform spectroscopy, may be written as

G(<o) = K {I cos (d0 + 6 ' ) -  R sin (0O + 0 ')} + C (2 )
SU +  TV 
S2 +  T2 > R =

U T -  SV
S2 +  T2

„  Pa  P b  t  

~ T ^ + T^b + T2AT2B 
+  A — co )

-  t (coa + A -  <o)(<Oj

U=  1 +  r Pb +  PA
2 A

P^\
r 23 )

(3)

(4)

(5 )

T = Pacoa + P BcoB + A -  co + r ( -^ - A “
\ 2B

1 w B +  A — co \
t2A )

( 6 )

V  =  t  [PBcoA +  PAcoB +  A -  co] (7)
-  TA 7B

(8 )
7a  +  t b

p — 7A  p  T b
T a  , » 1 b  -  .

TA  +  r B  ta +  t b
(9 )

where I  represents the absorption mode line, shape and R 
represents the dispersion mode line shape. wA,wB and T2A> 
T2B are the Larmor frequencies and transverse relaxation 
times of sites A and B in the absence of exchange. PA and 
PB are the relative populations in sites A and B. The other 
terms are defined below. Equation 2 predicts the line 
shape throughout the entire range of exchange from the 
slow limit to the fast limit.

In order to evaluate exchange times (r) through ap­
plication of eq 2, we must first obtain information about 
the Larmor frequencies and transverse relaxation times 
for sites A and B in the absence o f exchange. (A denotes 
a solvated sodium cation and B denotes a cryptated sodium 
cation.) In addition, the populations, PA and P B, for 
exchanging systems must also be known. In many studies 
of systems which undergo two-site chemical exchange, XH 
and 13C NMR line shape analysis is used to obtain t values. 
In some studies the assumption 1 /T 2A = 1 /T 2B = 0 is 
made. This assumption is not justified for sodium since 
the transverse relaxation times are usually much smaller 
than those of XH or 13C and contribute significantly to the 
observed NMR line shapes.

Since the equilibrium constant (Ka) for complex for­
mation between Na+ and C222 is large (Ka >  103) in all 
solvents used and at all temperatures, P A and PB are 
directly determined from the mole ratios o f C222 and so­
dium salt added to solution.

To obtain coA, coB, P2A, and T2B in the absence of ex­
change, two solutions in each solvent were prepared. The 
first contained sodium salt with no C222 and the second 
contained equimolar sodium salt and C222. Since Ka is 
large, the second solution contained only bound sodium 
cations. Chemical exchange is absent since no unbound 
sites are available. The 23Na NM R of each o f these so­
lutions was studied as a function of temperature (see Table 
I). All experimental line shapes were Lorentzian within 
experimental error. The values o f co and T2 were deter­
mined in each case by fitting a Lorentzian line to the 
observed signal. Complete characterization of the Lor­
entzian signal obtained by the Fourier transform NMR 
technique requires the determination of six parameters. 
These are the amplitude, K, the Larmor frequency, o>0, the 
line width parameter, T2, the height of the baseline, C, the 
zero-order phase correction, 0O, and the first-order phase 
correction, 8'. The zero-order phase correction is inde­
pendent of frequency and determines the contribution of 
dispersion and absorption mode signals to the observed 
line shape. The first-order phase correction varies linearly 
with frequency (and hence channel number, j ) according 
to 8' = 01(;/1V) in which N is the total number of channels 
in the spectrum and 81 is the total change in phase over 
the entire spectrum. In terms of these parameters, the 
intensity is given as a function of frequency by

G(co)
KT2

1 +  T 22( cl)0 -  t o ) 2
(cos  (0O +  0 ') -  T2(co0

-  co) sin (0O +  0 ')} +  C (10)

Commonly, the phase parameters and the baseline 
position are instrumentally adjusted by visual inspection 
so that one obtains a symmetric absorption-mode signal 
with a zero baseline. The value of 0, is constant for given 
instrument settings and may be accurately determined by 
measuring the signal from a reference sample at several 
different magnetic field settings which span the entire 
frequency range to be used. Once 0j is evaluated in this 
way it does not change from sample to sample and was 
therefore not used as an adjustable parameter. By con­
trast, 0O is influenced not only by instrument settings, but
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Figure 1. Reciprocal transverse relaxation times for free and complexed 
Na~: (a) O , free Na+ in EDA; A , complexed Na+ in EDA; • ,  free Na+ 
in py, ▲, complexed N a+ in py; (b) O , free Na+ in THF; A , complexed 
Na~ in THF; • ,  free N a+ in H20 ; ▲, complexed Na+ in H20 .

also by sample position, temperature, etc., and therefore 
it must be adjusted for each sample.

Since the parameters must always be adjusted (either 
numerically or instrumentally), we have chosen to evaluate 
all parameters except 6X by fitting the Lorentzian equation
(10) to the observed spectrum by a non-linear least-squares 
procedure. The equation fit the data within experimental 
error and with random residuals. Figure 1 shows semilog 
plots of the observed relaxation rates (corrected for in­
homogeneities) vs. reciprocal absolute temperature. 
Straight lines are observed for THF, EDA, and H20  so­
lutions but not for py solutions. The origin of the deviation 
from a straight line for py solutions is unknown but it 
might be caused by changes in contact ion-pair formation 
with temperature or changes in the quadrupole coupling 
constant. In any event, direct determination of the pa­
rameters for the nonexchanging case should yield reliable 
data for treatment of exchange.

The Larmor frequencies show only a slight dependence 
upon temperature (51 ppm over the entire temperature 
range studied for each solvent). The value of a> at any 
temperature between those examined was determined by 
graphical interpolation. A sample of saturated aqueous 
sodium chloride at 25 °C was used as an external reference 
for both chemical shift and line width calibrations. Line 
width contributions from magnetic field inhomogeneities 
ranged from 2 to 6 Hz and were for all cases except 
aqueous solutions a small fraction of the measured width. 
Inhomogeneous line broadening varied from one set of 
experiments to the next. The inhomogeneous contribution 
to the line width was determined for each set of experi­
ments by using an aqueous reference sample with a known 
natural relaxation time according to

( l /^ 2 ) i n h o m  =  ( l / ^ 2 ) o b s d -  ( l /^ 2 ) n a t

This value was then added to the previously determined 
value of (1 /T 2)nat for each of the sites so that the values

of I /T 2A and 1 /T 2B used in eq 2 included both the natural 
contribution to the line width and the inhomogeneous 
contribution.

The evaluation of the exchange time, r, by application 
o f eq 2 requires the determination of six parameters. 
These are the amplitude, K, baseline position, C, zero-order 
phase correction, 0O> first-order phase correction, 0', fre­
quency shift, A, and exchange time, r. Again, the first- 
order phase correction was directly measured for each set 
of instrumental settings. Five parameters were adjusted 
to obtain the best fit o f eq 2 to the observed data. The 
frequency shift parameter, A, was introduced because of 
experimental difficulties with referencing absolute fre­
quencies from one set o f data to the next. The relative 
chemical shifts at the two sites were not adjusted. The 
errors in precise referencing*of one set of data to another 
were caused by the method of exernal referencing. If an 
internal reference in each sample and an internal lock had 
been employed, there would be no need for the correction 
term A. This frequency shift parameter allows the absolute 
frequency in eq 2 to shift, without changing the shape of 
the function. The average absolute value of A was found 
to be 0.37 ppm.

The mean lifetime, r, together with PA and PB, contains 
all of the kinetics information. For each spectrum ana­
lyzed, 90 to 99 data points were used to determine r. The 
program used ( k i n f i t ) 25 gave complete statistical infor­
mation about the fit to the data, including standard de­
viation estimates for each of the parameters and the 
multiple correlation coefficient, which gives a measure of 
the coupling o f each parameter to all o f the others. 
Coupling between r and the other four parameters was 
lowest at intermediate rates of exchange (r ~  \/2/ (coA -  
wB). This is expected, since r has its greatest influence 
upon the line shape in the intermediate region of exchange.

Results and D iscussion
Many sources of systematic error can arise when the 

Fourier transform NMR technique is used. These can 
cause distortion of the observed line shapes. Some sources 
are pulse feed-through, the first-order phase correction, 
and narrow-band audio filtering. The effects that they 
produce can sometimes be eliminated instrumentally 
and/or the calculated line shape can be modified to include 
these effects. For example, our calculated NMR line 
shapes included the first-order phase correction. It is not 
at all obvious by inspection of the spectra what first-order 
phase correction is needed. This is because a single line 
spectrum can be phased to appear as an absorption mode 
signal by using only the zero-order phase correction. Even 
in the case of a broad doublet, the spectrum can be visually 
phased to an apparent absorption mode signal without 
using a first-order phase correction. By contrast, 13C NMR 
spectra usually exhibit many narrow lines which span the 
entire frequency range sampled. In this case visual 
evaluation of the first-order phase correction is easily 
made. The first-order phase correction will have its 
maximum effect on the line shape for an exchanging 
system at the slow exchange limit (low temperatures), 
where the spectral intensities are spread out over a broad 
frequency range.

Failure to make such a correction usually gives only 
small differences between the calculated and observed line 
shapes. In addition, as shown in Figure 2, straight line 
Arrhenius plots result in either case, but with different 
activation energies. The experimental data are the same 
for both sets of calculations shown in Figure 2 but the t 
values were evaluated with and without first-order phase 
correction. This shows that failure to make the proper
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Figure 2. Arrhenius plot of k  (rate of release of N a+ from C222) for 
a solution of 0.15 M C222 and 0.6 M NaBr in EDA: □ , no first-order 
phase correction; • ,  first-order phase corrected.

first-order phase correction might not be readily apparent 
but it can have a pronounced effect on the accuracy of the 
results. In this particular case, neglect of the 6' correction 
gives an 8% error in the calculated activation energy.

Two possible mechanisms of exchange were considered. 
The first (I) is given by

[C2 22 ]+  [Na+] ^ > [ N a +C222 ] (11)
k-\

and assumes exchange proceeds through a dissociation- 
association process. The second mechanism (II), given by

*[Na+] + [ N a +C 222 ] ^ * [ N a +C222 ]+  [Na+] (12)

is bimolecular and also represents the overall exchange 
process. Results of Lehn et al.14 combined with those of 
Ceraso and Dye19 indicated a preference for mechanism
1, but mechanism II was not disproved. For the reaction 
o f C222 with Ca2+ in H20 , mechanism II was found to be 
unimportant and kinetics data were consistent with 
mechanism I.13 The complexation of certain crown 
polyethers with sodium ions proceeds via mechanism
1.15,20,24 rp0 determine which mechanism is more consistent 
with the data at all temperatures, we examined the 
concentration dependence of r. Three solutions (EDA 1,
2, 3), each containing 0.6 M NaBr but with variable 
amounts of C222 (0.15, 0.30, and 0.45 M, respectively) were 
examined. Figure 3 illustrates some of the experimental 
data obtained as a function of temperature for these three 
solutions.

Mechanism I predicts a dependence of r upon the 
relative population of site A while mechanism II predicts 
a dependence of r upon the inverse total concentration of 
sodium ion. The variation of r with pA at fixed total [Na+] 
shows that mechanism II is not applicable. Table II gives 
the calculated activation energies for each solution from 
the best fit o f an Arrhenius activation expression to the 
data.

Figure 3. Spectra at various temperatures for solutions of Na+ with 
C222 in EDA: (a) EDA1, 0.15 M C222 and 0.6 M NaBr, PA =  0.25; (b) 
EDA2, 0.30 M C222 and 0.6 M NaBr, PA =  0.50; (c) EDA3, 0.45 M C222 
and 0.6 M NaBr, PA =  0.75.

Activation energy plots, log k 1 vs. 1 /T , are shown in 
Figure 2 for EDA and in Figure 4 for H20 , py, and THF. 
Activation energies, rate constants (&_!), and values of 
AH0*> AS0*, and AG0* for the release of Na+ from the 
cryptate are given in Table II. Rate constants were cal­
culated from r values by assuming that the pathway of 
sodium ion exchange for H20 , py, and THF solutions also
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A if0*, kcal a S0*, cal K"1 a G0*, kcal m ol'1
Solvent fe_,, s '1 (298 K) m ol"1 m ol"1 (298 K)

py 1.14 (0.09)° 13.6 (0.2) -1 2 .6  (0.6) 17.374 (0.004)
THF 8.03 (0.27) 13.8 (0.2) -8 .1  (0.6) 16.22 (0.02)
h 2o 147.4 (2.6) 16.1 (0.2) •+5.3 (0.8) 14.49 (0.01)
EDA1 169.4 (1.8) 12.37 (0.08) ^6.9 (0.3) 14.43 (0.01)
EDA2 150.5 (6.9) 12.4 (0.3) -7 .0  (1.0) 14.48 (0.03)
EDA3 175.2 (5.8) 12.1 (0.2) -7 .8  (0.6) 14.39 (0.02)
EDA av 165.0 (4.9) 12.3 (0.2) -7 .6  (0.6) 14.44 (0.02)

c Standard deviation.

Figure 4. Arrhenius plots of A-(rate of release of N a+ from C222) vs. 
1 T for solutions in H20 , THF, and py.

proceeds via mechanism I. The free energy of activation 
is directly determined from k_i and therefore has the 
smallest standard deviation.

The average value of the activation energy for EDA 
solutions (12.9 ±  0.2 kcal) is in good-agreement with the 
value of 12.2 ±  1.1 kcal obtained by Ceraso and Dye19 by 
continuous wave 23Na NMR techniques. For aqueous 
solutions, the forward rate o f association, kx, calculated 
from k-i and the association constant is 1.2 X 106 M”1 s“1. 
A value of k y = 27 s“1 is reported for sodium ion release 
from C222 in D20  solutions at 3 ±  4 °C14 and is in fair 
agreement with our calculated value of 16 s '1 at 3 °C for 
sodium ion release into H20.

The activation energies depend upon the solvent used. 
A variation in activation energy with solvent for L i- 
cryptate decomplexation has been reported by Cahen et 
al.23 They observe a rough correlation between the ac­
tivation energy for release of the lithium cation from the 
cryptand and the donicity of the solvent as expressed by 
the Gutmann donor number. As the solvent donor number 
increased, the activation energy for release of Li+ from the 
cryptate complex also increased. In the present case this 
'rend is not observed (the donor numbers for THF, H20 , 
py, and EDA are 20.0, 33.0, 33.1, and 55.0, respectively). 
For both lithium and sodium, the exchange rate in py 
solution is very much slower than the 
in H20  solution. By contrast Schori 
tivation energies for the release of Na+ ion from several 
crown ethers to be independent of solvent (to within ±1 
kcal). They suggest the energy barrier to exchange may 
be determined by the barrier for a conformational twist 
of a crown molecule. However, their data are restricted 
to three solvents with very similar donicities.

The positive entropy of activation for H20  solutions 
probably indicates solvent participation in the transition 
state. Values for entropies o f traSlsfér AStr o f  univalent 
electrolytes from water to other ‘solvents indicate a 
standard partial molar entropy of the cation in water which 
is higher than in other solvents41 (after corrections have 
been made for differences in dielectric constants). This 
has been attributed to extensive structure breaking of bulk 
water when an ionic solution is formed.41 The more 
positive value for AS0* in water than in nonaqueous sol­
vents is therefore a strong indication that the solvent 
participates in the transition state. A similar effect was 
noted in the case of lithium.23
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An ESR and ESR-optical study of M-THF (M = K, Rb, Cs) solutions in the presence of dicyclohexyl 18-crown-6, 
CR, is presented. In K-THF solutions at room temperature, the ESR signal intensity of the photoelectrons 
passes through a maximum at [CR] 10 3 M. The monomer radicals, K-, exhibit an optimum ESR signal-to-noise 
ratio at [CR] =* IO-5 M. In solutions which are not illuminated the ESR signal intensity of the dark solvated 
electrons increases monotonously with CR concentration (up to ~10 3 M), whereas its line width is almost 
unaffected (~180 mG) retaining its Lorentzian line shape. Above IO-3 M CR the ESR line width becomes very 
narrow (~15 mG). Contrary to the case of potassium, the ESR line width of the solvated electron in Rb-THF 
systems is increased significantly on addition of CR. This observation is interpreted in terms of an exchange 
process of the type e + RbCR+, e <=! RbCR+, e + e. The rate constant for this exchange is 3 X  IO8 M-1 s'1. 
The recombination process of the photoelectrons in M-THF systems follows a pseudo-first-order kinetics which 
depends on the CR concentration. This reaction is interpreted in terms of two competitive reactions, e + M+ 
—* M- and e + MCR+ —► e, MCR+. An activation energy for this recombination process is found to be in the 
range of 2-8 kcal/mol for low and high CR concentrations, respectively.

A. Introduction
The introduction of the organic macrocyclic molecules 

such as crown ethers, CR, as complexing agents of alka­
li-metals cations, opened many interesting possibilities in 
the study o f the blue solutions of alkali metals dissolved 
in ethers and amines.4-6 Thus, by monitoring the CR 
concentrations, it is possible to control the elementary 
processes

2MS M+ + M'
M+ + CR ^  MCR+

It was shown by Dye and co-workers that in some cases, 
where the solutions consisted mainly of M" and MCR+, the 
salt M +CRM ' could be precipitated and identified.7

It is generally accepted that, in addition to the anion and 
cation, there are also present in these solutions the solvated 
electron and the monomer radical. Regarding other 
species, there is experimental and theoretical evidence for 
the existence of e2, M 2, and ion pairs between the electron 
and the cation or the solvent (e, M+) or (M+, S ), re­
spectively.8-11

Solutions of alkali metals in amines have been exten­
sively investigated by optical and magnetic resonance 
techniques.6,12,13 Regarding ethers as solvents, these have 
mainly been subjected to optical4,14 and, to a lesser extent, 
magnetic resonance experiments.15 The main difficulty 
in the latter experiments is the relatively low solubility of 
alkali metals in ethers.

In a recent communication,16 we reported some pre­
liminary results on the behavior of the photoelectrons and 
monomer radicals upon light excitation in the presence of 
low CR concentrations in M -TH F solutions (M = K, Rb). 
The purpose of the present work is to study the solutions

of alkali metals over a wide range of CR concentrations 
by employing the technique of ESR and ESR-optical 
spectroscopy.

In section C-I we describe in detail the behavior of the 
dark electrons and photoelectrons in K -C R -T H F  solu­
tions. We find that the yield of the photoelectrons in­
creases with CR concentrations (up to ~10  3 M) and also 
on lowering the temperature. The monomer radical 
concentration, on the other hand, is affected only over a 
narrow range of temperatures and CR concentrations.

Although the ESR line shape and line width are hardly 
affected on changing the CR concentration up to ~  10-3 
M in K -TH F solutions, we find at high CR concentration 
a substantial change of the ESR line shape which is fol­
lowed by a very narrow line width of the solvated electron 
due to exchange narrowing process. Unlike potassium, we 
find that the line width o f the solvated electron in 
R b-TH F solutions is broadened with the CR concen­
tration. This is analyzed in terms of exchange phenom­
enon. These effects are described in section C-II.

In section C-III, we describe the kinetics associated with 
the photoelectrons as a function of the CR concentration. 
Over almost the entire range of temperatures and CR 
concentrations we find a pseudo-first-order behavior for 
the recombination process of the photoelectrons. These 
observations are found in K-THF, Rb-THF, and Cs-THF 
systems.

The effect of spin polarization reported previously16 was 
observed in all the systems described above and will be 
discussed elsewhere.

B. Experimental Section
Dry solvents, prior to sample preparations, were pre­

pared as described previously in the literature.14,17 Di­
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cyclohexyl 18-crown-6, CR, was purchased from Aldrich 
Chemicals and was used with no further purification. 
Rubidium and cesium were purchased from Fluka in 1-g 
ampules, and were divided into four capillary tubes o f 3 
mm i.d. under high vacuum. Each of these tubes was 
sealed off and was used separately. Alkali metal solutions 
were prepared on a vacuum line in two stages: (i) dis­
tillation o f the alkali metal through a glass side arm, di­
vided by constrictions, into the main glass tubing appa­
ratus. On such an apparatus an ESR pyrex tube and an 
optical cell were attached; (ii) distillation of the dry solvent 
into the main tube whose volume was calibrated previ­
ously. This compartment was sealed o ff after a few 
freeze-thaw cycles. For additional details on sample 
preparation, the reader is referred to previous publica­
tions.17 When CR was used, an additional pyrex glass 
compartment, separated by a break seal, was attached to 
the main glass tubing apparatus. The concentration of CR 
was governed by first dissolving a known amount of CR 
in DME solution. This solution served as a stock of CR 
from which a known volume was transferred into the 
separated compartment. The DME was evacuated, leaving 
behind only the oily CR. After an experiment was per­
formed on the CR free compartment, the seal was broken 
and CR was added to the solution. In this way, two ex­
periments with different CR concentrations could be 
performed.

Before sample preparation, the glass apparatus was 
rinsed with a detergent, followed by several rinses with 
triple distilled water. Finally it was rinsed with analytical 
acetone, degassed, and heated on a vacuum line for several 
minutes. It should be noted, however, that the stability 
o f the solutions is markedly affected by the handling of 
the glass apparatus prior to the distillation processes.9,15 
All experiments were performed immediately after sample 
preparation. After 12 h the samples were discarded.

Optical measurements were performed at room tem­
perature on a Cary-14 spectrophotometer. The optical 
path lengths of the cells varied from 1 to 10 mm, depending 
on the concentration of CR.

ESR measurements were carried out on a Varian E-12 
spectrometer equipped with 100, 10, and 1 kHz field 
modulation units. The temperature of the samples in the 
ESR cavity was controlled by using a standard N2 flow 
system. The temperatures were measured using a cop- 
per-constantan thermocouple. Part of the experiments 
have been performed on a noncommercial ESR spec­
trometer with 10-kHz field modulation.18

The exciting light source was a high-pressure xenon arc 
(150 W), which was modulated electronically. The ex­
perimental procedure for time averaging of the ESR signal 
intensity, and for phase sensitive detection coupled to the 
modulated light frequency, was performed as described in 
previous studies.19 Irradiation of the sample solutions was 
in situ in the ESR cavity using Corning cutoff filters.

The signal intensity of the ESR lines was determined 
by employing the expression for the relative line intensity 

where AH is the measured peak-to-peak sepa­
ration in the absorption derivative of the susceptibility, 
h is the signal height from peak to peak, and the sum­
mation is over the hyperfine components. The relative 
intensities were always normalized to the same experi­
mental setup of the ESR spectrometer.

C. Results and D iscussion
I. K-THF Solutions at Low CR Concentrations. When 

potassium metal is dissolved under high vacuum in THF 
at room temperature, a colorless solution results. The 
solution turns into pale blue on rigorous shaking at low

Alkali Metals-THF Solutions In Dicyclohexyl 18-Crown-6

K-THF
[CR]=0 Light

........Mtffih rruiMiffinrii"iWNr«nitrrfin*

Dark /

.... ............ .....  L

^0.5
K-THF
[CR]0=2x IO’ 5M 
Light \

Figure 1. ESR spectra of the solvated electron e {g = 2.0021), and 
of the monomer radical K- at 293 K. The experimental conditions at 
which the spectra were recorded are indicated on each trace. Light 
spectra were recorded when the ESR sample was irradiated (in situ) 
with all wavelengths above 650 nm.

temperatures while keeping the solvent in contact with the 
metal. Once the solution turns to pale blue, the color 
persists for several hours also at room temperature.

At room temperature, the paramagnetic species which 
is normally observed by ESR is the solvated electron, 
whereas the monomer radical in many cases escapes de­
tection. Upon irradiation o f the sample at a wavelength 
which corresponds to the absorption peak of K (900 nm), 
the photoelectron, e, and the monomer radical, K-, are 
expected to be observed by ESR according to the reaction

hv
K - —> K + e  (I .i)

ESR detection of the monomer radical as described by 
eq 1.1 depends strongly upon the experimental conditions. 
In particular, the way o f sample preparations is the main 
factor responsible for the success or failure to obtain the 
monomer radical. For example, we found that it is of 
extreme importance that the solution should come in 
contact with a highly active metal mirror. To test this, we 
dissolved a liquid alloy of Na-K, which is known to be 
highly active, in a THF solution. When the sample was 
irradiated continuously with all wavelengths above 650 nm, 
both the solvated electron, e, and the monomer radical, 
K>, could be observed easily. Nevertheless, under these 
experimental conditions, we could not observe the mo­
nomer radical in a reasonable signal-to-noise ratio when 
the ESR spectrum was taken under dark conditions. In 
Figure 1 we present four ESR spectra taken at two dif­
ferent concentrations o f CR, both in dark and light. As 
a comparison the ESR spectrum of K -N a-TH F solution 
is also given (bottom trace).

In the presence of small amounts of CR in K -TH F 
solutions, we have invariably observed the ESR signal due 
to the monomer, both in the dark and in the light. Ap­
parently, the introduction of small amounts of CR initiates 
the dissociation of the metal in the nonpolar solvent. 
Figure 2 shows the dependence of the signal intensity o f 
the monomer radical and the solvated electron vs. [CR]0 
(concentration of added CR). On increasing [CR]0 the 
ESR signal of the monomer first increased then after 
passing through a maximum it started to decrease and 
finally disappeared at about 10 4 M of [CR]0 (cf. triangles 
in Figure 2). At the same time the intensity of the color 
increased monotonously with [CR]0 at all concentrations
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Figure 2. ESR signal intensities of trfe solvated electron (circles) and 
of the monomer radical (triangles) as a function of the [C R ]0 (con­
centration of CR added). Full circles and triangles are the experimental 
intensities measured under dark conditions. Open circles and triangles 
are the corresponding intensities measured under light irradiation 
conditions, after subtracting the dark contribution. The dashed curve 
indicates that above 10 3 M of added CR the signal intensity is reduced.

Figure 4. The ratio R  =  [K -] /[e ] as a function of [C R ]0. Open and 
full circles are the experimental points measured under dark and light
conditions, respectively.

The dominant equilibria in nonpolar solvents are6,15 

2 M S ^ M + + M -  k jk 2 = K, (1 .2 )
f c j

fe ,

M " -*— M -  +  e~ fe3/K4 = K2 (1.3)
f c j

fe5
M - ^ l V P  + e- kJk„ = K3 (1 .4 )

K
V

1VP + C R ^ M C R *  fc ,/fc8 = K 4 (1 .5 )
K

The overall reaction may be summed up as
2MS + CR £  2e‘  + M+ + MCR+ jî M' + MCR+ (1.6)

Thus, excess of CR will shift (1.6) to the right to give 
solvated electrons, M", and to a lesser extent M + and M-. 
This is reflected experimentally by increasing the solvated 
electron concentration and the intensification of the blue 
color of the solution. The latter was verified by monitoring 
the absorption peak due to the anion, K  , at 900 nm, on 
increasing the CR concentration. . ,

Alternatively, one can consider the ratio [K-]/[e] which 
in terms of (1.3) and (1.5) can be expressed as

1 +  A 4[C R ]
(1.7)

where
Figure 3. ESR signal intensity of the solvated electron at two CR 
concentrations in light and dark conditions as a function of the tem­
perature. The experimental conditions are indicated on each line.

o f CR studied. At room temperature the ESR signal 
intensity in the dark always increased with increasing 
[CR]0 whereas in the light it showed a maximum at about 
10~3 M CR. In this range of CR concentrations, the ESR 
line shape was Lorentzian and its line width remained 
constant (180 mG). It was saturated by microwave power 
at about 2 mW.

Figure 3 shows the temperature dependence of the ESR 
signal intensities o f the solvated electron at two CR 
concentrations. For the low CR concentration, the signal 
intensity in the dark was too small to be drawn to scale. 
Also, it is worth noting that the difference in the signal 
intensities at low temperatures exceeds almost two orders 
o f magnitude, whereas at high temperatures both signal 
intensities are of the same order or magnitude. The 
monomer radicals (observed in the range of 0 < [CR] < 
10 4 M) escaped ESR detection at temperatures below 230
K.

[M+]0 = [M+] + [M C R +]

Since K4 — 109 M l,5 the product A 4[CR] will start to 
affect R at very low concentrations of free CR, i.e., at [CR] 
> 10 9 M. We thus expect R to decrease upon increasing 
the CR concentration. Figure 4 shows the experimental 
results of R vs. CR added at room temperature.20 From 
the experimental value of R at [CR] = 0 (lower trace), and 
taking i f 3is as 5 X  105 M_1 we estimated the solubility of 
K+ (and K ) in THF as ~ 5  X  10 fi M in accord with optical 
determination.21 This value is reasonable if it is compared 
to the reported value of 5 X  1(14 M in DME at 193 K .15

The experimental observation that the monomer radicals 
are not detected at higher CR concentration than 10“4 M 
is conspicuous and warrants some remarks. From eq 1.2 
and 1.4, one should expect that the monomer concentration 
in a metal saturated solution should be independent of the 
CR concentration, i.e, [K-] = constant. This is in con­
tradiction to ESR measurements (cf. Figure 2) and also 
to previous observations that the monomer radical at high 
CR concentration escapes detection.6 For example, the 
monomer radical in K-diethyl ether solution could be
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observed duly in the presence of CR (5 X 10 3 M).22 Such 
a discrepancy may be interpreted in terms of earlier 
suggestions9 that part of the monomer radicals escape ESR 
detection due to ion-pair formation which exchange with 
the monomeric species. In view of the photoelectron 
kinetics (section III) we propose that in addition to (e, K+) 
at lew CR concentrations, there exists also (e, KCR+) at 
high CR concentrations. Both species have a broad ESR 
signal which is covered by the solvated electron signal. 
Inspection of the ESR spectra shown in Figure 1 supports 
evidence for such a dynamic process. It is evident that the 
signal amplitudes of the inner hyperfine components 
exceed the corresponding outer components. (This 
phenomenon should not be confused with spin polariza­
tion.)16 Regarding R b-TH F and Cs-THF systems, the 
monomer radicals in the former system could be observed 
in a poor signal-to-noise ratio having a hyperfine splitting 
A = 150 G.

II. K-THF and Rb-THF Solutions at High CR Con­
centrations. A further increase of CR'(up to 0.1 M) results 
in a deep blue color o f K -C R-TH F system, giving rise to 
a suspension type solution. When this solution is inserted 
immediately after its preparation into the spectrometer’s 
cavity at room temperature, a single ESR line appears. Its 
line shape depends strongly on the sample tube diameter. 
In a ~3-m m  i.d. tube, the line shape of the first derivative 
spectrum is anomalous and is very similar to the ESR 
spectrum reported by Acrivos and co-workers23 for 
Pb-N a-N H 3 solutions. Such a spectrum is characterized 
by its broad wings and a very sharp break between the 
peaks of the first derivative spectrum. In an ~0.5-mm i.d. 
tube, the ESR spectrum, although distorted by the in­
homogeneity o f the magnetic field, has a normal line shape 
and the peak-to-peak separation is 12 mG. The line shape 
and width change gradually with time, giving rise to a 
broader spectrum with a line width of 40-60 mG. After 
a 24-h period, the line width reaches a constant value of 
about 180 mG, retaining its normal Lorentzian line shape. 
The variation in time of the ESR line shape and width 
were always accompanied with a change in the solution 
frem a suspension type into an homogeneous one.

Apparently, the anomalous line shape having an ex­
tremely narrow line width originates from an experimental 
artifact due to the shift of the klystron frequency by the 
strong and narrow resonance itself.24 By reducing the 
sample volume the anomalous behavior disappeared. Also, 
when the AFC was turned off and the ESR spectrum was 
recorded using the large diameter sample, a normal line 
shape was obtained which was somewhat broadened (30 
mG).

As mentioned above, very narrow ESR lines have been 
observed in N a-N H 3 systems (dilute and concentrated 
solutions),23“25 where a fast exchange mechanism leads to 
a narrowing process. Such a mechanism may account for 
the narrow ESR lines in K -C R -TH F solutions.

The same experiment was carried out with Rb-TH F in 
the presence of excess CR. Unlike potassium, the line 
width due to the solvated electron broadened appreciably 
on increasing the CR concentration and was saturated at 
relatively high microwave power (2-30 mW) for low and 
high CR concentration, respectively. Figure 5 shows the 
ESR line width of the solvated electron (peak to peak in 
the first derivative curve) vs. the CR concentration added, 
in a R b-TH F solution at 213 K. Comparing this obser­
vation to that discussed above for the K -C R -TH F  so­
lution, it seems unlikely from the increasing of the line 
width with addition of CR that a spin exchange process 
between the solvated electrons may account for the ESR

Alkali Metals-THF Solutions In Dicyclohexyl 18-Crown-6

Figure 6. Plot of ( ,V A i)1/2 vs. [CR]0/A W 0 corresponding to the solvated 
electron in Rb-THF solutions. The variables A) and A, are the nor­
malized ESR signal amplitudes at [C R ]0 =  0 and different [C R ]0, 
respectively; A H 0 (140 mG) is the peak-to-peak line width of the solvated 
electron at [CR] 0 =  0 (for cetails see ref 26).

line broadening. Neither a spin exchange of the type
et + Rb+, el + Rb+, et (II.1)

since the [Rb+] decreases on increasing the CR concen­
tration.

Hence, either of the following exchange processes may 
account for the line broadening:
et + RbCR+, ei et + RbCR+, et (II.2)

or
e + RbCR+, e RbCR\ e + e (II.3)

Assuming that [CR]0 an [RbCR+] we calculated the sec­
ond-order rate constant for the exchange process kex 
following Ward and Weissman.26 From the slope S in 
Figure 6 we have kex = \/3 X ?r X 2.8 X 10fi X S ~  3 X 108 
M“1 s“1. This value is smaller than the diffusion controlled 
rate. On the other hand, this value seems to be too high 
for the large cation transfer. It is likely that both processes 
contribute to the broadening effect.

III. Kinetics of the Photoelectrons. Inspection of 
Figures 1 and 3 shows that strong photo-ESR signals are 
observed on decreasing the temperature and increasing the 
CR concentration. Employing pulse light excitation, we 
have followed the temporal behavior of the ESR signal 
intensity on varying the CR concentration and temper­
ature. Typical kinetic curves are shown in Figure 7. These 
were taken under different conditions as indicated on each 
trace. Except for the high temperature region, all of the 
kinetic curves follow a pseudo-first-order recombination 
process. The effect of increasing the CR concentration on 
the observed first-order rate constant is analogous to that
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OFF

Figure 7. ESR decay curves of the photoelectron In K -C R -TH F solutions at two CR concentrations at different temperatures. Inserted are first-order 
plots as described in the text (cf. eq 1.4, I I I .  1, and I I I . 2). The distance between the ON and OFF is the duration of the light pulse.

TABLE I: Pseudo-First-Order Rate Constants kohsd at 213 K (s ' ) and Activation Energies AH (kcal/mol) for Potassium, 
Rubidium, and Cesium in THF at Different CR Concentrations

[C R ]„ M k K ohsd A H k *Rbobsd A% b k c ohsd ARcs
0 400 2-4 1470 2-3 3100 1-2
2 X  KL5 480 2-4 147 3-4 1470 1-2
2 X  HT4 30 5-6 173 3-4 1470 3-4
1 X  10 3 6 7-8

of decreasing the temperature.
T o account for these observations, we propose the oc­

currence o f the process (see also section I):
k9

e + KCR+ —* e, KCR+ (III.l)

in addition to
K

e + K+ —> K- (or e, K*) (1.4)

These two processes lead to a pseudo-first-order decay rate 
kohad given by

k °bsd k6 +  fc9-g4[C R ] ) 
1 + K ,[  CR] /

(III.2)
where kobai is the observed pseudo-first-order rate constant. 
Figure 8 shows plots of fe°°sd vs. [CR]0 at 233 and 293 K. 
It follows from (ill.2) that when [CR]0 = 0, it is possible 
to determine k&, provided that [M+]0 is known. In section 
C-I we have estimated the solubility of potassium in THF 
at room temperature ([M+]0 ^  5 X  10 6 M). The observed 
rate constant at room temperature at [CR]0 = 0 was found 
to be kohsd = 4.0 X  103 s '1. This value gives rise to k6 ~  
8 X  108 M “1 s '1. The rate constant lies close to the dif­
fusion-controlled limit, in agreement with previous re­
ports.15 The other limit of eq III.2 enables us to estimate 
k$. When [CR]0 is in excess we have
fcobsd = [M +] 0/j9 (III.3)

Assuming that [CR]0 [M+]0, we calculated k9 to be ~  10
X 106 M 1 s '1 at room temperature. We measured the 
activation energies for the electron recombination at

Figure 8. Plots of ftDbsd vs. [CR]0 at 293 K (full circles) and at 233 K 
(open circles). For definition of / f bsd, see eq I I I .2 in the text.

various CR concentrations, assuming a first-order process. 
The calculated activation energies lie between 2.0 and 8.0 
kcal/mol for low (10“5 M) and high (10~3 M) CR con­
centrations, respectively. Considering the fact that the 
solubility of potassium metal in DME is greater than in 
THF, these results fit those reported by Glarum and 
Marshall.15 The results of a series of experiments with 
potassium, rubidium, and cesium are summarized in Table
I.

It has been observed that at high CR concentrations 
([CR]0 > 10 3 M) and at low temperatures the kinetics of
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Figuré 9. ESR decay curve of the photoelectron at 213 K and [CR]0 * 
=  5 X  10-2 M. Inserted is a second-order plot. The concentration 
of the electron was determined by comparing the observed signal 
intensity to standard solution of D'PPH in benzene.

recombination deviates from first order (at high tem­
peratures the photoelectron concentration is very low). 
The experimental observation (cf. Figure 3) that the 
photo-ESR signal intensity increases on decreasing the 
temperature, despite the fact that the dark ESR signal 
decreases, may be interpreted in terms of an additional 
reaction under these conditions.

k
e t e ^ e j  ( I I I . 4 )

fen

On decreasing the temperature equilibrium 111.4 shifts to 
the right, resulting in a decrease of the dark ESR signal 
intensity.

The strong enhancement of the ESR signal intensity 
upon irradiation is probably due to the photodissociation 
of the dielectron. Figure 9 shows a decay curve of the ESR 
signal intensity of the photoelectron in a K THF solution 
at 213 K in the presence of [CR]n = 5 X  10 2 M. The decay 
follows a second-order reaction.7 The rate constant from 
a second-order plot (insert in Figure 9) has been calculated 
as 2.4 X  10s M’ 1 s 1.
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A SCF correlation diagram is reported for low-lying linear and bent states of Li2H. SCF potential curves are 
computed for the collinear reactions H + Li2 and Li + LiH. These are related to the earlier study of C2„ and 
collinear paths. Charge transfer is found to be important in all of the lowest states, and reactive charge transfer 
cones are discussed. Estimated electron-jump Li2H geometries are given. It is suggested that the reaction of 
Li with LiH may produce the as yet unobserved Li2H molecule.

1. Introduction
The reactions

H + Li2 = Li2H = LiH + Li? (1)

are prototypes for beam reactions of hydrogen with alkali 
metal dimers.1 Although theoretically predicted to be 
bound by ~20  kcal/mol,2,3 Li2H has not been observed. 
The computed potential curves2,3 imply that any Li2H 
formed during the collision of H and Li2 will be short-lived 
and difficult to observe. Charge transfer in broadside (C2„) 
and near broadside (Cs) collisions of H with Li2 is the 
dominant reaction mechanism13 involved in the beams. 
Siegbahn and Schaefer2 studied the ground surface of Li2H 
in detail, and were the first to demonstrate the presence 
o f a reactive charge transfer cone ab initio. Our previous 
ab initio work3 surveyed excited state broadside reaction 
paths, and found that charge transfer occurred on all 
low-lying reactive surfaces.

In this work we demonstrate that similar reactive cones 
exist in all low-lying ionic surfaces. A correlation diagram 
is reported which connects two linear geometries of Li2H 
via Cs and C2„ geometry intermediates. Potential energy 
curves are computed for the linear (C„u) approach of H to 
Li2. This is the opposite o f the C2u path and is least fa­
vorable for charge transfer. Electron jump regions are 
determined from the potential curves, and charge transfer 
from Li2 to H is characterized.

Potential energy curves are also reported for collinear 
path reactions of Li with LiH. A reactive cone, i.e., a fairly 
broad range o f geometries, centered on the broadside 
approach, which favor reaction by means of a HLi2 charge 
transfer complex, exists for collisions of Li with the H end 
of ground state LiH. These collisions appear to have a 
good chance of yielding Li2H. Reactions of Li with excited 
electronic states o f LiH involve covalent intermediates. 
These favor Li approach to the Li end of the molecule.

2. Correlation Diagram for Li2H
The correlation diagram (CD) connecting doublet 

electronic states between linear and bent Li2H geometries 
is shown on Figure I. The left-hand molecule, HLiLi, is

 ̂ Work performed under the auspices of the United States Energy 
Research and Development Administration.

t Visiting Scientist from Computer Center, University of Illinois 
at Chicago Circle.

given genealogical LiH and Li2 orbital labels that quali­
tatively describe its valency. For example, the valency of 
the lowest state, H2erg, is qualitatively a doubly occupied 
LiH charge transfer, or ionic, orbital centered on H(H2), 
and a singly occupied Li2 <r valence orbital (<rg). The 
right-hand molecule, LiHLi, is given genealogical LiH and 
Li orbital labels that approximately describe its valence 
structure. For example, the electronic structure of the 
lowest state, H22s, is qualitatively a doubly occupied LiH 
charge transfer orbital (H2) and a singly occupied Li 2s 
orbital (2s). The states of the two bent Li2H molecules 
shown in the center of the CD are labeled with irreducible 
representations of the Cs and C2„ symmetry groups. Note 
that similar 2 and II labels for the left- and right-hand C,„u 
molecules can be easily extracted from the orbital labels.

The energy of each state shown on the CD is listed in 
Table I. All were computed with the SCF LCAO- MO 
model4“6 and the BISON-MC program.7 The basis set was 
documented in our previous paper,3 and gives SCF energies
50.002 au above the known Hartree-Fock limits. The SCF 
model suffices because the processes we are probing involve 
rearranging, but not breaking, chemical bonds. In this case 
the SCF model properly describes dissociation.

The dotted state levels on the CD represent estimates 
of actual SCF energies, which either could not be computed 
because of variational collapse to lower states having the 
same symmetry, or were not converged because an estimate 
was suitable for present purposes. In the cases o f three 
open shells, H<rg<ru, H<xgxu, etc., only the lowest doublets 
are reported. The higher energy doublets behave similarly.

The states are connected diabatically. This was possible 
because the character of the orbitals could be followed. For 
example, the H2ffg and the lowest A' orbitals show a clear 
genealogy. In one case the genealogy is not obvious. The 
connections, lowest A! to H22s and lowest B2 to H22p„, 
could be reversed. Further discussion will be given in a 
future paper.8

All ionic states are more stable when H is near two Li 
centers. Thus H2xg, H2iru, H2<ru, and H2og all are more 
stable in the Cs, C2„, and right-hand linear geometries. The 
energies are comparable in all three geometries, but the 
C2v states usually lie lowest. The C2v geometry is near the 
minimum energy geometry of ground state Li2H.2 The Cs 
geometry is near the edge of the ground surface reactive 
cone.2 The CD therefore indicates that the ground and 
excited charge transfer surfaces behave similarly. The
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TABLE I: Computed SCF Energies (in au) for the Li2H Correlation Diagram“
H-Li-Li c. c 2V Li-H-Li

Her gir -15 .3083 A' -15 .2619 B, — 15.295 Hít2s -15 .2663
H(j«cr ̂ -15 .3263 A' -15 .2811 b2 — 15.305 H3a2s -15 .3057
H2jrg — 15.25 A" -15 .3479 a 2 -15 .3565 Hbr -15 .3646
H ^ u -15 .3372 A" -15 .3976 B, -15 .4057 H22p„ -15 .3954
H2cru -15 .3 4 6 4 A' -15 .4128 b2 -15 .4217 H22pCT —  15.40
H2ag -15 .4228 A' -15 .4445 A, -15 .4516 H22s -15 .4372

“ The labels are described in the tex t and the geometries are shown on Figure 1.

TABLE II: Linear HLi2 SCF Energies in aua
H + Li-Li' (bond length = 5.07 au) H-Li (bond length = 3 au) + Li'

HLi = 7 .5  HLi = 5 HLi = 4 LiLi' = 6 LiLi' = 7.5 LiLi' = 10
H<7 2 -15 .3702 -15.3701 -15 .3707
H2ag -15.3208 -15 .3747 -15 .4023 -15 .4229 -15 .4227 -15 .4197 H22s
H2cru -15.2265 -15 .2844 -15 .3153 -15 .3464 -15 .3556 H22pa
H2xu -15.2222 -15 .2795 -15 .3104 -15 .3372 -15 .3435 -15 .3474 H22Plr
H27Tg -15.1363 -15 .1809 -15 .2069 -15 .2343 H27T

-15.3412 -15 .3366 -15 .3328 -15 .3263 -15 .3305 -15 .3320 H3a2s
Hcrg7Tu -15.3241 -15.3241 -15 .3231 -15 .3083 -15 .2974 -15 .2903 Hir 2s

0 The HLi and LiLi' distances are in au. The labels are described in the text.

Figure 1. SCF correlation diagram for LijH.

covalent states H<rg<ru and H<rg7ru show “ barriers” to bent 
geometries. (Since geometries were not optimized, the 
“ barrier” magnitudes may be too large.) It is consequently 
expected that chemical reactions of H with Li2 proceed 
through charge transfer intermediates.

3. Linear Path Reactions of H with Li2
Potential energies along various cuts through the col- 

linear potential energy surfaces are shown on Figure 2. 
The left side o f the figure describes an H atom incident 
on equilibrium bond length Li2. The right side describes 
Li atom incident on equilibrium bond length LiH. The 
two paths are connected by the dashed-dotted lines in the 
center of the figure. The use of the dashed-dotted symbol 
signifies that bond lengths were not optimized to make the 
connections. (Optimization would provide a smooth 
potential joining the two paths.)

The potential curves on Figure 2 were computed with 
the SCF model, as was described ir. the preceding section. 
The dashed curves are SCF estimates, also as was de­
scribed in the preceding section. All computed energy 
values are reported in Table II. The left- and right-hand 
row labels H2crg, H22s, etc. in Table II are the same as for 
Figure 1, and are arranged according to the diabatic 
connections on Figure 2.

7.5 5 4 6 7.5 10
R(au) r(ou)

Figure 2. SCF potential curves for H +  Li2 =  Li2H =  LiH +  Li. Circles 
denote 2 + symmetry and squares denote n  symmetry. Shaded symbols 
indicate charge transfer.

The curve labeling on Figure 2 is the same one used for 
Figure 1. 2  states are plotted with circles and II states are 
plotted with squares. Shaded symbols are used for charge 
transfer curves. Each curve shown has doublet spin 
symmetry. In the case of the three open-shell covalent 
curves Hag<ru, H<rgxu, etc., only the lowest energy doublet 
is shown. It was found in paper I3 that the higher energy 
doublet curves are approximately parallel to the corre­
sponding lower energy doublets. The corresponding 
quartet curves are likewise approximately parallel to the 
doublet curves shown on Figure 2, but lie slightly lower 
in energy.3

The charge transfer curves describe H~ approaching Li2+. 
As H comes nearer to Li2+, the energy is of course sig­
nificantly lowered. The covalent curves describe H ap­
proaching neutral Li2 and become higher in energy as H 
nears Li2. Both sets of curve characteristics are similar 
to the findings along the C2„ path.3 However, there are 
two related qualitative differences between the linear and 
C2u curves. First, the ionic C2v curves are substantially 
lower in energy, as can be seen from the CD of Figure 1. 
All cross several C2„ covalent curves, and most show 
minima.3 None of the linear path ionic curves show 
minima, and only the lowest curve crosses linear path 
covalent curves. Second, the linear path covalent curves 
are less repulsive than the C2v path covalent curves. This 
factor likewise moves the ionic and covalent curve crossings
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TABLE III: Linear and C 2V Electron-Jump Geometries0

Ionic
curve

Covalent
curve

Collinear 
path 

^HLi> au
C w  path 

symmetry
C2„ path 
^HLi, au

Intersection 
energy, au

H2crg Hog2 5.2 A, 5.6 -15 .37
H2ag Hagau ~4 b 2 5.2 -1 5 .3 3

Hü ~4 AdB.) 4.7 (5.2) — 15.24
H2jrg Hau7Tu ~3 B2(A2) 4.3 (6.1) — 15.24

° The Li2 bond length is 5.07 au in both cases, .RHLi for the collinear path is the distance between H and the nearest Li 
atom.

to shorter HLi distances along the linear path.
Qualitative interpretations can be given. The ionic C2„ 

curves are lower in energy because H interacts equally 
with two “half-charged” positivé Li ions. The covalent C2v 
curves are higher in energy because the H atom valence 
electron is forced into the “ center” of the covalent bonding 
region of the Li2 molecule. '

4. C harge T ran sfer from  L i2 to H
Electron jumps occur where diabatic ionic and covalent 

surfaces cross.2,9,10 We shall approximate the electron jump 
as the crossing point of diabatically connected SCF ionic 
and covalent curves. Linear path and C2u path electron 
jump geometries are listed in Table III. The geometries 
listed describe the points where charge is transferred from 
equilibrium bond length Li2 to the incident H atom. Other 
Li2 bond lengths are of interest and in some cases may be 
more realistic for approximating the charge transfer. 
Likely candidates would be bond lengths corresponding 
to SCF energy minima of the several covalent Li2 as­
ymptotes. However, with many states involved, extensive 
geometry optimization is really required. Rather than 
undertake this, we use the equilibrium Li2 bond length in 
the belief that this will give a useful overall characterization 
o f charge transfer processes in Li2H.

The curve labels in Table III describe the ionic and 
covalent surfaces that are involved in the electron jumps. 
For example, in row 1 of Table III, the ionic curve is H2<rg 
and the covalent curve is H<rg2. These two curves intersect 
at RHLi = 5.2 au along the linear path, and at RHLi = 5.6 
au along the C2v path. The intersection energy is ap­
proximately -15.37 au in both cases.

The R nu are larger on the C2u path for all cases listed 
in Table III. The intersection energies are roughly the 
same for each path. This is because in Li2H rapidly 
varying SCF ionic curves cross slowly varying SCF covalent 
curves. The covalent curves essentially describe asymptote 
states. For example, the intersection between H2ug and 
Ho-g2 occurs at the computed SCF energy3 of -15.3702 au 
for the Li2(1Sg+) +  H(2S) asymptotes. The RHii are ex­
pected to be largest on the C2„ path, because in Li2H the 
C2u ionic curves are ultimately most stable, and hence are 
the first to cross the covalent curves.

It should be mentioned that in Li2H ionic curves may 
cross several covalent curves. For example, H<rg<ru and H2ag 
intersect before H<xg<ru and H2<ru intersect, so the Ho-g<ru 
surface can lead to ground surface Li2H. The situation 
clearly becomes complicated. If desired, many of the other 
intersections can be estimated from the present results, 
and those o f paper I.3

The characterization of reactive portions of the surface 
is illustrated by SCF computations for the ground surface 
reactive cone. The SCF curves are shown on Figure 3. 
Different curves correspond to different angles 0 of incident 
H (2S) on equilibrium bond length Li2(12 g+). The SCF 
asymptote energies computed with our basis and equi­
librium bond lengths are plotted as horizontal dashed lines.

The intersection of each curve with the upper horizontal 
line corresponds to the electron jump from Hug2 to H2<rg. 
(The points of intersection for 9 = 60° and 6 = 75° are 
estimates, but should be reasonably accurate.)

The minima for the 0 = 0, 15, and 20° curves are the 
same to ~ 2  kcal/mol. All three lie ~12  kcal/m ol below 
the minimum of the 9 = 30° curve, and ~ 20  kcal/m ol 
below the minimum of the 9 = 45° curve. This is the 
reactive cone. Angles much beyond 9 = 45° do not produce 
stable Li2H relative to LiH(12 +) +  Li(2S). The 9 = 60, 75, 
and 90° curves are all much alike, so the linear reaction 
path gives a good description of this portion o f the surface.

It seems reasonable to assume that overall the charge 
transfer curves for excited surfaces o f Li2H are similar to 
those shown on Figure 3 for the ground surface. This is 
supported by the previous discussion of the CD and the 
collinear and C2„ paths.3 We have sketched on Figure 4 
cuts of the charge transfer surface which describe the 
covalent and ionic H2<ru surface crossing. The 9 = 
90° curve was drawn using the energies in Table II. The 
0 = 0° curve was drawn from the SCF energies reported 
in ref 3. The 0 = 15° minimum was taken from the Cs 
column of row H2<ru in Table I. The remaining curves were 
estimated from Figure 3, invoking the assumption that the 
overall features of charge transfer are similar for the two 
cases. It should be noted that the upper asymptote line 
uses the SCF energy computed with R = 5.07 au, the 
equilibrium bond length of ground state Li2.
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Figure 4. Qualitative reactive cone for the first excited surface of Li2H. 
The 9 =  9 0 ° curve was drawn using the energies in Table II. The 9 
=  0 °  curve was drawn using the SCF energies of ref 3. The 0 = 1 5 °  
minimum was taken from the Cs column of row H2cru in Table I. 
Remaining curves were estimated, based on the assumption that their 
overall features should be similar to the corresponding curves shown 
on Figure 3.

5. Reactions o f  Li w ith LiH
SCF potential curves for a collinear reaction of Li with 

LiH are shown on Figure 5. The LiH bond length is frozen 
at the equilibrium value, 3 au. The solid curves represent 
Li approaching the Li atom end of LiH, and the dotted 
lines represent Li approaching the H atom end of LiH. 
The dashed curve is an estimate of the variationally 
collapsed SCF curve. The abscissa (R -  R0) is the deviation 
from the appropriate diatomic molecule equilibrium bond 
length. When Li approaches the Li end of LiH (solid 
curves), R is the distance between Li atoms, and R0 = 5.07 
au, the equilibrium Li2 bond length. When Li approaches 
the H end of LiH (dotted curves), R is the distance be­
tween the incoming Li atom and the H atom, and /?0 = 3 
au, the equilibrium LiH bond length. The curve labels are 
the same as described for Figure 1.

A striking feature on Figure 5 is the large separation 
between the solid and dotted H2ir curves. This arises from 
charge transfer o f the type LiH Li+, which is much more 
stable when Li+ approaches the H end of the molecule. 
We have found similar charge transfer in the H22p„ curves. 
This will be discussed fully in a future publication.5 * * 8

Reactions involving ionic states of LiH with Li favor a 
Li approach to the H end of the molecule. The CD on 
Figure 2 shows that Cs paths are energetically more fa­
vorable than linear paths. Nevertheless, even linear paths 
lead to stable Li2H, as can be seen from Figure 5. If Li' 
is the incident atom, this means that there is a reactive 
cone about the LiLi' axis for reactions of Li' with the H 
end of LiH. Judging from the CD, the range of HLiLi' 
angles (relative to the LiLi' axis) subtended by the cone 
is more than 40°. It can therefore be expected to have 
dynamical significance.3

R - R 0 (au)

Figure 5. Comparison of SCF potential curves describing UjH formation 
from the collinear reactions Li —► HU (dotted curves) and Li - *  LiH (solid 
curves). For the dotted curves, A, =  3 .0 au and R  is the distance 
between H and the incident Li. For the solid curves, Rq =  5.07 au and 
R  is the Li—Li distance. In both cases the LiH bond length is fixed at 
3.0 au.

The reactions
Li(2S) + LiH(‘ s + ) = Li2H{2A ,) (2)

Li(2Ps ) + LiH('2*) = Li2H(2B2) (3)
Li(2Pn) + LiH('£ + )=  Li2H(2A,, 2B ,) (4)

are predicted to be exothermic by ~ 20  kcal/mol. The 
same prediction for (2) was made by Siegbahn and 
Schaefer.2 This is insufficient energy to open the product 
channels
Li2H(2A ,)=  LijCSg) + H(2S) (5)
Li2H(2B2) = Li 2 (1 ’3 S ) + H(2S) (6)
Li2H(2A„ 2B2)= Li2(‘ ’ 3nu) + H(2S) (7)

We have previously given qualitative paths for reactions 
of H with Li2.3 These paths are smooth and apparently 
provide easy access to LiH +  Li channels. Consequently, 
allowing Li to react with LiH as in (2)—(4) may be a better 
way to obtain Li2H, which at present has not been ob­
served.

Consider collinear reactions of Li with LiH in a covalent 
state (H3<t2s and H7r2s on Figure 5). Figure 5 shows that 
the Li atom approach to the Li end of LiH is preferred. 
This is reasonable since covalent states of Li2H are 
unstable relative to H(2S) +  Li2(1,32 u+, 1,3IIU).3 Approach 
of Li to the Li end of LiH (covalent state) leads directly 
to the H + Li2 products.

It should be pointed out that the bound 2 + and II states 
of LiH have equilibrium bond lengths around 5 a u ,11-13 
significantly larger than the frozen value o f 3 au used on 
Figure 5. Consequences of this can be estimated from the 
energies reported in Table II. For both H3o-2s and Hx2s,
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the HLi = 5 au energy (corresponding to a LiH bond 
length of 5 au in linear HLi-Li) is lower than the LiLi' = 
6 au energy (corresponding to a LiH bond length of 3 au 
in linear HLi-Li) by ~ 7  kcal/mol. This energy difference 
is almost the same as the energy difference between the 
5 and 3 au bond length energies of the covalent 2 + and II 
states of LiH.11“13 Therefore, the estimated effect of using 
the 3 au LiH bond lengths is an upward shift of the solid 
LiH H3<t2s and H7r2s curves on Figure 5 by ~ 7  kcal/mol. 
This is perhaps reasonable because the excited states of 
LiH have broad wells, and the energy is somewhat in­
sensitive to bond length changes.
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The Com bination of M olecular Covolum e and Frictional C oeffic ient to D eterm ine the  

S hape and Axial R atio  of a Rigid M acrom olecu le . Studies on Ovalbum in
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A function \p is formulated as U-nty>’ j where N is Avogadro’s number, U2 2 is the effective covolume of
a noninteracting macromolecule, / 2H its translational frictional coefficient, and p is the viscosity of the medium 
used for determination of these experimental quantities. Theory is presented to show that i/' is an explicit function 
of the axial ratio of oblate and prolate ellipsoids of revolution (or their limiting case, a sphere). Plots of tl is 
relation are presented for the oblate and prolate cases: these curves diverge in a manner such that a particiilar 
value of \p defines uniquely the geometry of the ellipsoid and, therefore, they offer advantage over analogous 
plots which correlate only hydrodynamic parameters. It follows that, provided a macromolecule in solution 
may be assumed to behave as such an ellipsoid, a potential means is available for defining its geometry without 
assumption concerning the degree of hydration. This potential is explored with results obtained for ovalbumin 
at pH 4.59 and 7.50, where the net charge borne by the protein is, respectively, zero and -14. Particular emphasis 
is given to the determination of U22 from the concentration dependence of activity coefficients obtained from 
sedimentation equilibrium results by the recently developed S2(r) analysis. Correlation of mean values of the 
parameters defining indicates that ovalbumin behaves in solution as a prolate ellipsoid of revolution with 
axial ratio 2.5:1 and degree of hydration 0.37 g/g. It is stressed, however, that this interpretation is based on 
best estimates of the parameters: the results also permit assessment of experimental errors and thus comment 
on likely limitations of the approach.

It is well established that determination of the frictional 
ratio of a single, noninteracting macromolecule is not 
sufficient to define its shape,1“6 except in special cases.7 
Thus, in general, the contour diagram presented by 
Oncley1 shows that a choice remains between a prolate and 
an oblate ellipsoid each of specified axial ratio, even when 
a degree of hydration has been assumed. In an attempt 
to overcome this ambiguity, frictional ratios and intrinsic 
viscosity were combined,2”4 an example being the deter­
mination of the d parameter of Scheraga and Mandelkern.2 
This parameter, however, is almost completely insensitive 
to variation in axial ratio for oblate ellipsoids and, 
moreover, with experimental uncertainty can only be used 
to distinguish between prolate and oblate cases for ex­
tremely asymmetric molecules. The major use of the f1 
parameter has therefore been in molecular weight de­

terminations.8'9 Other combinations of hydrodynamic 
parameters, such as the intrinsic viscosity and the coef­
ficient of the concentration dependence of the reciprocal 
sedimentation coefficient, have also been discussed10,11 as 
indices o f relative asymmetry. One purpose of the present 
work is to explore the possibility that a different type of 
combination, that of the translational frictional coefficient 
with the covolume of the macromolecule deduced from the 
concentration dependence of its activity coefficient, might 
provide a more sensitive means of delineating between 
oblate and prolate ellipsoids and of determining the rel­
evant axial ratio without initial specification of the degree 
of hydration. Theory is presented showing that this 
combination of parameters does indeed lead to a function, 
:p, capable both of experimental determination and of 
independent formulation in terms of axial ratio. Moreover,
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the dependence of ip on axial ratio is such that distinction 
between prolate and oblate ellipsoids o f any axial ratio is 
possible in principle.

Basic to the experimental determination o f the i> 
function and its potential practical use is a sufficiently 
precise determination o f the concentration dependence of 
the activity coefficient. The second aspect o f this work 
is concerned with the presentation o f a method of eval­
uating activity coefficients from sedimentation equilibrium 
results utilizing the recently developed 0(r) analysis.12,13 
The method is illustrated with sedimentation equilibrium 
results obtained with ovalbumin at its isoelectric point (pH 
4.59) and at pH 7.50. Comment is then made on the 
asymmetry and hydration of ovalbumin predicted on the 
basis of the y function. As ovalbumin is not markedly 
asymmetric,14,15 it provides a suitable test system for 
assessing the likely limitations o f the present approach.

T heory
Determination of Activity Coefficients and Effective 

Covolutnes from Sedimentation Equilibrium. Consider 
the sedimentation equilibrium of a solution o f a single, 
noninteracting macromolecule, denoted by subscript 2, 
which has been predialyzed against buffer, the dialyzate 
being used in the reference channel.16 The experimental 
record at equilibrium may be formulated as a plot o f the 
weight concentration c2(r) vs. radial distance r with the use 
o f the specific refractive increment (Rayleigh interference 
optics) or the extinction coefficient (absorption optics) both 
proportionality constants being referred to the anhydrous 
concentration scale (g/L ), On the other hand, the ther­
modynamic description of the equilibrium distribution is 
in terms of the activity, which is usually defined in terms 
o f an infinitely dilute reference state and of weight-based 
concentrations.17,18 The expression relating a2(r), the 
activity of macromolecular solute at any radial distance 
r, to a2(rF), its activity at any reference radial distance rF, 
is
a2(r) = a2(rF) exp {A f2u( l  -  v2vp)oj2(r2

. -  rF2)/2RT] (1)
where>  is the solution density, w the angular velocity, R 
the gas constant, and T the temperature; M2U and u2u 
denote, respectively, the unsolvated molecular weight and 
partial specific volume. It is implicit in eq 1 that Af2u(l 
-  v2vp) haj been assumed constant, and hence its value 
may be determined from the limiting slope, d In c2(r)/dr2, 
as c2(r) -*■ 0 in a sedimentation equilibrium experiment 
o f the meniscus-depletion design.19 Moreover, when re­
quired, M 2u may be evaluated using the apparent specific 
volume based on density measurements and an unsolvated 
solute concentration scale as an independent estimate of 
¡52u. A s  noted by Casassa and Eisenberg,16 the value of M 2U 
so obtained refers to the molecular weight of macroion plus 
counterions required for electrical neutrality.

It is now possible to select a reference point (rF, c2(rF)) 
in any sedimentation equilibrium distribution and thereby 
to formulate values o f Q2(r), defined previously12,13 as
f i 2(r) = c2(r) ex p {M 2u( l  -  d2up)co2(rK2

-  r2)/2RT}/c2(rF) (2a)

Application of eq 1 and l’Hopital’s rule reveals that the 
extrapolated value o f a plot of 02(r) vs. c2(r) is given by12,13

lim f22(r) = a 2(rF) /c 2(rF) = y 2(rF) (2b )
c 2(r) -> 0

where y2(rF) is the activity coefficient at rF. Moreover, 
since combination of eq 1 and 2a shows that fl2(r) = c2-
(r)a2(rF)/c2(rF)a2(r) = y2(rF)c2(7-)/a2(r), it follows that

Activity C o e ffic ien ts  an d  G eo m etry  o f Ovalbum in

y2(r) = y2(rF)/n2(r) (2c)
The results o f a series o f sedimentation equilibrium ex­
periments may therefore be correlated as a plot o f In v2(r) 
vs. c2(r)/M 2u. Following previous formulations,17,20-22 we 
may write

In y 2(r) = (a 22c 2(r)/M 2u ) +  higher terms (3 )

where c2(r)/M 2u is the molar concentration, which has been 
substituted for the molal concentration. The value of a22 
(M-1), the apparent second virial coefficient from sedi­
mentation equilibrium referring to the macromolecule as 
it exists in solution, may be determined as the limiting 
slope o f the plot as c2(r )/M 2u -»• 0. Least-squares re­
gression fit of the experimental points may be used to aid 
the determination o f this slope. It might be noted that 
a22 is related to B, the second virial coefficient employed 
in osmometry, by the expression a22 = 2B(M2V)2.

Ogston and Winzor22 in their eq 12 have identified a22 
as
a 22 = U22 + (Z2I2I) (4)

where U22 and Z2 are respectively the effective covolume 
and net charge of the macromolecule and I is the ionic 
strength of the uniunivalent supporting electrolyte. Indeed 
eq 4 is formally identical with eq 34 of Scatchard23 with 
the final term of the latter equation neglected: this 
omission is justified for studies performed at the isoelectric 
point where Z2 = 0 and no Gibbs-Donnan effect operates. 
Moreover, it will be shown later that this final term is often 
likely to be o f negligible magnitude in relation to exper­
imental values of a22 found when Z2 is nonzero. Provided 
that Z2 is known, the use o f the fi2(r) analysis o f sedi­
mentation equilibrium results in conjunction with eq 4 
permits evaluation of U22. U22 has been termed an ef­
fective covolume to emphasize that we are equating U22 
with Scatchard’s23 /S22, which includes other factors as well 
as the true excluded volume. We are thus assuming that 
the contributions of these additional factors can be taken 
into account by employing an operationally defined 
covolume24 that may differ from the true excluded volume. 
Some support for the use of this operationally defined UTi 
for the covolume o f globular proteins is provided by the 
agreement observed between the Stokes radius of hem­
oglobin derived from velocity sedimentation and the ef­
fective covolume radius deduced from osmometry.25

The effective covolume defined by eq 3 and 4 refers to 
the hydrated macromolecule since it is determined from 
an experimentally measured value of a22. In this con­
nection, we note that values of 02(r) and y2{r) defined by 
eq 2a and 2c, respectively, remain virtually unaltered if 
the hydrated particle i3 considered in a conceptual sense, 
because M 2U(1 -  02up) = M 2H(1 -  02Hp) provided p ap­
proximates to the reciprocal of the solvent partial specific 
volume, iq. Thus the plot o f In y2(r) vs. the molar con­
centration (c2u / M 2u = c2h / M 2h ) is essentially unchanged 
by considering consistently either the hydrated or the 
anhydrous situations and, indeed, in the limit e2(r) —*• 0, 
where a22 is determined, the formulations become identical.

The yp Function. In order to proceed, it is now necessary 
to write an expression relating U22 to the geometrical 
factors that dictate the shape of the entity whose effective 
covolume has been found experimentally. To this end the 
commonly used practice1,2,6,9,14,15 will be adopted of as­
suming that this entity may be represented as a prolate 
or oblate ellipsoid of revolution (or their limiting case, a 
sphere). On this basis, U22 is related to the axial ratio by 
an expression common to both prolate and oblate 
ellipsoids26-28
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U 22 = N V2n

+
1 -  e2 

2e
In

1 + e
1 -  e)}

sin 1 e \
e ( l  -  e 2) 1/2/

e2 = 1 -  (b2/a2)

(5a)

(5b)

where N is Avogadro’s number, V2H is the volume (in L) 
o f a molecule whose effective covolume is U22 (M ’), and 
e is the eccentricity, a dimensionless quantity related to 
the axial ratio a/b, as defined in eq 5b. The convention 
is adopted for both prolate and oblate ellipsoids that a is 
the major semi-axis and b the minor semi-axis, such that 
a/b > 1 and hence 0 < e < 1 for both cases. When e = 0 
(a sphere) eq 5a becomes f /22 = 32IWr3/3  since the limits 
as e —̂  0 of s in '1 e/e and o f (1/26) In {(1 + e ) /( l  -  e)( are 
unity; this is in accord with the established15 self-covolume 
o f a sphere, 4ir(r + r)3/ 3.

Inspection of eq 5a shows that an explicit expression is 
required for V2H (for both prolate and oblate cases) in 
terms of e. This may be done in the following steps. First, 
the required volumes V2H and the frictional coefficients, 
/ 2°, o f spheres of the same volume are given by14

V2h = 47rab2/3; f 2° = 671-17 (ab2)173 (prolate) (6a)
V2U = 47ra25/3; f 2° = 6 irrt(a2b) 1/3 (oblate) (6b)

where 77 is the viscosity of the medium used for the de­
termination of U22. Secondly, the frictional ratios o f the 
hydrated ellipsoids have been given in terms of the axial 
ratios14,15,29,30 and become on rearrangement using eq 5b

/ 2H/ / 2° = 2 e / [ ( l - e 2) 1 /3ln {(1  + e ) / ( l  
- e) j] (prolate)

f2n/f2° = e / [ (  1 -  e2) 1/6 s in '1 e] (oblate)

Eliminating f2 between eq 6 and 7 gives

V 2H
_ 47r(/2H)3( l  -  e2){ln  [(1  + e ) / ( l  -  e)]}3 

3(67T77)3(2e)3
(prolate)

H = 47r(/2H)3(sin 1 e )3( l  -  e2) 1/2 
2 3(6nri )3e 3

(oblate)

(7a)

(7b)

(8a)

(8b )

which are the required expressions. Equations 8a and 
(separately) 8b may now be combined with eq 5a to yield

i 3 /  sin 1 e 
+ 2 V1 + e ( l  -  e2) 1/2

1 +
1 -  c 2 

2e

X In

1296ff2e 3

■ , 3 /  sin 1 e
. 2\1 +  e ( l - e 2)i/2

1 +

(prolate) (9a) 

1 - e 2

X In
t  =

Hi)}
2e

{sin  1 e}3( l  -  e2) 1

1627r2e3
(oblate) (9b )

where

^ = u 22v 3/N(f2Hr (9c)

Figure 1. A theoretical plot of the ip function for prolate ellipsoids (eq 
9a) and oblate ellipsoids of revolution (eq 9b) as a function of the axial 
ratio a /b , related to the eccentricity by eq 5b.

Values of 6 in the permitted range were used to calculate 
from eq 9a and 9b values o f p and from eq 5b the cor­
responding values of the axial ratio. These calculated 
values are plotted in Figure 1 and it is noted that the range 
could readily be extended, if required. The two curves 
shown in Figure 1 have the same value o f p when a/b -* 
1 (sphere), this common value being 8/162tr2 as may 
readily be shown by applying limit arguments to eq 9a and 
9b. For values of a/b > 1, it is clear not only that the 
curves for the prolate and oblate cases diverge, but also 
that a unique value of p is associated with a unique axial 
ratio for a specified ellipsoid. This behavior may be 
contrasted with the analogous plot o f the /? parameter 
defined by Scheraga and Mandelkern.2 Equation 9c 
stresses that p may be obtained as an experimental 
quantity, the evaluation of U22 and V; having already been 
outlined. The remaining quantity requiring comment is 
/ 2h, the translational frictional coefficient o f the entity 
whose effective covolume is U22. This quantity may be 
found from

H _  M2h(1 -  u2up )

M2u( l - u 2up)
N s2°

lim p = 1/iq
c2 °

(10)

where s2 is the value of the sedimentation coefficient at 
infinite dilution, determined by extrapolation o f values 
found in the same buffer and at the same temperature as 
used for the determination of U22. Again it is noted that 
M 2u(1 -  02Up) is needed and is available from a sedi­
mentation equilibrium experiment of the meniscus-de­
pletion design.19

Four further points require comment. First, no as­
sumption has to this point been made concerning the 
degree of hydration nor (if this is nonzero) to the dispo­
sition of the “bound” water except that the hydrated entity 
has been described as an exact ellipsoid of revolution.
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Secondly, it is implicit in the joint use of / 2H and U22, via 
the \p function, that the liydrated entity behaves as the 
same ellipsoid in both -velocity and equilibrium sedi­
mentation performed in the same environment. A similar 
point has been queried9 when correlation is made o f in­
trinsic viscosity and sedimentation velocity results ob­
tained under different shearing stress. There are, of course, 
differences between sedimentation velocity and sedi­
mentation equilibrium; but nevertheless (and especially 
for relatively rigid and impenetrable molecules22) the 
queried identity would appear to have equal justification 
in the present context. Thirdly, although the theoretical 
treatment has shown that a particular value of 1p defines 
a unique geometry, it is not suggested that \p will be 
without uncertainty when experimentally determined; this 
point will be examined further after the presentation of 
experimental results. Finally, since the method outlined 
for the evaluation o f a22 applies only to monodisperse 
systems (defined by a single value of M 2U(1 -  v2up)), 
precautions should be taken to ensure that the solute being 
examined is homogeneous with respect to molecular 
weight.

Experimental Section
Materials. Two buffers were employed in this work: pH 

4.59 (0.01 M sodium acetate, 0.01 M acetic acid, 0.15 M 
sodium chloride, 0.001 M EDTA). ionic strength 0.16, t?20 
= 0.01016 P, P20 = 1-0057 g/m L; and pH 7.50 (0.01 M 
sodium diethylbarbiturate, 0.02 M diethylbarbituric acid,
O. 09 M sodium chloride), ionic strength 0.10,7720 = 0.01027
P, P20 = 1-0032 g/m L. Ovalbumin (Sigma, salt-free, 
crystallized and lyophilized) in the appropriate buffer was 
subjected to gel chromatography on Sephadex G-100 
(Pharmacia), the fraction at the peak maximum being used 
after suitable dilution for sedimentation experiments. All 
such experiments employed fresh samples and were 
preceded by exhaustive dialysis (using prewashed 18/32 
Visking tubing) against the relevant buffer.16 Protein 
concentrations were measured spectrophotometrically at 
280 nm using an extinction coefficient31 of 6.6 (EuL) and 
checked refractometrically.

Sedimentation Experiments. Sedimentation velocity 
experiments were performed at 60000 rpm and 20 ±  0.1 
°C in a Spinco Model E ultracentrifuge employing 
schlieren optics. Duplicate experiments 48 h apart (ex­
ceeding the maximum time required to complete a sedi­
mentation equilibrium experiment) at both pH 4.59 and
7.50 revealed that the protein remained homogeneous. In 
this connection it is noted that previous workers32,33 had 
reported aggregation of ovalbumin in metal centerpieces 
near the isoelectric point (pH 4.59); the effect was obviated 
in the present work by including EDTA in the isoelectric 
buffer and by avoiding contact of the protein solutions with 
metal surfaces. To this end, Kel-F and carbon-filled 
centerpieces were used in sedimentation velocity and 
equilibrium experiments, respectively. The measured 
sedimentation coefficients at each pH fitted within 1% the 
relationship s 2o,w = (3-42 -  0.026c 2)<S, with 0.1 < c2 (g/L) 
< 10, reported by Creeth and Winzor.34 The corresponding 
s2° value (at 20 °C in buffer, appropriate to this work) was 
3.31 ±  0.03S (for both buffers), found by employing the 
standard correction14 and a partial specific volume, 02u, 
of 0.7479 m L/g.35

In sedimentation equilibrium experiments equal am­
ounts by weight of the fluorocarbon FC43 (0.04 g) and 
protein solution and its equilibrium dialyzate (0.1 or 0.2 
g) were placed in the respective sectors of a double-sector 
cell. In control experiments at both pH values no in­
teraction between the FC43 and protein solutions was

Activity C oe ffic ien ts  and G eo m etry  of Ovalbum in 779

Figure 2. Results pertaining to the sedimentation equilibrium of ovalbumin 
at ionic strength 0.16, 20 °C , and pH 4.59, the isoelectric point. 
Experimental details are given in the text, (a) A plot of Q 2{ i) defined 
by eq 2a vs. J 2(r), the concentration in fringes. Experimental points 
are denoted by •  and the solid tine was obtained by least-squares 
regression; (b) the corresponding values of In y 2(r) found using eq 2c 
vs. J 2( i)■ The solid line describes the relation In y 2(i) =  0 .0028J 2(i).

detected. In experiments where the method of 
overspeeding36 was employed to shorten the time required 
to approach equilibrium, the initial velocity was 1.4 times 
the final value; overspeeding and total times were cal­
culated from Figure 4 of Howlett and Nichol.37 Details 
of experimental parameters for each sedimentation 
equilibrium experiment are reported in the text. Rayleigh 
interference optics were used to record the equilibrium 
distributions which were measured according to the 
method of Richards et al.38 with a Nikon microcomparator. 
Results are presented in terms of a concentration scale in 
Rayleigh interference fringes J2(r); conversion to a weight 
concentration scale is effected by noting that 1 g /L  of 
ovalbumin corresponds to 4.00 fringes using the cell path 
length of 1.2 cm, a wavelength of 5461Â (employed in this 
work) and the anhydrous specific refractive increment of
0.00182 dL /g  for ovalbumin.39

Results and Discussion
Studies on Isoelectric Ovalbumin. Figure 2 presents 

results pertaining to a sedimentation equilibrium exper­
iment conducted at pH 4.59 with intial loading concen­
tration of ovalbumin of 0.36 g/L , angular velocity of 20000 
rpm, and column height of 0.5842 cm. The experiment was 
run for 36 h and was of the meniscus-depletion design,19 
evaluation of the limiting slope d In c2(r)/d(r2) as c2(r)
0 giving a value of 45000 for M 2U, in agreement with 
previous findings.40 This value of the molecular weight 
and a partial specific volume of 0.7479 m L/g35 were used 
in all calculations. Figure 2a was constructed using eq 2a 
and the reference point rF = 7.1000 cm, J2(rF) = 5 fringes. 
The extrapolated value of 1.014 was determined by 
least-squares regression and equals, according to eq 2b, 
y2(rF). Equation 2c was then employed to calculate y2(r) 
as a function of J 2(r), leading to the results plotted in 
Figure 2b. By least-squares regression these results are
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described by In y2(r) = 0.0028 ±  0.0001J 2(r), the slope 
corresponding to a value of 5.0 ±  0.2 X  10s m L/m ol for 
«22 defined in eq 3; clearly, up to a concentration o f 2.5 
g /L  (J 2(r) = 10) effects of higher virial coefficients were 
within experimental error. Since under these conditions 
Z2, the net charge borne by ovalbumin, is close to zero, this 
value o f a22 equals the effective covolume U22 (eq 4). The 
corresponding value of f2u calculated from eq 10 is 5.60 
±  0.05 X  10'® g/s.

Using the mean values of U22 and / 2H together with the 
reported r\ o f 0.01016 P leads by eq 9c to a value of 4.97 
X  10'3 for the function. Interpolation of this mean value 
in Figure 1 reveals that ovalbumin in the defined envi­
ronment behaves as a prolate ellipsoid with axial ratio a/b 
of 2.5:1. Comment on the uncertainty in interpretation 
due to experimental error follows after presentation of 
further results. It could be noted immediately, however, 
that this axial ratio corresponds to an eccentricity e of 0.92 
and yields via eq 8 q, value of 8.3 X  10'23 L for V2H. If the 
standard relations1® M2H = M 2U(1 +  w), v2H = (v2v + 
wvi)/  (1 +  w), and V2l = M2Hv2H/N, are combined, the last 
relation not being without question,2,9 we obtain

w (NV2u -  M2u V iu )/M 2u v { ( 11)

where w is the number of grams of solvent bound per gram 
o f dry solute. It follows that the apparent value of w is
0.37 g/g, whichis within the range generally accepted for 
globular proteins.15

Studies, of Ovalbumin at pH 7.5. Two further sedi­
mentation equilibrium experiments were performed, both 
at pH 7.50. ?The first utilized an initial loading concen­
tration o f 0.98 g /L  with column height 0.2858 cm and was 
conducted at a final angular velocity of 17 000 rpm after 
initial overspeeding.36'37 The total time to reach equi­
librium was 20 h and J2(r) at the meniscus was 0.70 fringes. 
Figure 3a was constructed in an analogous manner to 
Figure 2a using the reference point rF = 7.0485 cm, J2(r¥) 
= 5 fringes. It is immediately apparent that the slope as 
*J2(r) —► 0 in Figure 3a is greater than that in Figure 2a, 
as is the ordinate intercept; in this instance y2(rF) = 1.043. 
Moreover, in contrast to Figure 2a, the plot in Figure 3a 
deviates from linearity in the vicinity of J2{r) of 8 fringes. 
This is manifested as a slight deviation from linearity in 
the plot of In y2(r) vs. J2(r) calculated using eq 2c and 
shown in Figure 3b. The deviation (albeit slight) reflects 
the operation of higher order terms in eq 3, an inter­
pretation supported by the results of the second experi­
ment, conducted over a higher total concentration range, 
and also shown in Figure 3b. This second experiment at 
pH 7.5 was conducted with an initial loading concentration 
of 5.87 g/L , a column height of 0.2782 cm, final angular 
velocity after overspeeding of 10000 rpm, total equilibrium 
time of 21 h, and led to J2(r) at the meniscus of 14.50 
fringes; a reference point of rF = 7.0248 cm, J2(rF) = 25.5 
fringes was used to compute the il2(r) plot leading to the 
results shown in Figure 3b. Least-squares regression fit 
o f all results shown in Figure 3b to the quadratic

In y 2(r) = (a22c 2(r)/M2u) + (d22c 22(r)/M2u )2 (12 )

lead to values of a 22 -  14.9 X  105 m L/m ol and 022 = -2.1 
X  1012 mL2 mol'2. While the latter value of the third virial 
coefficient must be regarded as apparent, it does not 
significantly influence the value of the limiting slope d In 
y2(r )/d c2(r) as c2(r) -*• 0 applicable to the determination 
o f a22 in the present analysis. It is, however, of interest 
to note that if the low range of c2(r) was not accessible (in 
osmotic pressure studies, for example), an erroneous 
apparent limiting slope affected by d22 may be assigned,

(fringes)

Figure 3. Sedimentation equilibrium results obtained with ovalbumin 
at ionic strength 0.1, 20 °C , and pH 7.50. (a) A plot of i l 2(r) vs. J 2(r) 
for the experiment conducted with oj =  17 000 rpm (further details in 
text). The solid line represents an attempt to average the experimental 
data ( • ) .  (b) Corresponding values ( • )  of In y 2(i)  vs. J 2{i) and similar 
values (■ ) found in a separate experiment conducted with oj =  10000 
rpm . The solid curve  is described by eq 12, while the broken line is 
the limiting tangent predicted with U 22 — 5.0 X  105 mL/mol and Z 2 
=  -1 4 .0 .

leading to an underestimate of a22-
The correlation of a22 measured at pH 7.50 with the 

covolume U22, and hence the \p function, requires dis­
cussion of the net charge Z2 borne by ovalbumin in this 
environment both with respect to the second term ap­
pearing in eq 4 and the neglected term appearing in eq 34 
of Scatchard.23

Charge on Ovalbumin at pH 7.5. From the pH-titration 
data of Cannan et al.,41 14 equiv of OH' per mol are re­
quired to adjust isoionic ovalbumin (pH 4.98) to pH 7.8, 
a further 4 equiv o f H+ per mol being required to titrate 
the isoionic solution to pH 4.59, the isoelectric point in 0.11 
buffers. On the basis of these data and the additional 
assumption of no changes in ion binding, Longsworth42 
considered the net charge at pH 7.8 to be -18. However, 
Carr43 has detected the binding of 4 chloride ions per mol 
of ovalbumin at pH 5 which are not present at pH 6; he 
has also found no evidence of cation binding at neutral 
pH.44 Consequently, Longsworth’s estimate of -18 for the 
charge on ovalbumin at pH 7.8 becomes -14 when al­
lowance is made for the change in chloride binding. Since 
the state of ionization of ovalbumin varies little between 
pH 7.5 and 7.8 (ref 41), it follows that, within the ability 
to interpret pH-titration data, a charge of -14 is indicated 
for ovalbumin at pH 7.5.

At variance with this conclusion is the report34 of a 
charge of -10.7 for ovalbumin in 0.1/ buffer, pH 8.5, the 
estimate being based on ¿-boundary elimination45 in 
moving boundary electrophoresis. However, this procedure 
required the calculation of the Kohlrausch regulating
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function46 Lm~dui (where mj denotes the molarity of ion
i "ith charge Zj and mobility uJ In the earlier report34

the measured mobility of ovalbumin at 1 °C was coupled
with values of Uj for the three buffer ions that were cor­
rected from 0 to 1 °C, a potential source of error in the
summation required to calculate the regulating function.
This correction can be obviated by using the mobility-pH
da--a of Longsworth,42 which refer to the migration of
ovalbumin at 0 °C. Coupling of the value of -6.0 X 10-5
cm2 S-1 V-I with the buffer ion nobilities (also at 0 °C)
reported by Alberty47 leads to an -3Stimate of -14.2 for the
charge on ovalbumin at pH 8.5. On the basis of the ratio
of mobilities at pH 7.5 and 8.5 the charge at pH 7.5 is -14.0,
in agreement with the value obtained from pH-titration
data after correction for chloride binding.

Neglect of the Solvent-Solute Term in Eq 4. As noted
ea.:'lier, eq 4 is formally identical with eq 34 of Scatchard23

with the macromolecule-salt in:eraction term omitted.
Such interaction may be expressed23 as the product of two
factors, the first (from eq 14-21 of Tanfordl5

) being ap­
pr::>ximately Z24ml/16f2, where m2 is the protein molarity
and I the ionic strength of the uniunivalent electrolyte used
as dialyzate. In regard to the second factor «2/1) + fJ33),
an approximate value of fJ33 may be obtained from the
empirical relationship presented by Scatchard et al.48 for
sodium chloride at 25 °C. With Z2 =-14.0, I = 0.1, and
m9 = 1.7 X 10-4 M (an extreme value in relation to Figure
3t~) the neglected term assumes a magnitude of 0.001 X
105mL/mol, which is certainly negligible in relation to the
value of 14.9 X 105 mL/mol found for a22 at pH 7.5.

Correlation of U22 from Studies at pH 4.59 and 7.5. On
the basis of U22 = 5.0 X 105 mL/mol (the observed value
at pH 4.59) and Z2 = -14.0, the magnitude of a22 predicted
by eq 4 for ovalbumin at pH 7.5 is 14.8 X 105 mL/mol.
This value, which is represented in Figure 3b by the broken
line, is in excellent agreement with the experimentally
determined a22 of 14.9 X 105 mL/mol. Thus the exper­
iments at pH 7.5 confirm the estimate (from studies at pH
4.59) of 5.0 X 105mL/mol for the covolume U22 of oval­
bmnin.

Evaluation of the Uncertainty in if;. With the reported
standard errors in U22 and f2H

, the standard error in if; has
been calculated49 as ±0.24 X 10-3

. The if; range of 4.97 ±
0.24 X 10-3 for ovalbumin, when considered together with
eq 11, indicates oblate and prolate ellipsoids with axial
ratios approximately 5:1 and w = 0 as the possible extremes
in interpretation. It seems fair tl) point out, however, that
other methods of analysis2

,l1 have used only mean values
of the required parameters. Mo:-eover, the error envelope
113sessed in this study suggests that distinction between
prolate and oblate models would pose little difficulty in
be investigation of more asymm~tric molecules (axial ratio
greater than 5:1). In this sense the use of the if; function
offers advantage over earlier treatments. 1,2,ll The major
I:'otential source of error in the present procedure is the
assumption that the operationaJy defined U22 represents
the true covolume. In this respect the method cannot
possibly be applied to all macromolecules, since adoption
cf the present approach with a flexible polymer under e
conditions would yield a value of zero for the effective
covolume. However, the earlier result with hemoglobin25

and the observed identity of U22 for ovalbumin in two
buffers with different pH lend Eupport to the assumption
at least for globular proteins.

Evaluation of Activity Coef[:.cients. Finally, it should

781

be noted that this investigation has provided data on the
activity coefficients of ovalbumin under two sets of con­
ditions (Figure 2b and Figure 3b). By so doing, thi3 study
has illustrated a method which may find general appli­
cation in determining this basic thermodynamic quantity
for solutions of a variety of homogeneous, noninteracting
solutes.
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It is shown how transmission methods can be used in dielectric time domain spectroscopy (TDS) for the evaluation 
of permittivities over a large frequency range. Graphs, which show the transmission coefficients under different 
conditions, are given, and compared with those for the corresponding reflection methods hitherto used in TDS. 
The transmission methods are applied to the study of 1-butanol and chlorobenzene and comparison is made 
with results from reflection measurements. The permittivities were studied up to 10 GHz. The results show 
that transmission methods offer an attractive alternative to the reflection methods over the total frequency 
range within reach in TDS. Direct time domain evaluation of dielectric parameters from thin sample transmission 
data is illustrated for 1-butanol.

Introduction
In dielectric time domain spectroscopy (TDS) the 

dielectric properties of a sample are determined by its 
response to an electric pulse with very short rising time.1 
The pulse is generated by a tunnel diode and the incident 
pulse and its response, which are transmitted in a coaxial 
line, are monitored with a sampling oscilloscope. The 
method most frequently used is to study the first reflection 
r(t) of the incident pulse v(t).2 The sample should here 
be sufficiently long to allow the reflected pulse to reach 
a steady state before multiple reflections reach the 
sampling system. This method may be called the single 
reflection method. Fourier transformation

J?(w) = /:-f(i)e" yw tdt (1)
o f the two pulses give the reflection coefficient in the 
frequency domain

R(u) _ 1 -  e*1' 2 
V(w) "  1 + e*1/2

(2)

from which the complex permittivity t* = t' - j t "  may be 
calculated.

An alternative approach is to study the totally reflected 
pulse, including all multiply reflected contributions from 
a sample of short length.3 The permittivity can in this case 
be determined from the solution o f the transcendental 
equation for the reflection coefficient

reference point for the incident pulse and reflected pulse. 
A timing error At will cause a phase error in the Fourier 
transform of toAt. Since the phase shift, e.g., in the single 
reflection coefficient p, only varies with a few degrees with 
varying permittivity, it is realized that for frequencies >1 
GHz the timing error cannot be allowed to exceed a few 
picoseconds.

An alternative to the reflection methods is obtained by 
studying the pulses transmitted through a sample. The 
direct approach here is to study the first transmitted pulse 
through a long sample, the single transmission method, or 
the totally transmitted pulse through a short sample, the 
total transmission method. The transmission coefficient 
ratio method7 uses the ratio of the transforms of the singly 
transmitted pulses through two samples of different length.

The transmission methods create larger phase shift in 
the transmission coefficients than what is achieved for the 
reflection coefficients in the reflection methods. Errors 
in the phase of the experimental transmission coefficients 
due to inaccuracies in the time reference procedure should 
therefore be less severe than for the corresponding re­
flection methods, implying that the TDS transmission 
methods should offer an attractive alternative to the TDS 
reflection methods in determination of permittivities. It 
is the purpose of this paper 'to show how the single and 
total transmission measurements can be made and to 
compare results and accuracies 'svith the corresponding 
reflection methods.

o , * * ( « )Sn(u) = — -r = p
V (w )

1 -  exp

- ,  7  r  1 2u> l  j j1 -  p expl—- —  e* 1 J

sample.
This equation has also been used as a basis for thin 

sample approximations, |co/«*1/2/c| < <  1, in which case 
expansions of the exponentials can be made which give 
simpler equations for the permittivity <* as a function of 
the reflection coefficient.4 Equation 3 is valid for the case 
that the sample is placed in the coaxial line, with a 
matched 50-0 termination. Alternative total reflection 
coefficients are obtained for the cases when the sample is 
terminating an open ended coaxial line6 or placed against 
a short circuit.6

A severe problem in evaluation of the Fourier transforms 
for the reflection methods is to determine a common time

Single Transmission
In the frequency domain the single transmission coef-

(3) ficient for a signal of frequency w through 
sample of length l is given by1

a dielectric

of the
4e*‘ / 2 [ jcol
+ c '  J (4 )

In TDS the pulse transmitted through the sample of length 
l, r(t), is compared to the incident pulse transmitted 
through the same length of air-filled coaxial line, u(t). The 
pulses should be time referenced to a common origin. This 
means that the single transmission coefficient to be used 
for TDS is given by

r . ( í o )  = í ! ( “ , -  i l t , n

X exp

V (w ) ( l  +  e * 1/2)2 
—jiol

-(e*1/2 -1) (5)
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Figure 1. Equitransmission lines from the single transmission coefficient Ts for different values of w ile . Lines representing constant amplitude 
are broken while the full lines show constant phase of Ts; (a) w ile  =  0.25; (b) w ile  =  0.50; (c) u¡ l ie  -  1.00; (d) w ile  =  2.00.

It is immediately seen that the exponential term will create 
a large phase shift in the transmission coefficient. This 
is due to the extra travel time for the pulse to be trans­
mitted through the sample. Even a nondispersive medium 
would introduce a phase shift of ~(wl/c)(ej/2 -  1) in the 
transmission coefficient, but this phase shift is further 
increased for the t* complex. The exponential term also 
implies a’ strong absorption of power at higher frequencies 
for long Sample lengths leading to small transmission 
coefficients. This means that the single transmission 
method is limited to lower frequencies for which Ts(w) £  
5%.

The rise time of the first transmitted pulse depends on 
the relaxation time of the sample. Thfe sample must relax 
and the first transmitted pulse reach a steady state before 
multiply transmitted pulses arrive at'the sampler. This 
requires that cs1/2 < 3eJ/2, since the first multiply 
transmitted high frequency components, which propagate 
fastest through the sample, should not overtake the low 
frequency components propagating with speed c/es1/2.

To visualize the meaning of eq 5 equitransmission lines 
have been calculated for different values of wl/c. These 
are shown in Figure 1, where the lines are drawn in the 
t', t" plane, for which the amplitude and phase of the 
transmission coefficient Ts have constant values. Equi- 
phase and equiamplitude lines are orthogonal. This is a 
consequence o f the fact that eq 5 defines a conformal 
mapping of a set of circles and radii, defining the 
equiamplitude and equiphase lines in the complex d, e" 
plane. From the diagrams in Figure 1 rough values for e* 
can be deduced from a given transmission coefficient. Of 
importance also is that resulting inaccuracies in t* due to 
an error in the phase or amplitude o f the transmission 
coefficient can be estimated. The single transmission 
diagrams clearly illustrate that large phase shifts are 
created in the transmission coefficient Ts. This implies 
that timing errors will not have a serious effect on the 
calculated permittivities. Consider for instance the case 
o f transmission through a 30-cm long sample, for which

Figure 2. Equireflection lines from the single reflection coefficient p. 
Lines representing constant amplitude are broken while the full lines 
show constant phase of p.

«* = 10 -  7.5j  at a frequency 320 MHz. An error as large 
as 20 ps in the time referencing will lead to a  phase error 
of 2.3° in the transmission coefficient. As seen from the 
relevant diagram, where wl/c = 2.0, this large timing error 
will give Ae' <0 .1  and At" «  0.1.

For comparison with the single reflection method, 
similar equireflection fines have been calculated from eq 
2 and are given in Figure 2. For a nondispersive medium, 
for which e" = 0, the reflection coefficient p should be 
negative, giving a phase angle of 180°. For a dispersive 
medium, which can be described by a Cole-Cole plot in 
the diagram, it is seen that the additional phase change 
can hardly exceed 20°. The diagram clearly shows how 
a phase error in the reflection coefficient, due to a timing 
error, will influence the calculated permittivity. Consider 
for instance again the case that the permittivity t* = 10 
-  7.5j  at 320 MHz. A timing uncertainty of 5 ps will give 
a phase uncertainty of ~0.6° giving Ad At" 0.3. The 
timing error will have much more serious consequences at 
higher frequencies since the phase error grows linearly with 
frequency. At 3 GHz for instance the same timing un­
certainty will give a phase error of ~ 5 °  leading to large 
errors in calculated permittivities.
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Figure 3. Equitransmission lines from the total transmission coefficient 7, for different values of a> l/c . Lines representing constant amplitude 
are broken while the full lines show constant phase of 7,: (a) < c llc  =  0.25; (b) o i//c  =  0.50; (c) u i l / c  =  1.00; (d) w / / c  =  2.00; (e) a>//c =  
4.00.

The comparison between the single transmission and 
single reflection method would lead to the conclusion that 
the relaxed requirement on the time referencing accuracy, 
makes the transmission method an attractive alternative 
to reflection measurements. The disadvantage is that the 
strong absorption of power at higher frequencies makes 
the method frequency limited.

Total Transm ission
In order to use transmission methods at higher fre­

quencies the sample length has to be shortened in order 
to allow sufficient power to be transmitted through the 
sample. This means that one has to study the totally, 
multiply transmitted pulse. On the other hand the sample 
length should be long enough to create sufficiently large 
phase shifts in the transmission coefficient for the time 
referencing inaccuracy not to become an unmanageable 
problem. The total transmission coefficient at frequency 
oo through a sample of length l is given by1

(1 -  p 2) e x p i - -0̂ -  e * 1/2l

®2i = r_ /2co / i
1 -  p 2 ex p j-^ —  e *^ 2 J

In TDS this transmitted pulse r(t) should be compared to 
the incident pulse u(t) transmitted through the same cable 
length of air and we obtain the total transmission coef­
ficient

Tt(co)
R{ oj) 
V(co)

(1 -  p2) expj  ̂ -  l)"j

1 2 p ~ j2 tO  /  J.1 /  2I1 -  p expjj-------e* 1 I
(V)

The implications of this equation are best visualized by 
diagrams of equitransmission lines for different values of 
wl/c. These are shewn in Figure 3. It can be seen that 
large phase shifts are introduced and that substantial 
fractions of the power are transmitted through the sample 
also at high frequencies. To see the influence of a time 
referencing error, consider the case of a dielectric with e* 
= 3 -  1.5j  at 3 GHz with sample length o f 3.2 cm. The 
diagram, for which wl/c = 2.0, is relevant. A timing error 
of 10 ps will introduce a phase error o f ~  10° giving an 
uncertainty in the permittivity of Ae' < 0.3 while t" is 
hardly affected. To achieve the same accuracy with the 
single reflection method the phase error has to be smaller 
than ~2.5° requiring a time referencing uncertainty At 
< 2.5 ps!
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Figure 4. Equireflection lines from the total reflection coefficient S ,,. Lines representing constant amplitude are broken while the full lines show 
constant phase of S ,v  (a) ccl/c =  0.25; (b) ccl/c =  0.50; (c) as He =  1.00; (d) asUc =  2.00.

Figure 5. Experimental setup for transmission measurements using 
a dual-channel sampling oscilloscope.

The diagrams in Figure 3 show that for the higher values 
of ul/c, and a given value for the total transmission 
coefficient, multiple solutions of eq 7 exist. The algorithm 
used to find the solution of this equation has to be written 
in such a manner that all solutions are identified. Some 
o f them can then be rejected on physical reasons, e.g., e* 
should vary continuosly with changing a>.

To compare the total transmission method with the total 
reflection method, equireflection lines have been calculated 
from eq 3 for different values of vl/c. These are shown 
in Figure 4. The curves at higher frequency show a very 
irregular pattern and the reflection coefficient is very 
sensitive to phase errors in large regions of the e', e" plane. 
It can also be seen that small errors in the amplitude of 
the reflection coefficient will cause large errors in the 
calculated permittivity. The total reflection method thus 
compares unfavorably with the total transmission method 
and gives an accuracy in the result which strongly depends 
on the region o f the e" plane used.

Experim ental Section
The experimental setup used for transmission mea­

surements is shown in Figure 5.
A dual-channel sampling oscilloscope, HP 1811 A, was 

used. Two step pulse generators are triggered from the 
same triggering pulse taken from the oscilloscope. The 
step pulse in channel B gives the time reference point 
necessary in the Fourier transform procedures. This 
reference pulse can be displaced from the pulse to be 
studied in channel A by introducing a delay cable in the 
triggering circuit of suitable length and by varying the

Figure 6. The 2.7-cm samole cell for total transmission and reflection 
measurements.

relative triggering levels of the two channels.
The oscilloscope is modified to allow the external sweep 

o f the time base, in this case from a ramp voltage gen­
erator. The output from channel B is derivated in a 
differentiating circuit, which will cause the reference pulse 
to appear as a narrow spike. This spike is added to the 
pulse to be studied from channel A in a summing amplifier 
and displayed on an X -Y  recorder. This setup has the 
advantage that the two channels are locked to each other 
through the common triggering pulse and long term drifts 
or shifts in the time base o f the oscilloscope will not in­
fluence the time referencing point. The two channel 
system can be used also if an automatic data acquisition 
system is available, except that the differentiator can be 
deleted and the step pulse in B used directly as a time 
reference.

The measuring cell for total transmission measurements 
is shown in Figure 6. The teflon beads are dimensioned 
to give impedance match and a minimum of spurious 
reflections in the measuring cell. Holes o f diameter 1 mm 
are drilled in the coaxial line to allow the injection of the 
studied liquid through a syringe, without disassembling 
the coaxial line. For the single transmission and reflection

The Journal o f Physical Chemistry, Vol. 81, No. 8, 1977



786 B . G estb lo m  and E . N ore land

Figure 7. Amplitude A and phase <p of single reflection p (full lines) 
and single transmission 7"s coefficients (broken lines) for a Debye model 
dielectric with e, =  17.3, £„ =  3.3, and r  =  460 ps. Sample length 
I =  50 cm.

, Figure 8. Amplitude A and phase <p of total reflection, S ,, (full lines) 
and total transmission T, (broken lines) coefficients for a Debye model 
dielectric with £s =  17.3, e„ =  3.3, and r  =  460 ps* Sample length 
/ =  2.7 cm.

measurements a 50-cm long coaxial cable was manufac­
tured to allow the study of liquids with longer relaxation 
times.

In the measurements the pulse transmitted through the 
empty cell is first recorded. The studied liquid is then 
injected and the transmitted pulse recorded under oth­
erwise unchanged conditions. Since no digital data ac­
quisition system was available, the recorded curves were 
digitized manually. No averaging over several scans could 
consequently be performed. The relative stability o f the 
two pulses indicates that the accuracy of the time refer­
encing procedure used in the transmission measurements 
is better than 10 ps.

The Fourier transformations were done by the Samulon 
formula, which has been shown to be accurate up to 
frequencies of the order of 10 GHz for sampling densities 
o f  20 ps.8 T o solve the transcendental eq 3, 5, or 7 a 
program was written which by a step by step procedure 
locates an interval on the e' axis, inside which the real part 
o f the complex equation has a solution. The computer 
then traces the line in the complex e', e" plane, where the 
real part of the equation is satisfied. At some point this 
line will intersect another line in the complex plane for 
which the imaginary part of the equation is satisfied. This 
intersection point defines the solution.9

Results
As a test case we have applied the various TDS methods 

discussed above to 1-butanol. An estimate of the trans­
mission and reflection coefficients to be expected can be 
obtained by assuming that butanol behaves like a Debye 
dielectric with

e =

e«, + '

( e s -

e. -  e.

fJW T (8)

1 + m V
and feed these expressions into eq 2, 3, 5, or 7. Assuming 
r = 460 ps, €s = 17.3, e„ = 3.3, the sample lengths l = 50 
cm for single transmission and l = 2.7 cm for total 
transmission and reflection the appropriate coefficients 
have been calculated and are presented in Figures 7 and 
8.

In the case of single reflection even an undispersive 
medium causes a phase shift of 180° in the reflection 
coefficient. To bring out the part of the phase which is 
due to the fact that the liquid is polar, this constant phase 
shift of 180° should be subtracted as shown in Figure 9. 
It is readily seen that the dispersion introduces a phase

Figure 9. Phase of single reflection coefficient p in Figure 7 corrected 
by 180° (full line) and phase of single transmission coefficient Ts in 
Figure 7 corrected by (a>//c) (3.31/5 -  1) (broken line).

shift of less than 20°. In the case of single transmission 
even a nondispersive medium will introduce a phase shift 
o f -  (o>(/c)(eV2 -  1) in the transmission coefficient, due 
to the time delay the pulse suffers in passing through the 
medium. To bring out the phase shift due to the dis­
persion o f the medium this factor should then be sub­
tracted from the total phase shift. The Result is included 
in Figure 9. This diagram clearly shows the relaxed de­
mands on the time referencing procedure and phase de­
termination in the single transmission method compared 
to the single reflection method. Figure 7 on the other hand 
shows the limited frequency region of the single trans­
mission method. At frequencies of the order of a few 
hundred megahertz the amplitude o f the transmission 
coefficient drops to a few percent and accurate determi­
nations of the permittivities for higher frequencies cannot 
be expected.

In the lim it«  -*• 0 the single transmission coefficient is 
given by Ta = 4c91/2/ ( l  +  es1/2)2 which can readily be solved 
for es. The static permittivity can also be obtained directly 
in the time domain from the first transmitted pulse. For 
low frequencies the incident pulse can be regarded as an 
ideal step pulse o f height uQ, in which case we obtain

lim r(t)/v0 = lim Ts(w ) =
*“*■00 co -*■ 0

4e 1/2
U  +  V ' 2)2
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Figure 10. Permittivity of 1-butanol from the single and total reflection 
measurements. Total reflection results are illustrated by dots with a 
vertical bar showing the displacement of permittivities obtained by varying 
the time origin ± 5  ps. Single reflection results are illustrated by “ ellipses'’ 
giving the span of the permittivity on varying the time origin ± 5  ps.

Figure 11. Permittivity of 1-butanol from the single and total transmission 
measurements. Single transmission results are illustrated by crosses. 
Displacements of the permittivities obtained by varying the time origin 
± 1 0  ps are in this case too small to be illustrated. Total transmission 
results are illustrated by “ ellipses” giving the span of the permittivity 
on varying the time origin ±10 ps.

Figure 8 shows how the total reflection coefficient un­
dergoes rather strong oscillations both in amplitude and 
phase at higher frequencies. The low reflection coefficient 
appears at frequencies for which standing waves are set 
up in the sample. These oscillations can be noticed also 
in the transmission coefficient but are much smaller here.

The resulting permittivities from measurements with the 
two reflection and two transmission methods are shown

Figure 12. The ratio e " /(t ' -  2.3) as a function of frequency for 
chlorobenzene using permittivity values from the total transmission 
measurement. ’

in Figures 10 and 11. Displacements of permittivity values 
for a change in time reference are illustrated. The time 
referencing uncertainty has been estimated to ±5  ps for 
the reflection methods and ±10 ps for the transmission 
methods. The time referencing for the transmission 
methods was as described above while the intercept of the 
extrapolated base line and initial rise of the pulse was used 
in the reflection methods.1

Figure 10 gives the result of the single and total re­
flection measurements. The permittivity data from the 
total reflection measurement shows a large scattering at 
frequencies >1 GHz, and no change in the time referencing 
point gives an improvement.

The single reflection results are systematically displaced, 
even giving negative values at high frequencies. T his 
is due to an error in the time reference point, since a shift 
of 5 ps will give permittivity values in better agreement 
with a Debye model for butanol. This illustrates that the 
time reference procedure in the reflection measurements 
cannot be considered satisfactory if reliable results at 
higher frequencies are wanted. One is then referred to time 
referencing through an indirect route, using data from 
other measurements.7

The results from the transmission measurements are 
given in Figure 11. The total and single transmission data 
differ at lower frequencies. The single transmission data 
should be more accurate here. The total transmission 
method gives good results at higher frequencies and it is 
seen that the e" values are rather unsensitive to time 
referencing error. To cover as large a frequency range as 
possible the single transmission and total transmission 
methods should therefore be combined.

A fit of the combined transmission data in Figure 11 to 
a Debye model gives a relaxation time of 0.47 ns. The time 
referencing error in the single reflection measurement leads 
to a much poorer fit to the Debye model and no value of 
t  is quoted.

To test the total transmission method on a liquid with 
shorter relaxation time, and lower permittivity, chloro­
benzene has also been studied. The relaxation time is here 
of the order of 10 ps which means that within the range 
of 10 GHz only part of the dispersion curve can be de­
termined, not even reaching the maximum of the ab­
sorption. A 27-mm cell was used. The result is shown in 
Figure 12. Here a plot is given of c"/(€/ -  «„) as a function 
of w for frequencies from 1 to 10 GHz. For a Debye 
dielectric, obeying eq 3, this plot should give a straight line, 
with a slope equal to the relaxation time r. In the plot in 
Figure 12, c„ = n2 = 2.3 was used, and the slope of the line 
gives a relaxation time r = 11 ps in good agreement with
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literature values.10

Thin Sample Transmission
Fellner-Feldegg4 has shown how thin samples can be 

used in reflection measurements to achieve the relaxation 
time directly from the time dependence o f the reflected 
pulse. The time domain analysis of reflection from thin 
samples has been extended by Cole,11 who showed how the 
dielectric response function may be calculated from the 
time integral and self-convolution o f the reflections 
produced.

If the total transmission coefficient as expressed in eq 
7 is expanded, under the thin sample condition |(a)i/c)e*^2| 
«  1, we obtain the transmission coefficient

T’thiri
jco l j to l

1 +  “X----- : ——e*2c 2c (9) Figure 13. Difference between incident and transmitted pulse through 
a 1-fnm sample of 1-butanol.

I f  we study the difference d(f) o f the pulse transmitted 
through the thin sample r(t) and the pulse transmitted 
through the same empty cell o(£) and solve for the per­
mittivity c* we obtain

incident and transmitted pulse d(£) is plotted in Figure 
13. The slope of this curve gives a relaxation time of 0.51 
ns in good agreement with the time measured with other 
methods.

D ( gj)2c

V(œ)jool
( 10)

The decay function of the dielectric 4>{t), which gives the 
normalized decay of the polarization when a steady ma­
croscopic electric field is removed from the medium, is 
related to the complex permittivity by12

e* -  e d<t>
-------- -- = -  JZ -77 exp(-y'cot) d t  (11)
ea -  e_ df

where

d(p/dt = 0 fo r  t <  0

Inverting this transform, the decay function can be cal­
culated from the permittivity by

d<p(t) = __ 1_ 
dt 2ir

-  ,
exp(/co f ) dco

es -  e.
Insertion of eq 9 gives, if ô functions are deleted

d <P{t) 
dt

a D( to) 
V(oj)jco

exp(j'cof) dw

(12)

(13 )

If the incident pulse v(t) is assumed to be a perfect step 
pulse its transform V(ui) is proportional to 1 / jco. This 
implies that

d<p(t)/dt a  d (t) (14 )

where d(i) is the difference in the time domain between 
the two pulses. The above relation is only appropriate for 
times much larger than the rise time of the incident pulse, 
where the assumption of an ideal step pulse is valid.

In the case of a Debye dielectric 4>{t) = exp(-£/r) where 
r is the macroscopic relaxation time. The slope o f the 
logarithmic plot of d(£) should in such a case give the 
relaxation time. The relaxation time of butanol was 
obtained from the study of the transmission o f the pulse 
through a sample of thickness 1 mm, where the thin 
sample expansion should be an excellent approximation 
for all frequencies of interest. The difference between the

Conclusion
The theoretical and experimental results show that the 

single and total transmission methods offer an attractive 
alternative to the reflection methods. At low frequencies 
the single transmission should be the most accurate 
method. The dual channel time referencing procedure is 
sufficiently accurate to lead to more reliable permittivity 
data at higher frequencies using the total transmission 
method than what can normally be expected from the 
single reflection method. The total transmission method 
has also been shown to be applicable to dielectrics with 
lower permittivity and shorter relaxation time than what 
has hitherto been the subject of reflection TDS mea­
surements. The total reflection method seems very un­
satisfactory for certain frequency and permittivity regions, 
some small inaccuracies in the experimental data will cause 
large errors in calculated permittivities. It can be expected 
that the use of an automatic data acquisition system should 
improve the accuracy in the results that can be achieved 
with the described transmission methods. Such a system 
should also give a possibility to extend the frequency range.
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Quadrupole RelaxatiOn of Chloride lon, and of Perchlorate and Other Tetrahedral Ions In
Aqueous Solution

Pelur Relmarsson,' HAkan WennerstrOm, Sven EngstrOm, and Bjorn Lindman

Physical Chemistry 2. Chemical Center. P.O.B. 740, 5-22007 Lund, Sweden (Received December 17, 1976)

The 35CI and 37CI nuclear magnetic relaxation of the chloride and perchl'Jrate ions has been investigated for
simple aqueous electrolyte solutions. The infinite dilution relaxation rates obtained by extrapolation are compared
with Hertz's electrostatic theory of ion quadrupole relaxation. Good agreement between experiment and theory
is obtained for the chloride ion. For nuclei at symmetry sites in tetrahedral or octahedral ions a more.elaborate
analysis is required. Thus distortion of the ion from tetrahedral or octahedral symmetry may create sizable
electric field gradients and, furthermore, the Sternheimer antishielding terms must take into account that not
only an external electric field gradient, but also an external electric field can produce field gradien-..s at the
nucleus. Indeed, the latter effect is found to be considerable for the ammonian ion. Using calculated antishielding
factors, the l·N relaxation of the aqueous ammonium ion is found to agree cl<Eely with Hertz's theory. Adiscussion
of the quadrupole relaxation of other symmetrical polyatomic ions is presented and it is found that for the
case of the perchlorate ion, as well as for other ions, the electric field induced field gradient may have 8 marked
influence on the relaxation.

Introduction
There has been a rapid growth in the physicochemical

and biolorical applications of Cl- nuclear magnetic
relaxation and, recently, considerable interest in studies
of the asCI (and 37Cl) relaxation of the CI04- ion has ar­
isen.Hi The majority of these studies has been concerned
with determination of 3sClline widths and only in a few
casesI,2,7-9 have direct determinations of the relaxation
times been performed. These studies were concerned with
protein solutions and then it is essential to determine both
T1 and T2 as the extreme narrowing approximation
generally is inappropriate. On the other hand, no direct
determinations of TI and T2 of CI- and CI04- ions in simple
electrolyte solutions have been reported. This is unfor­
tunate both from a theoretical point of view and in the
applications where detailed knowledge of a simple ref­
erence situation is lacking. The present investigation is
concerned with providing precise relaxation data of the CI­
and ClOt ions for simple aqueous electrolyte solutions.
Thus we 'consider the infmitedilution relaxation rates, the
activation.energies of relaxation, the solvent H/D and ion
35CI/37CI "isotope effects, as' well as the concentration
dependence of the relaxation. The results are compared
with Hertz's electrostatic ·theory of ion quadrupole
relaxationl1H2 which has beenvery successful in accounting
for experimental relaxation results for many monoatomic
ions.l.13.I4 In particular, the relaxation behavior of the
CI04- ion is considered in some detail and possible origins
of the fluctuating electric field gradients are considered.
The results for CI04- are also compared with relaxation
data for the central nucleus in 104-, NH/, and (CH3)4N+.
Finally, a theoretical discussion of Sternheimer shielding
in tetrahedral and octahedral systems is presented.

Experimental Section
The asCI and 37CI relaxation times were measured at 8.82

and 7.34 MHz, respectively, on a Bruker BKr 322 s
spectrometer with home-made probes.

The longitudinal relaxation times were measured using
a 180-T-90 pulse sequence and the transverse relaxation
times by means of the Meiboom-Gill modification of the
Carr-Purcell sequence. All signals were averaged with a
Varian 1024 CAT time averaging computer to obtain a
S/N ratio of at least 10:1.

Each reported relaxation time is the average of at least
two independent measurements and the resulting errors
are estimated to be about 10% or less.

The probe temperature was maintained by a stream of
dry, thermostated nitrogen gas and is accurate tc ±0.5 K.

All chemicals are of rmest grade available and were used
without further purification.

Chloride Ion Relaxation
Chloride ion reIaxaLon data for aqueous NaCI solutions

are illustrated in Figures 1 and 2. The concentration
dependence of the relaxation can be seen to be weak. The
infinite dilution asCI '/alues of 1/T1 and 1/T2 are found
to be 25 S-I at 25°C which is considerably smaller than
values given in the lir"erature on the basis of line width
studies (reviewed in ref 1). For the ratio [1/Tl esCl))/
[1/TI(37CI)J we obtain 1.55 which agrees well with the
expected ratio (1.61) for the case of predominant qua­
drupole relaxation. The ratio of the 3sCI relaxation rates
in D20 and H20 solutions is found to be 1.17 ± 0.08 which
correlates well with previous fmdings for monoatomic ions
and with the H/D isotope effect in water molecular motion
(cf. discussion in ref 1). The Arrhenius activatic.n energy
of 35Cl- relaxation is obtained to be 11.4 kJ/mol in the
range 276-361 K for aIM NaCI solution. In vi~w of the
weak concentration dependence this value may be ex­
pected to represent to a good approximation the activation
energy of the relaxat:'on due to ion-solvent interactions.
The value obtained ~s somewhat smaller than the acti­
vation energy of a water molecule rotation in the hydration
sphere of CI- which was deduced from water proton re­
laxation studies.15

Good support for t.he aPoplicability of the eledrostatic
model developed by Hertz 0'-12 in a wide range of situations
has now been collected.1 Following Hertz,ll the infinite
dilution relaxation rate may, for a spin-3j2 nucleus such
as 35CI or 37CI, be written

~ = 87NeQ~(~(1 + 'Y )P)2 CsT s (1)
T 1 5 \h 1 ~ ros

Here eQ is the nuclear electric quadrupole moment, J.L the
solvent electric dipole moment, 1 + 'Y ~ the Su.rnheimer
antishielding factor, P a polarization factor, C. the solvent
concentration, T. the solvent correlation time, and ro the
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Figure 1. The Cl longitudinal relaxation rates (7 , 1) for aqueous solutions 
of NaCI as a function of the NaCI concentration at a temperature of 
301 K.

Figure 2. Temperature dependence of the 35CI longitudinal relaxation 
rate ( T f ’) for 1.0 M NaCI (▲) and 1.2 M NaCI04 ( • )  aqueous solutions. 
The right-hand scale pertains to NaCI04 and the left-hand scale to NaCI. 
The solid lines represent results of the least-squares fits.

distance between the nucleus and a solvent dipole (taken 
as a point dipole) in the first solvation sheath. Reported 
Sternheimer factors for free Cl ions range from -49 to 
-83 16 so a detailed comparison with theory becomes dif­
ficult. Taking for aqueous solution ra to be 2.3 X 10 12 s 
and the other quantities as in Hertz’s work,11 we obtain 
1 /T 1! to be in the range 27-79 s '1. As noted previously by 
Hertz11 the observed CT quadrupole relaxation rate agrees 
well with the electrostatic theory.

Perchlorate Ion Relaxation
Cl relaxation data for the aqueous perchlorate ion are 

given in Figures 2 and 3. The ratio o f the 35C1 and 37C1 
relaxation rates is found to be 1.6 thus establishing the 
predominance of quadrupolar relaxation. Furthermore, 
the equality of T 4 and T2 was verified for a number of 
aqueous alkali perchlorate solutions. The ratio of the 
relaxation rates of D20  and H20  solutions is found to be

[CIO4 ] , M

Figure 3. Variation of 35CI longitudinal relaxation rate ( 7,~1) of C I04 
with the perchlorate concentration for different cations: (O ) Ba(CI04)2, 
( ☆ )  LiCIO„, (■ )  N aC I04 in D20 ,  (▲) N aC I04 in H20 ,  ( • )  NH4C I0 4. □  
gives the 37CI 7 ," ' for 1.2 M N aC I04 solution. The temperature was 
301 K.

1.17 ±  0.08 for NaC104 in the concentration range 0-3 M 
and thus close to the isotope effect in water molecular 
motion and to the results for a number of monoatomic 
ions.1 The relaxation rate can be seen to depend markedly 
on the cation (Figure 3). From the results for NaC104 
solutions, where the concentration dependence o f relax­
ation is weak, we obtain by extrapolation an infinite di­
lution relaxation rate of 3.6 s“1. The variable temperature 
results give an Arrhenius activation energy of 11.3 kJ/mol 
for a 1.2 M NaC104 solution. In view o f the weak con­
centration dependence of relaxation this corresponds 
probably to a good approximation to the energy o f acti­
vation of the solvent-dependent relaxation.

The theoretical treatment of the Cl relaxation of C104 
is more difficult than that of CT; in addition to the 
time-dependent field gradients created by solvent dipoles 
and ionic charges one must also consider the possibility 
of field gradients arising from distortions from tetrahedral 
symmetry of the C104” ion. Such distortions which may 
arise from interactions with other ions and solvent mol­
ecules can potentially create very" large electric field 
gradients which, through fluctuations in magnitude and/or 
orientation, produce relaxation. A further difficulty in 
attempting to account for the C104“ relaxation lies in the 
problem of estimating the Sternheimer antishielding ef­
fects; this is funher considered below.

By applying Hertz’s electrostatic theory10,11 in a 
straightforward way we obtain, for the limiting relaxation 
rate at infinite dilution in water, a value l /T j  = 0.00296(1 
+  7 <»)z s '1 if r0 is taken to be 4.25 A and the correlation time 
to be that of pure water. As also other relaxation 
mechanisms (e.g., distortion effects) may be anticipated 
a rough upper limit estimate of the Sternheimer anti­
shielding factor is given in this way, i.e., |1 +  t »| ~ 35. If 
the water correlation time in the first hydration sphere of 
the perchlorate ion is taken to be 10“12 s17 we deduce |1 +  
7„| ;S 56.

Relaxation in Other Tetrahedrally Symmetrical 
Ions

It is revealing to compare relaxation data for the per­
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chlorate ion with data for other tetrahedrally symmetrical 
ions. In the chemically related periodate ion, I0 4", the 
transverse relaxation rate at low concentrations in water 
is found to be ca. 5 X 103 s 1 (unpublished continuous-wave 
studies by Gustavsson; see ref 1). On the basis of Hertz’s 
electrostatic theory (eq 1) we estimate with r0 = 4.59 A and 
rc as for pure water the limiting relaxation rate 0.0489(1 
+  Too)2 s_1 which suggests |1 +  y„| has an upper limit of ca. 
320. With rc = 1(T12 s we obtain |1 +  y„| ;$ 505.

For the ammonium ion we obtain on the basis of the 
results of Kintzinger and Lehn18 |1 +  y„| 5  20 using eq 1. 
This value is considerably larger than the value obtained 
by Baily and Story.19 For UN relaxation of the (CH3)4N+ 
ion we deduce analogously, from the results o f ref 18, |1 
+  Tool S 29 .

As a comparison of these deduced values with theo­
retically estimated Sternheimer factors may give an insight 
into the origin of the field gradients causing relaxation, a 
brief description of the theory of Sternheimer antiShielding 
of polyatomic molecules and ions is appropriate.

Sternheimer Shielding in Tetrahedral and 
Octahedral Systems

At the center of systems with cubic symmetry the 
electrical field gradients are zero. If an electric pertur­
bation is applied to such a system, field gradients at the 
center are created both directly and indirectly through 
polarization of the electrons and the positions of the nuclei. 
The electronic effect is called Sternheimer antishielding. 
In atomic systems, the Sternheimer antishielding is de­
termined by a single parameter; in tetrahedral or octa­
hedral systems, however, the field gradient at the center 
induced by an external field gradient is orientation de­
pendent. Group theoretical arguments show that two 
parameters determine the Sternheimer shielding.

Tetrahedral systems lack inversion symmetry. This has 
the consequence that an external electric field can induce 
a field gradient to first order. This introduces additional 
complications in the interpretation of quadrupole relax­
ation data of for example the C104 ion. In this case the 
effective Sternheimer shielding factor will increase linearly 
with the distance to the external perturbation since the 
electric field decays slower with distance than the electric 
field gradient.

It is difficult to estimate the magnitude of the Stern­
heimer shielding in molecular systems. With one ex­
ception, calculations o f t -  have only been performed for 
atomic systems, and it is, for example, difficult to assess 
which of the systems Cl7+ or CT is the most relevant for 
the description of the Sternheimer shielding in C104". In 
a recent MO ab initio calculation20 the Sternheimer 
shielding effects in NH4+ have been determined. In this 
study- it was, for example, found that the induced field 
gradient at the nitrogen in the presence of a charge q at 
distance R on a z axis bisecting a HNH angle is

Vzz = 10.0R~3q
Vxx = (4.0R-2-  5.0R-3)q
Vyy = (-4 .0 R -2-  5.0R-3)q

where all the quantities are in atomic units. The external 
field gradient is Vzz = 2R ’Jq. At R -  5.5 (2.88 A) the Vyy 
component is the largest one and the effective Sternheimer 
shielding factor (1 +  y „ )eff = “ 13- This is in reasonable 
agreement with the value ±20 estimated from the observed 
relaxation rate. Assuming that the antishielding effects 
are similar in (CH3)4N+ and NH4+ an R value of 8.0 au (4.2 
A) gives (1 +  Tc»)eff = “ 13. The ratios between the ex­
perimental and theoretical values of (1 + y„) are thus the

same for NH4+ and (CH3)4N+. These considerations show 
that it is possible to rationalize the 14N relaxation in 
ammonium ions using the electrostatic model, but dis­
tortion effects can of course not be excluded. Baily and 
Story19 estimated (1 + y„) = 5 for the N H 4+ ion by a 
comparison with experiments on a corresponding Rb+ salt. 
In this study the field effect on NH4+ was neglected and 
this is probably not justified.

Conclusions
Studies o f quadrupole effects of central nuclei in oc­

tahedral or tetrahedral ions are finding increasing ap­
plications in investigations of ion-ion and ion-solvent 

, .‘ interactions in simple electrolyte solutions,1,3-6 ion binding 
phenomena in'am phiphilic systems such as model 
membrane systems,2124 and properties of functional 
binding sites in biological macromolecules such as pro­
teins.1'2 The present findings are o f considerable signif­
icance as regards the interpretation o f data in such sys­
tems. Thus it has been directly demonstrated for the 
aqueous NH4+ ion that Sternheimer antishielding effects 
in combination with the electrostatic model of quadrupole 
relaxation10,11 predict a 14N relaxation rate in good 
agreement with experimental findings. It is consequently 
not necessary to introduce distortion effects to explain the 
results. This finding is probably also important as regards 
the interpretation of relaxation data for other symmetrical 
ions but here no good estimates can presently be made. 
Clearly, our findings also indicate that ion quadrupole 
splittings in liquid crystals interpreted in terms of dis­
tortion effects may also be strongly influenced by 
Sternheimer antishielding effects.

The present treatment has dealt with the relaxation rate 
due to ion-solvent interactions. A detailed account o f the 
ion-ion contributions to Cl relaxation in the C104" ion will 
be given at a later date.
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T w o  Im proved M ethods for the D eterm ination of Association Constants and 

Th erm odynam ic  P aram eters . The Interaction of Adenosine 5 ' -M onophosphate and  

Tryptophan

D. L. De Fontaine,^ D. K. Ross, and B. Ternai*

La Trobe University, School o f Physical Science, Bundoora, Victoria 3083, Australia (Received November 8, 1976)

A refinement of the Scatchard method for the determination of association constants in 1:1 complexes is presented 
which is not restricted by assumptions on the relative concentrations of the components. A temperature variation 
method is developed which is shown to yield accurate values of the association constant and thermodynamic 
parameters from one set of measurements using a smaller sample than is required by other methods.

For a 1:1 complex formed by two species A and B we 
have the equation
A + B ^  AB

and, in the equilibrium situation, we can define the as­
sociation constant {K) which represents the proportion of 
complex formed. Thus
K =  [A B ]e/ [ A ] e [B ]e (1)

where [X ]e is the concentration of compound X  at equi­
librium. Now, let Ai and B, be the initial concentration 
o f A and B, respectively, and let p denote the fraction of 
A  which is complexed. Then A{ -  pA{ is uncomplexed and 
eq 1 can be written in the form

EA  i ^ P (2)
( A . - p A .m - p A d  a - p m - p A j  1 ’

where B has an equal or larger concentration than A.
Now the fraction of A, which is complexed at equilibrium 

can be identified with the ratio bjbc where <5| is the dif­
ference between a measured parameter such as a NMR 
chemical shift or an extinction coefficient of the completely 
uncomplexed A and the partially complexed A. Here bc 
is the difference between the values of the parameters in 
the completely complexed and the completely free A. The 
former value cannot be measured directly but is usually 
obtained by a graphical method.

Thus, we write
P = 5i/5c (3 )

Scatchard has reported1 a method for calculating the 
association constant when the initial concentration of one 
species is very much in excess of the other. Therefore, if 
B, »  A i; then (2) and (3) can be combined to give

K8CBj I" KA , 1
5 > ‘  m s ,  L 1 *  t t k b , +  o t h e r  t e r m s  i n  A JB ‘ J

leading to Person’s absorption isotherm2

 ̂Present address: Faculty of Medicine, Riyadh University, Riyadh, 
Saudi Arabia.

c KbcB{
5; = ------ S—L-

1 1 + KBi

A slight rearrangement of this equation leads to
5J B ^  K(8C-

which is known as the Scatchard equation. K  could be 
obtained from the slope and hence bc from the intercept 
of a straight line fit of the experimental data (b{/Bi vs. b,).

Prior to Scatchard’s treatment, values o f K  and bc were 
usually found by using the reciprocal form proposed by 
Benesi and Hildebrand3

and fitting a straight line to the experimental data (¿¡.Bj) 
and so obtaining (1 /Kb,) which is the slope and l/bc which 
is the intercept.

In an alternative procedure, Scott4 plotted a straight line 
through the data given by (B y s ^ )  in which case the slope 
is (1/5C) and the intercept is (1 /Kbc). Thus his equation 
is
Bj Bi J _
Si "  s c +  Kbc

These two methods are clearly mathematically equivalent, 
and both depend upon the initial condition Bj »  A;.

Deranleau' points out that the Scatchard equation is the 
best method of the three for two reasons: (1) it is the only 
plot in which the errors are not open ended, and there is 
a constant error function between S = 0.2 and S = 0.75 
where S is the saturation factor or the fraction of the total 
curve followed; and (2) it is the only method where the 
experimenter is not free to choose the scale for the plot, 
and it is obvious at a glance what portion of the complete 
curve has been covered (Figure 1).

Results and Discussion
Since the advent of computer technology, it has become 

possible to refine the methods o f Scatchard, Benesi-
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Figure 1. A comparison of the Scatchard, Benesi-Hildebrand, and Scott 
data treatments taken from ref 5.

Hildebrand, and Scott which are based on the fitting of 
straight lines to experimental data. The requirement that 
Bi »  Ai can be dropped and the full association equation 
(eq 2) can be used. Some non-linear least-squares methods 
in the determination of association constants have been 
mentioned in the literature.6 

On combining eq 2 and 3, it can be shown that

St =  ( S J 2 A l) [ A i +  Bi +  { 1 / K ) ~  { [ A i + B i
+ (1 I K ) f  -  4 AiBiY '2} (4)

where the negative root is appropriate because 5,/5C < 1. 
At this stage it is convenient to write

/,=  A i + S i +  (UK)  -  { [ A , + B , + ( 1 / K ) ] 2
-  4 A iBi } 1/2 (5 )

The object of the exercise is to determine the constants 
K  and 5C for which the above eq 4 “ best” fits the exper­
imental data. The convention is adopted here that the 
“ best”  fit is the least-squares fit and this is defined so that

E =  £  [8 i - 5  M 2  A , ] 2
i=  1

is a minimum and where the summation is taken over all 
the experimental points. Thus, both d E / d 8 c and d E / d K  

should vanish. The first of these leads to the condition

bci : l2I AA2 = 2 5 i/i/2 A i

and the second to the condition
/.2

*e* 2A i{Ai + B i + ( U K ) - l i s
s  ¿¡A

A i + B i + (UK)  -  1,

Hence, on eliminating 5C, a transcendental equation for K

(6)

(7)

is obtained. The value of K  can be calculated by using a 
numerical technique7 which is a combination of the method 
of “ false position” and the method of “ trisection” . A 
printout of the program is available from the authors.

It should be recalled that these equations all apply only 
if 1:1 complexes are formed. To test this it has been 
common practice to first obtain a Job plot8,9 unless there i 
is reason to assume a 1:1 complex initially. The relative 
concentrations of A and B are varied uiniformly from 100%
A through to 100% B, and one particular resonance is 
followed. For a 1:1 interaction, the Job plot has a max­
imum at 0.5 when [A]5; is plotted against mole fraction.

The greatest source of error when using concentration 
dependence to calculate K  must lie in the preparation o f 
samples, simply because each point on the concentration 
shift curve represents a different sample. If greater ac­
curacy is required, the number of points must be increased 
and hence if expensive or inaccessible materials are to be 
used this requirement may (a) preclude the repetition of 
the experiment and/or (b) necessitate the use of dilute 
samples.

A Variable Temperature Method. In an attempt to 
overcome these difficulties, a different method to obtain 
the association constant was sought. As part o f an ex­
tended NMR investigation, the interaction of A and B 
where at least one component contained an aromatic 
moiety, i.e., hydrophobic bonding, or x - jt interactions were 
present, was of interest to us. Laszlo and Williams10 
reported an instance in which the association constant, K, 
was calculated by following the change in chemical shift 
as a function of temperature. Others11“14 have also followed 
similar variable temperature procedures to determine K  
and thermodynamic parameters. The concept, at first 
glance, appears simple: protons within the complex which 
are located above the aromatic portion of an adjacent 
molecule experience an upfield shift in the NMR spectrum 
compared with the situation in the absence of the inter­
action. As the temperature is lowered, there is an increase 
in the chemical shift difference between the uncomplexed 
and partially complexed situations. This is consistent with 
the fact that at lower temperatures, molecular mobility, 
on the average, is less, and hence there is a greater degree 
of association present. As low solute concentrations are 
used, the solution viscosity can be ascribed entirely to the 
solvent, which in the present situation is water. Although 
the viscosity of water changes from approximately 9 mP 
at 20° to approximately 3.4 mP15 at 80°, this change is not 
significant when using the temperature variation method, 
as the chemical shift due to complex formation at each 
temperature is determined from two solutions (one con­
taining A and B and the other only one o f these) of vir­
tually the same viscosity. Therefore, raising the tem­
perature can be thought o f as the converse of adding an 
excess of one component (as is done with the concentration 
dependence method).

Laszlo and Williams10 considered solvent-solute in­
teractions. Here, eq 2 is applicable, where 5t is substituted 
for 5i( and as the concentration o f A and in particular B 
are maintained constant, these symbols are not sub­
scripted.

Thus, in the variable temperature method, eq 2 is the 
governing equation, as it is for the concentration method, 
but with the difference that now p = 8t/5C- Here 8t rep­
resents the difference in chemical shift of a particular 
resonance (or another suitable parameter, e.g., UV ab­
sorbance, etc.) in A at a given temperature when in the 
presence of B (i.e., ¿ a + b )  and in the absence of B (i.e., 5 a ) ,  

i.e., 5 t =  5 a + b  ~  5 a .
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TEMPCC)

Figure 2. The variable temperature plot of the differences In chemical 
shifts of a mixture of AMP and tryptophan methyl ester HCI, compared 
with AMP only. 0.01 M AMP and 0.25 M tryptophan at pH 7 were used.

Figure 3. The concentration dependence of the chemical shifts of the 
AMP base protons from the interaction of AMP and tryptophan methyl 
ester HCI at 21 °C , pH 7. 0.01 M AMP was used.

A suitable example which may be considered here is the 
interaction of tryptophan and adenosine 5'-monophosphate 
(AMP); this and similar interactions have been studied by 
Hélène and Dimicoli16,17 and others,18“20 and hence the 
complex formation between these solutes is fairly well 
understood.

The resonances of AMP, i.e., H-8, H-2, and H7! 
anomeric, were followed principally because these reso-

D . L. D e  Fontaine, □ .  K. R o ss, and  B . Terna i

Figure 4. The Job plot for the interaction of AMP and tryptophan at 
21 °C , pH 7.

TABLE I: A Comparison of the Association Constants 
(M 1, 21 °C) as Determined by Concentration and 
Temperature Variation Methods for the 
AMP-Tryptophan Interaction

Position

h 7~
(ano-

Method H-2 H-8 meric)
Concentration 6.36 4.07 5.96
Temperature 1.15 2.45 1.13

nances (cf. tryptophan) were sharp, well separated, and 
the protons were, fortunately, well distributed around the 
heterocyclic rings.

The S£ vs. T  (the chemical shift difference between the 
complexed and free forms of AMP vs. temperature for the 
AMP-tryptophan interaction) plots aré’shown in Figure
2.

The ô[ vs. ratio o f tryptophan/AMP plots (concentration 
method) are shown in Figure 3.

As the previously mentioned equations for calculating 
the association constant only apply to 1:1 complexes, it is 
necessary to check the molecularity o f the association. 
Therefore, a Job plot at 21 °C was obtained (Figure 4). As 
the curves were symmetrical about the concentration ratio 
o f 0.5, the association was considered to be 1:1. Foster21 
suggested that the Job plot was not always capable of 
distinguishing between interactions o f different stoi­
chiometry but Hélène and Dimicoli22 used the Job method 
to show that in acidic media, due to the changes borne by 
the solutes, the interaction between tryptophan and 
adenosine (compared with tryptophan and cytidine) 
contained some 2:1 as well as 1:1 complexes.

It can be seen that the concentration-shift curves have 
an asymptote to a <5C, but it is not clear from the tem­
perature curves what temperature should be considered 
to give the correct Sc. The technique Laszlo and W illiams 
used to solve this problem was to extrapolate their ôt vs.
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Figure 5 . The Job plot for the interaction of AMP and tryptophan at 11 °C , pH 7.

TABLE II: The Chemical Shift Changes (Hz) which 
Would Occur in the Fully Bound Complexes 
(Concentration Compared with Temperature Methods) 
for the AMP-Tryptophan Interaction

Position
—

(ano-
Method H-2 H-8 meric)

Concentration 64.5 57.8 45.7
Temperature 152.5 89.0 107.2

T  curves back to 0 K, assume that the shift so obtained 
was in fact that of the fully associated complex, and to 
calculate K from this value. If their treatment is followed, 
the K  values shown in Table I are obtained. It is also of 
interest to note the corresponding 5c’s, i.e., the shifts in the 
fully bound complexes (Table II).

It is clear that the association constant as determined 
from the temperature variation method is significantly 
smaller than that from the concentration method, and 
conversely, that the extrapolated 8C shifts from the tem­
perature method are much larger than those from the 
concentration method. The magnitude of K  depends on 
8, (or 8t) and 5C. As 5 2i ° c  (temperature method) is actually 
one point on the concentration curve, and these agree, 
therefore the point of disagreement between the two 
methods is most likely to be 8C (temperature). In case the 
molecularity of the association should change with tem­
perature, a Job plot.at 11 °C was also obtained (Figure 5).

Once again the maxima are at concentration ratio 0.5, 
indicating a 1:1 association.

In addition, a check on the pH as a function of tem­
perature was made, and it was found that the variation in 
pH was within the accuracy specifications of the pH meter. 
Hence, undue errors in the chemical shifts as a result of 
pH changes should not be present.

If the extrapolation back to 0 K is considered, the 
presence of a very slight curvature in the chemical 
shift-temperature plot within the observed relatively 
narrow temperature range, as compared with a straight line 
variation, could lead to a very large error in the estimation 
of 5C (Figure 6). Thus, as the extrapolation back to 0 K 
appears to overestimate 8C, this step should not be used 
in the calculation of K. Hence, there is a very real problem 
in calculating the correct value of 8C.

Abraham“  did not explicitly calculate the association 
constant, but eliminated K from a series of equations, and 
simultaneously matched the chemical shift-temperature 
data with the three parameters, 8C, AH, and AS. Proce­
dures such as these, where a number of parameters are

TEMP CC)

Figure 6. The chemical shift-temperature plot for H-2 in :he A M P - 
tryptophan interaction, show ng the relation between the observed range 
and that when an extrapolation to 0 K is carried out.

simultaneously solved, are prone to significant error. A 
more common procedure whenever temperature has been 
used in the context of association constants in the 
literature23“25-27 has been to perform a series of concen­
tration dependence experiments at different temperatures, 
and hence calculate K  at these temperatures. From this, 
AH (the enthalpy of the interaction) and AS (the entropy 
of interaction) can be obtained.

The relationships between the various thermodynamic
parameters are28

AG  = -R T  In K (8 )

and

AG = AH -  TAS (9 )

Thus

In I f  =
AS
R

AH
RT

where AG is the free energy of interaction, and R is the 
gas constant. Therefore, for a constant value of AS, plots 
o f In K vs. T 1 (van’t Hoff plot) should be approximately 
linear, with a slope of -AH/R. (The plot will be linear 
provided AH is independent of temperature.)

In order to ascertain the effect of 8C on the linearity of 
the In K  vs. T“1 plot, and using the temperature-shift data 
of H-2 from the AMP-tryptophan interaction, the cor-
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Figure 7. The <)c vs. correlation coefficient curve for H-2 of the 
AMP-tryptophan interaction, showing a maximum at approximately 65 
Hz.

relation coefficient (r) for eight cases were calculated with 
the following results:

(1 ) Sc = 35 .0  Hz, r =  0 .9585

(2) 5 C= 40.0  Hz, r=  0 .9875

(3) 5 C = 50.0 Hz, r =  0 .9935
(4 ) g c = 64.5  H z, r =  0 .9940

(5) 5 C= 80.0  Hz, r=  0 .9934

(6 ) 8C = 100 .0  Hz, r=  0 .9927

(7 ) 8 C = 152 .5  Hz, r=  0 .9916

(8 ) 5 C = 1600.0  Hz, r =  0 .9911

Cases 4 and 7 represent the 5C values as determined by 
concentration and temperature dependence (0 K ex­
trapolation), respectively.

A plot of <5C vs. r forms a curve of the type shown in 
Figure 7, and it appears that the value of <5C at which 
maximum correlation between In K  and T 1 is achieved 
is 5C ~  65 Hz.

The relationship between <5C and r suggests that a 
possible method to calculate <5C from variable temperature

TABLE III: The Calculated 6C and Association Constants 
(21 °C) for the AMP-Tryptophan Interaction, as Derived 
from the Variable Temperature Method ( Using the 
Linearization of the van’t Hoff Plot)

Position
H,'

H-2 H-8 anomeric
8C, Hz 5L9 5L2 41.5
K , M - 6.60 3.17 5.60

data would be to assume an initial value for <5C, and obtain 
the correlation coefficient for the relationship In i f  vs. T~l. 
Then, the value of <5C could be varied until the maximum 
value o f the correlation coefficient is found. To ascertain 
if this procedure does yield a unique value for <5C, a detailed 
computer listing of the 5C vs. r values in the region o f r 
(maximum) was generated and plotted (Figure 8) for a 
number o f cases.

It is obvious that there is, usually, noise about the 
maximum point (because increments in r are very small 
compared with increments in 5C) and, in addition, that in 
the region rmax ±2 Hz the curve can be approximated by 
a parabola.

In general it was found that parabolic curve fitting 
resulted in a shift in bc o f not more than 0.5 Hz from the 
value obtained without it.

The 8C and association constant values for the three base 
positions in AMP in the AMP-tryptophan interaction as 
determined by the linearization of the van’t H off plot are 
listed in Table III, and Figure 9 shows the plot of In i f  vs. 
T  1 for AMP + tryptophan (H-2 resonance).

Varying <5C to improve the linearity of In K vs. T 1 is in 
effect the same as optimizing the value of AH which 
satisfies the data, and comparisons of Tables I, II, and III 
indicate that this is indeed a valid method for the de­
termination of if.

Prior to this method of 8C (temperature) determination, 
the i f  values were far too low and 5C values too large when 
compared with the corresponding values obtained by the 
concentration method. While it is not necessary that the 
5C (temperature) values should agree with £c (concentration)
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Figure 8. Correlation coefficient (i) vs. bc (from temperature data) for a number of amino acid-nucleotide combinations.
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a Reference 18.

TABLE IV: A Comparison of the Thermodynamic
Parameters for the Interaction between AMP and
Tryptophan at 25 0 C as Determined by Moritaa and
from the Present Work

0'

;(
/ ,./a/ 2. oJ

08

10

~8

'""0
E
~6

0-
E
'",z4

As the values of MI and t.S (H-2 and HI') from the two
techniques agree so w611 (compared with the association
constants or t.G), this might indicate that MI and t.S as
determined via NMR may be applicable to the interaction
as a whole, as compared with K values which refer to
particular positions within the molecule.

Therefore, dependins on the information required, it is
possible to determine the association constant with equal
validity by varying the concentration or the temperature
and, in general, if MI (and t.S, t.G) is required, the de­
termination of K by the variable temperature method
would require less expenditure of effort and, from the point
of view of sample preparation, would possibly involve less
error. A computer program is available from the authors
upon request.

797

12

o0~""'--~"""'''''4---''--''''6.......---"8---'-1....0 ..................12--

Keone (I/mol .. )

Figure 10. The correlation of K determined by concentration variation
compared with the two mettods of temperature variation for a number
of tryptophan-amino acid interactions: (e) represents the linearization
of the van't Hoff equation; (0) represents the extrapolation to 0 K, and
the straight line indicates the position of exact correlation between
association constants dete 'mined by concentration compared with
temperature methods. The number refers to the following sites in
tryptophan-amino acid int~tions: GpA (1) A-8 (2) A-2 (3) A-anomeric,
dAMP (4) A-8 (5) A-2 (6) A-anomeric; AMP (7) A-2 (8) A-8 (9) A­
anomeric.

Experimental Section

All chemical shift work was performed on a JEOL
PFT-l00 NMR spectrometer with D20 solvent supplying
the deuterium lock. A Metrohm precision compensator
E388 was used to measure the pH. Adenosine 5'-mono­
phosphate sodium salt and L-tryptophan methyl ester HCl
were obtained from Sigma Chemical Co. Both were of high
purity and used without further purification. Deuterium
oxide (99.75%) was obtained from the Australian Atomic
Energy Commission, and solutions were adjusted to pH
7 with citric acid-phosphate buffer.

The association comtant determinations (concentration
variation) were carried out at the NMR probe temperature
(21°C) and the temperature was controlled by the built-in
variable temperature accessory, and calibrated with
standard samples. It is estimated that the stated tem­
peratures are accurate to :i:l °C.

AMP (2 mg/0.5 roL) was used in both the concentration
and temperature variation methods. When determining
the association constant by the concentration method, the
ratio of tryptophan/AMP was varied (the concentration
of AMP was constant), and the chemical shift of the AMP
resonances were noted. Acetonitrile was used as an in­
ternal reference (0 = 2.02).

34 35 3·6

/
o

o

-~G, -t:J.H, -t:J.S,
kcall kcall callmol
nol mol deg

(a) Moritaa 1.28 6.8 18.5
(b) Present work H-2 1.02 6.7 19.0

H' C.96 6.7 19.3I

H-8 C.70 2.6 6.6
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28 29 20 31 32 33
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FIgure 9. The van't Hoff plot for the '-1-2 resonance of the AMP­
tryptophan interaction.

exactly as, after all, the physical processes involved are
different, the agreement should be better than that ob­
tained when extrapolation to 0 K is used, if K values are
to agree at all. Considering the H-2 resonance in AMP,
the K value (concentration) is 6.36 M-I, compared with 6.60
M-I via linearization of the van't Hoff plot and 1.15 M-I

via extrapolation to 0 K.
Figure 10 shows the correlaticn of K as determined by

concentration variation compared with the two methods
of temperature variation (linearization of In K vs. r-I and
extrapolation to 0 K) for a number of different amino
acid-nucleotide combinations. It is clear that the
agreement between the associaticn constant as determined
by (a) concentration variation and (b) that determined by
optimization of In K vs. r-I is much better than between
(a) and (c) when the chemical shift is extrapolated to 0 K
to give DC by temperature variation.

Morita18 used UV spectrosccpy to determine the as­
sociation constant, and hence AG, for AMP + tryptophan.
In addition, Ml and AS were c.etermined from the tra­
ditional van't Hoff plot. For comparison purposes, Table
IV lists the values of AG, MI, and AS at 25°C for the
interaction (a) as determined ty Morita, and (b) as de­
termined by us.

The values of Ml and t.S for H-2 and HI' are in sur­
prisingly good agreement with Morita's work. The cor­
relation coefficient for the va..,'t Hoff plot for H-8 is
significantly poorer than for H-2 or HI' (0.988 compared
with 0.998) and this may explain the lack of agreement
between MI and AS for H-8 and the other positions within
AMP. The association constant at 25°C as calculated by
Morita is 8.67 M-l, and from the present work (H-2) is 5.62
M-I. Morita used UV spectroscopy and, with that tech­
nique, the association constant and thermodynamic pa­
rameters are determined for the molecule as a whole. This
is compared with the NMR m6thod, where these values
are determined for different pos~tions within the molecule.
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A 1:1 sample of AMP:tryptophan gave chemical shifts 
which were considered too small to be used accurately, i.e., 
the proportion of complexed AMP /  tryptophan was rel­
atively small. Therefore, for variable temperature work, 
samples were prepared in which the ratio of AMP:tryp- 
tophan was 1:25.
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Emission S pectra  of C H 30 ,  C 2H 50 ,  and /-C 3H 70  R adicals
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Revised Manuscript Received February 7, 1977)

Emission spectra of CH30, C2H60, i-C3H70, and NO are obtained in the photolysis of corresponding alkyl nitrites 
by iodine, mercury, xenon, and krypton lamps. The excitation thresholds to produce RO fluorescence are also 
determined as 6.02 eV (CH30), 5.90 eV (C2H50), and 5.82 eV (¿-C3H70). The (0,0) band of the electronic transition 
of CH30  between the ground state and the first excited state is estimated to lie near 305 nm. The ratios of 
electronic quenching rates to fluorescence rates of RO with 13 foreign gases eue determined and from the 
self-quenching rates the fluorescence lifetimes are estimated as follows: ~ 3  gs  (CH30), ~1  gs  (C2H50), and 
~0.3 gs  (¿-C3H70).

Introduction
Alkoxyl radicals are supposed to be important inter­

mediates in the combustion and hydrocarbon oxidation 
processes.2 However, the spectroscopic information has 
been scarcely obtained thus far even for the prototype 
alkoxyl radical, CH30 .

The near ultraviolet photolysis (300 < X < 400 nm) of 
alkyl nitrites in the gas phase has been considered to 
produce alkoxyl radicals in the major primary process3
RONO + hv-> RO + NO (1)

However, although first ascribed to CH30 ,4 the transient 
species whose absorption spectrum was observed in the 
flash photolysis of methyl nitrite was later reassigned to 
HNO which would be formed in the secondary process.5 
Thus the absorption spectra of CH30  and higher homo­
logues have not been found.

Emission spectra were first observed by Style and Ward6 
in the photolysis o f CH3ONO and C2H5ONO using a 
hydrogen continuum lamp. The species giving the 
emission bands in the near-ultraviolet to visible region were 
proposed to be CH30  and C2H50 , respectively.

In order to establish the fluorescence of alkoxyl radicals, 
the emission spectra in the photolysis of CH3ONO, 
C2H 5ONO, ¿-C3H7ONO, and £-C4H9ONO using iodine 
(206.2,187.6 nm), mercury (184.9 nm), xenon (147.0,129.5
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nm), and krypton (123.6, 116.5 nm) lamps as well as a 
deuterium continuum lamp were investigated. Photolysis 
by the iodine or the mercury lamp gave the emission 
spectra between 290 and 450, 330 and 500, and 360 and 
520 nm for CH3ONO, C2H5ONO and ¿-C3H7ONO, re­
spectively.

From the threshold energies of the exciting photons 
required to give the emissions, the emitters are most likely 
the first electronically excited states of CH30 , C2H50 , and 
¿-C3H70 , respectively. No emission was observed when
i-C4H9ONO was photolyzed by the iodine or the mercury 
lamp. When these nitrites were photolyzed by the xenon 
or the krypton resonance lamp, (3 and y bands of NO were 
observed but no emission of alkoxyl radicals was observed. 
The ratios o f electronic quenching to fluorescence rates 
for the excited CH30, C2H50 , and i-C3H70  radicals by 13 
foreign gases were obtained.

Experimental Section
Methyl, ethyl, and isopropyl nitrites were prepared by 

the dropwise addition of 50% H2S04 to saturated solutions 
of N aN 02 in methanol, ethanol, and 2-propanol, respec­
tively. They were purified by gas chromatography (col­
umn, dimethylsulfolane), degassed, and stored in darkened 
traps at -80 °C. Commercially available tert-butyl nitrite 
(T ok jo  Kasei Co.) and ethyl nitrate (Tokyo Kasei Co.)
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Wavelength (n m)

Figure 1. Emission spectra obtained in the photolysis of (a) 0 .5 Torr 
of CH3ONO and (b) 0.5 Torr of CH3ONO +  130 Torr of Ne using an 
iodine lamp. Background at the bottom. Spectral slit width was 1.0 
nm.

were also purified and stored by the same method as above. 
Dimethoxylmethane, (CH30 )2CH2, (Tokyo Kasei Co.) was 
used without further purifications except degassing. 
Quenching gases (Takachiho Co.) were used without 
further purifications. The photolysis cell was made of 
pyrex and had one LiF window on the side of incident light 
and one quartz window at a right angle to it for the de­
tection of emitted light. On the opposite sides of both 
these windows were two light traps. Iodine, mercury, 
xenon, and krypton lamps were operated with a 2450-MHz 
microwave generator. An iodine lamp was used with 
cooling of the side arm to -10 ±  1 °C in order to diminish 
emission lines from iodine molecules. The fluorescence 
spectrum was taken by means of a Nikon monochromator 
(Model P-250, /  = 4.5) with a 1200 grooves/mm grating 
and Hamamatsu T.V. R-585S photomultiplier (spectral 
sensitivity, 160-650 nm). The output was fed to a pulse 
amplifier and recorded on a strip chart recorder after 
analogue integration.

In the experiments determining the threshold energies 
required to give the emissions and the electronic quenching 
rates, the excitation source was replaced by a deuterium 
lamp coupled with a Nikon P-250 monochromator and the 
fluorescence intensity was monitored through a glass filter. 
In measuring the quenching rates, the excitation wave­
length was set at 199 ±  1 nm where interference by the 
fluorescence o f small amounts of NO formed in the 
photolysis was found to be minimum.

Results
Emission Spectrum. Figures la, 2a, and 3 show the 

emission spectra (spectral slit width, 1.0,1.0, and 1.5 nm, 
respectively) obtained in the photolysis of CH3ONO, 
C2H5ONO, and ¿-C3H7ONO, respectively, using the iodine 
lamp. The emitters are most likely electronically excited 
CH30, C2H50, and 1-C3H7O, respectively, as will be dis-

(a)

440  400  360 320

(b)

Figure 2. Emission spectra obtained in the photolysis of (a) 0.5 Torr 
of C2H6ONO and (b) 0.5 Torr of C2H5ONO +  40 Torr of Ne using an 
iodine lamp. Background at the bottom. Spectral slit width was 1.0 
nm.

Figure 3. Emission spectrum obtained in the photolysis of 0.5 Torr of 
/-C3H7ONO using an iodine lamp. Spectral slit width was 1.5 nm. Any 
noticeable change in the spectrum was not observed when inert gas 
was added.

cussed later. The emission intensity was found to be 
maximum at a pressure o f about 0.5 Torr of nitrite. No 
correction was made for the spectral sensitivity of the 
detection system. When these nitrites were excited by the 
mercury lamp, the same spectra as in Figures la and 2a 
were obtained although the much intense scattered lines 
from the lamp obscured the details o f the spectra. 
Photolysis of (CH30 )2CH2 by the krypton lamp and 
C2H5ONO2 by the xenon lamp gave same spectra as in 
Figures la  and 2a, respectively. However these emission 
spectra were much weaker than those obtained in the 
photolysis of alkyl nitrites. Photolysis of t-C4H9ONO by 
either the iodine or the mercury lamp gave no emission.

As shown in the figures, the emission spectrum of CH30  
starts at about 290 nm and extends over 450 nm with a 
maximum at about 350 nm. Similarly the spectrum of 
C2H50  starts at about 330 nm and extends over 500 nm 
with a broad maximum at about 400 nm. With a spectral 
resolution of 1.0 nm, both spectra show diffuse banded
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v ’= 1-------1------------1----------1----------1---------1---------------- 1------- r
V'-n 7 6 5 4 3 1 0
—“ i----------- 1---------- 1---------- 1--------- 1---------1---------1---------

6 5 4 3 2 1 0

Figure 4. Emission spectrum of y  bands of NO in the region 21 0 -30 0  
nm obtained in the photolysis of 0.5 Torr of C2H6ONO at 147.0-nm  
irradiation. Spectral slit width was 0.9 nm.

Y-band(0,10)____________ (09)_________ (08)__________ (0 «

Figure 5. Emission spectrum of B and y  bands of NO in the region 
3 0 0 -4 0 0  nm obtained under the same experimental conditions as in 
Figure 4.

structures. When Ne, Ar, or N2, which was found to be 
an inefficient electronic quencher, was added to the ni­
trites, several bands in the spectrum became sharper and 
better resolved. Figures lb  and 2b show the emission 
spectra obtained when CH3ONO with 130 Torr of Ne and 
C 2H5ONO with 40 Torr o f Ne were photolyzed by the 
iodine lamp, respectively. The spectral slit width was the 
same as in Figure la  or 2a. The emission spectrum of
1-C3H7O is red-shifted compared with C2H50 and almost 
structureless even when inert gas was added.

In order to measure the threshold wavelengths required 
to give the emission spectra, the fluorescence intensity was 
monitored by scanning the incident light through a 
monochromator with a spectral resolution of 1.0 nm. 
These were determined to be at 206 ±  1 nm for CH3ONO, 
210 ±  1 nm for C2H5ONO, and 213 ±  1 nm for ¿-C3H7ONO.

Photolysis of CH3ONO, C2H5ONO, ¿-C3H7ONO, and 
£-C4H9ONO by using either the xenon or the krypton 
resonance lamp all gave (B and y  bands of NO, but no 
emission spectrum of alkoxyl radicals was observed. 
Figures 4 and 5 show the emission spectra of NO in the 
regions o f 210-300 and 300-400 nm, respectively, in the 
photolysis o f C2H5ONO using a xenon resonance lamp. 
The y  bands consist of v' = 0 and 1 progressions and /? 
bands consist of v' = 0 progression as shown in Figures 4 
and 5. The appearance of y bands are much the same for 
other nitrites and also in the photolysis by the krypton 
resonance line. The emission intensity of NO was found
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Figure 6. Stern-Volmer plots corresponding to. eq 8 for methyl, ethyl, 
and isopropyl nitrites. The ratios of slope to intercept give 36 T o r r 1 
(CH3ONO), 20 T o r r 1 (C2H5ONO), and 6.5 T o r r 1 (4C3H7ONO).

to be maximum at a pressure o f about 0.5 Torr. The 
apparent intensity ratios of $ to 7 bands decrease for 
CH3ONO, C2H5ONO, and t-C4H9ONO, in that order.

Electronic Quenching. When methyl, ethyl, and iso­
propyl nitrites are photolyzed with irradiation at 199 ±
1.0 nm, electronically excited CH30*, C2H50*, and i- 
C3H70* radicals are formed, respectively.
RONO + hv -  RO* + NO 0 (1 )

The deactivation processes of these excited alkoxyl radicals 
are supposed as follows:
RO* - *  RO + h v ' k x (4)
RO* -»• RO k nx (5)
RO* + RONO ->■ quenching and/or reaction fcsq (6)

and, when the foreign gas is added, the following process 
should be included:

RO* + M -> quenching and/or reaction feq (7)

It should be noted that reactions 6 and 7 involve both 
overall physical and chemical quenching processes.

Steady-state analysis leads the following relations when 
M is absent or present:

n - - ° N Q ] = fcsq[R O N O ] + knx + kx 
*0

7o/J = 1 +
kn

fesq[R O N O ] + ftnr + fer
[M ]

(8)

(9)

where I  and / 0 indicate the fluorescence intensities with 
and without M, respectively, and a is a constant inde­
pendent of [RONO].

The plots based on eq 8 are shown in Figure 6. The 
ratios of slope to intercept give 36 Torr”1 (CH3ONO), 20 
Torr 1 (C2H5ONO), and 6.5 Torr”1 (¿-C3H7ONO). Then 
from the value of ksJ  (km +  kT) and the slope of the plots 
for eq 9, the values of kq/(km + kT) are obtained for various 
quenchers. In Table I the values of kq/(km + kt) and 
heq/{km +  kT) are given. Relative quenching cross sections 
normalized to that for CO, <r(M)/V(CO), are also given in 
Table I.

Discussion
Emission Spectrum. The wavelengths of some of the 

vibrational bands in the emission spectrum shown in
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TABLE I:.* Quenching Rates o f  CH30 * , C2HsO*, and i-C3H70*

Collision
partner

CH,0* c 2h 5o * i-C3H70 *

cm 3 m olecule1 u(M)/cr(CO)
+ r̂)> 

cm 3 molecule-1 o(M )M C O )
V (fenr + fer)> 

cm 3 molecule*1 o(M )/a(CO)
CO 3.2 X IQ-16 1.0 1.3 X 10-’ 6 1.0 3.3 X lO“17 1.0
Ne <3 x IO '16 <0.01
Ar <3 x 10‘ 18 <0.01
Kr 2.8 x 10*17 0.11 6 X IO '18 0.06 <1.5 x 10-‘ 8 <0.06
Xe 3.4 X 10-16 1.4 1.4 X 1 0 - '6 1.5 3.7 X 10~'r 1.6
CO, 1.8 x 10-16 0.65 6.1 x 1 0 - '7 0.51 1.6 X IO-'"7 0.53
o2 1.0 X 10*16 0.33 3.0 x IO '17 0.23 8.5 x IO"18 0.26
n 2 5 x 10-!B 0.01 <1 x IO '18 <0.01
h 2 2.3 X 1 0 -'6 0.25 7.6 x 10*>7 0.19 1.6 x 10-17 0.15

- CH„ 3.6 X 10-1 6 0.97 1.3 x 10*16 0.79 3.0 x 10“17 0.71
c 2h 6 6.4 X 10-16 2.0 2.7 x 10-’ 6 2.1 6.7 x IO '17 2.1
C A 1.1 X 10*15 3.7 3.6 X 10*16 3.1 1.0 X IO’ 16 3.6

9.1 X 10-16 2.9 3.3 x 1 0 '16 2.5 6.8 X 10~‘ 7 2.0
‘¿ k 'ö N O 1.1 X 1 0 - 's 4.0
c 2h 5g n o  ' 6.2 X 10*16 5.7
iîC3H7ONO 2.0 X IO "'6 8.1

TABLE II: Wavenumbers o f  CH30  Emission Bands in cm 1 (nm)
v'

u" 0 1 2
0 [32 800 (305) 800]“ 33 600 (298) 500 34 100 (293)

1 100 1 300 1 200
l [31 700 (315) 6 0 0 f 32 300 (310) 600 32 900 (304)

1 100 1 000 1 100
2 30 600 (327) 700 31 300 (320) 500 31 800 (314)

1 100 1 100 1 000
3 29 500 (339) 700 30 200 (331) 600 30 800 (325)

1 000 1 000 900
4 28 500 (351) 700 29 200 (343) 700 29 900 (335)

1 000 1 100 1 100
5 27 500 (364) 600 28 100 (356) 700 28 800 (347)

1 000 1 000 1 000
6 26 500 (377) 600 27 100 (365) 700 27 800 (360)

1 000 1 000
7 26 100 (383) 600 26 700 (374)

0 These values are estimated from vibrational frequencies.

Figure 1 agree well with those observed in the early work 
of Style and Ward, and the emitting species is the CH30  
radical. The fact that the same spectrum was obtained 
when dimethoxylmethane was photolyzed by a krypton 
resonance lamp supports the above assignment.

The vibrational structure was better resolved upon the 
addition o f 130 Torr of Ne and some of the bands were 
found to be enhanced as can be seen in Figure lb . This 
effect would be due to the vibrational and rotational re­
laxations by collisions in the electronic excited state of 
CH30 . The relatively enhanced bands at 364, 351, 339, 
and 327 nm would most likely be assigned to the v' = 0 
progression. It would then be easy to assign other bands 
to v' = 1 and 2 progressions. Results are given in Table
II. The bands at 304 and 293 nm were assigned to the 
members of the v'= 2 progression rather than that of the 
v' = 0 progression taking the expected Franck-Condon 
factors into consideration. Although the v" numbering 
could not be determined unambiguously, the energetic 
limitation, £ 0(CH3O) < 4.21 ±  0.05 eV (>295 ±  3 nm), as 
will be derived below, leaves the only limited choice of the 
v" numbering, where E0(CH3O) is the energy of the (0,0) 
fluorescence band o f CH30 . If the band at 293 nm is 
assigned to (2, 0) band, the (0, 0) band should lie at 305 
±  1 nm from the vibrational spacing obtained in Table I. 
Alternatively if the band at 293 nm is assigned to the (2,
1) band, the (0,0) band should be at 294 ±  1 nm. Although 
the latter assignment barely satisfies the above energetic 
requirements, the former assignments would be much more

probable, since the above energy limit was based on the 
assumption that the fragments have no excess internal or 
kinetic energies at the threshold. Slight excitation in any 
of the internal or external mode lowers the E0(CH3O) value 
and the (0, 0) band at 294 ±  1 nm would then be ener­
getically impossible. Thus the (0, 0) band o f the CH30  
fluorescence can be determined at 305 ±  1 nm or 4.07 ±
0.02 eV.

Table II shows that the vibrational frequencies are 
1000-1100 cm 1 in the lower state and 500-700 cnT1 in the 
upper state. Recent ab initio calculation o f CH30 (X 2E) 
and CH30*(A2A!)7 showed that the length o f CH3- 0  bond 
increases from 1.44 Â in the ground state to 1.65 Â  in the 
excited state. The difference of geometry between the 
ground state and the excited state is consistent with the 
difference of the above vibrational frequencies. Although 
the calculated excitation energy o f 3.59 eV (346 nm) is 
somehow smaller than our experimental value of 4.07 ±
0.02 eV (305 ±  1 nm), the emission bands in Figure 1 are 
most likely assigned to the A2Ai -*• X 2E transition of 
CH30.

The spectrum in Figure 2a obtained in the photolysis 
of C2H5ONO by the iodine lamp is more diffuse than that 
of CH30  and the vibrational structures can hardly be 
resolved. However the spectrum in Figure 2b obtained 
after the addition of 40 Torr o f Ne has much clearer vi­
brational structure. Several bands which are enhanced in 
Figure 2b would belong to the v' = 0 progression. The 
other progression observed in Figure 2b would then cor-
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TABLE III: Wavenumbers of C2HsO Emission 
Bands in cm-1 (nm)

v'

v” 0 1

v" + 0 

1

28 200 
1 TOP 

'27 106

(355)

.-.(369) 600 27 700 (361)

2
1 100 

26 000 (384) 700
1 000 

26 700 (375)

3
900 

25 1Ô0 (399) 500
1 100 

25 600 (390)

4
800 

24 800 (404)

respond to that from the v’ = 1 level. The assignment of 
these vibrational hahds ¿re given in Table III, although 
the v" numbering cpuld not be determined. The vibra­
tional spacings are 1000-1100 cm"1 in the lower state and 
500-700 cm"1 in the excited state. The similarity of these 
vibrational frequencies to those of CH30  strongly suggests 
that the emitting species in Figure 2 is the C2H50  radical, 
and the above vibrational spacings would correspond to 
the C2H5- 0  stretching mode. The fact that the same 
spectrum was obtained in the photolysis of C2H50 N02 by 
the xenon lamp further supports this assignment.

The emission spectrum observed in the photolysis of 
isopropyl nitrite by the iodine lamp was much more diffuse 
than that of C2H50 . This spectrum is further red-shifted 
than that of C2H50  and the emitter would be the i-C3H70  
radical. . •

The photodissociative excitation process
ROÑO + hv -  RO* + NO

is assumed to be responsible for the emission spectrum of 
RO* observed in this study. Then the energy of (0,0) band 
o f RO fluorescence, 2?0(RO*), may be calculated as

.E0(R O * ) <  E0(hu0) -  D°(R O -N O ) (10)

by assuming that either the internal or external mode of 
the fragments is not excited at the excitation threshold, 
where E0(hv0) is the threshold energy of incident light to 
give the fluorescence of RO. ' The values of D°(RO-NO) 
have recently been determined8 to be 1.81,1.84, and 1.80 
±  0.04 eV for methyl, ethyl, and isopropyl nitrite, re­
spectively. For these nitrites, the values o f E0(hv0) have 
been determined in this study to be 6.02, 5.90, and 5.82 
±  0.03 eV, respectively. Then the upper limits of E0(RO*) 
can be calculated as 4.21, 4.06, and 4.02 ±  0.05 eV or 295, 
305, and 308 ±  3 nm for methoxyl, ethoxyl, and isopropoxyl 
radicals, respectively. In consideration of this energy 
limitation and the vibrational analysis of the CH30  
fluorescence, the value of .E0(CH3O*) was determined to 
be 4.07 ±  0.02 eV or 305 ±  1 nm.

Electronic Quenching. The values of the relative 
quenching cross section of CH30*, C2H50*, and i-C3H70* 
for each collision partner show the same trends. They are 
relatively large for parent molecules, hydrocarbons, Xe, 
CO, and decrease for C 0 2, 0 2, H2 in that order. The 
electronic quenching cross sections for Ne, Ar, and N2 are 
very small and these molecules seem to contribute to 
vibrational and rotational relaxations in the electronically 
excited state as seen in Figures 1 and 2.

It should be noted that the values of kq/(knl +  fer) for 
the same quenchers and of ksJ (km +  kr) for the parent 
molecules decrease from CH30 *  to i-C3H70*. This trend 
may be due to the fact that the value of km +  kT increases 
from CH30 *  to i-C3H70*, i.e., the fluorescence lifetime of 
larger RO* radical is shorter than that of smaller one. If

Figure 7. The relative quenching cross sections of CH30 *  vs. the 
parameter of Rossler10 for 13 molecules.

the electronic quenching of RO* occurs at the rate of every 
collision with the parent molecule, the maximum rate 
constant of kni + kr or the minimum fluorescence lifetime 
Tf = (km + kr) 1 may be calculated. The minimum values 
of Tfthus estimated are 3,1, and 0.3 ps for CH30*, C2H50*, 
and i-C3H7*, respectively. These values are o f the same 
order of magnitude as the fluorescence lifetime o f OH 
radical in the A2S+ state, which is about 1 ms.9

Concerning electronic quenching, three models10"12 have 
been proposed to date. All models were based on only 
physical quenching processes. In an early model10 the 
quenching cross section was correlated briefly to the dipole 
polarizability and the reduced mass. In two other mod­
els,11,12 collision-induced radiationless transitions were 
assumed to be caused by the mixing of the initial and final 
states of the system, which is due to a long-range dispersion 
force. However, application of these models to the 
electronic quenching of RO* gave unsatisfactory results. 
For example, the plots of a vs. m1/2«  for CH30 *  based on 
an early model10 are shown in Figure 7. As seen in the 
figure, quenching cross sections with.J.3 gases are classified 
in two groups, viz., rare gasës and N2, and other eight 
molecules. This result would suggest that CH30 *  is 
quenched by chemical reactions as well as by physical 
processes for eight molecules.

«■ i-
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Pulse Radiolysis of the Cyanate Anion in Aqueous Solution
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The reaction of OH radicals with NCO“(X )  has been investigated by the pusle radiolysis technique. Irradiation 
of cyanate anion solutes produced a transient species absorbing at Ama„ 330 ran (c 1000 M“1 cm'1)- The spectrum 
has been assigned to a complex form of the cyanate radical which arises from a reaction of OH with the solute. 
The second-order rate constant was established via competition with alcohols and was found to be OH + NCO“ 
(H+) —i► HNCOOH (1), k = 5.9 ±  0.7 X 107 M“1 s'1. The HNC02” radical (XOH”) complexes with a solute anion 
according to HNC02H + NCO' (NCO)2~ + H20  (5), K = 100 ±  20 M' 1 with kb = 4.5 X 106 M' 1 s' 1 and fe_5 
= 4.4 X 104 s '1. The decay of (NCO)2 is of second order and depends on solute concentration. A radical-radical 
recombination set of reactions is proposed. .

Introduction
Pulse radiolysis and flash photolysis oxidation of halides 

and some pseudohalides (X-) produce transients absorbing 
in the 330-500-nm region. The mechanism of the oxi­
dation reaction has been interpreted by the production of 
the corresponding radical anion (X 2~).

The simple mechanism adopted assumed the formation 
of the radical (X) by an electron transfer reaction from the 
halide anion.1' 5 In pulse radiolysis, OH radicals are 
generated and the electron transfer reaction is
X" + OH -» X + OH' (1)

Similarly, in flash photochemistry of some halide and 
pseudohalide anions an appropriate photon will cause the 
emission o f an electron from an excited state:

X- X-* -  X + eaq~ (la)

These reactions, producing by different pathways the 
same transient, are followed by the reaction:
X + X- i? X 2- (2)

forming the radical anion. (X 2 ).
Matheson et al.'6 studied the reaction of Br“ with OH 

radicals and suggested replacing reaction 1 by the sequence 
of reactions:
X' + OH 2? XOH- ‘ ’ (3)
XOH- ±5 X + OH- ' (4)

Recently, Zehavf and Rabani7,8 and Behar, Bevan, and 
Scholes,910 studying the oxidation of Br“ and NCS“, 
concluded that the formation of the radical ion could be 
a result o f an additional reaction:

XOH- + X- ±5 X 2- + OH' (5)

Thus, the mechanism of X 2~ formation could be de­
scribed by reactions 2-5. Very recently Behar and 
Fessenden14 studied the cyanate system by the radioly- 
sis-ESR method and came to the conclusion that the 
transient is a proton containing radical (H N C 02“ or 
HNCOOH) produced via reaction 3.

The absorbing transient species was suggested to be X 2“; 
however, it should be mentioned that other intermediates 
(XOH ) could absorb in the same wavelength region.10,13

In view o f the above knowledge on the oxidation of 
halide and pseudohalide anions, we investigated the

* Present address: Chemistry Department, Ohio State University, 
Columbus, Ohio 43210.

cyanate system (NCO-) by pulse radiolysis. Unfortunately, 
due to the chemical properties of this anion, alkaline 
solutions (pH >9) could not be studied.

Experimental Section
The pulse radiolysis apparatus, the experimental 

methods involved, and the analysis of the results have been 
described elsewhere.15 Electron pulses of 0.2-1.0 ps (OH 
radical concentration from 1.4 to 9.4 X 10“6 M) were used. 
Dosimetry was carried out using N20  saturated 10'2 M 
Fe(CN)64“ solutions assuming G(Fe(CN)63“) = 6.1.16 For 
calculation of the extinction coefficient o f the transients, 
G(OH) = 2.7 for argon saturated solutions and G(OH) =
5.6 for N20  saturated solutions were assumed over all the 
concentration ranges used.4

The rate constants measured from the oscilloscope traces 
are defined as kobad = 1/[X  ] d In (Dmax -  Dt)/dt. It is the 
observed second-order rate constant of formation when 
direct measurements o f the absorbing species were in­
vestigated (Dmax is the maximum optical density o f the 
transient absorbing species) Dt is the measured optical 
density at time i).

Potassium cyanate (KNCO, Fluka purum) was re­
crystallized at least three times from a water-methanol 
mixture.17 The purity of this compound was checked 
spectroscopically (Xmax 195 nm; emax 1.1 X 103 M“1 cm“1). 
All other materials were of analytical grade.

Solutions were made up in triply distilled water 
deaerated by ultrapure gases (i.e., argon or N20 ).

Dilute analytical grade acid (HC104) or base (NaOH) 
was added to adjust the pH. Usually neutral solutions (pH
5.0 ±  0.4) were studied.

Results and Discussion
When fast electrons are absorbed in water the effect may 

be described by the overall reaction
H20  eaq, H, OH, H„ H20 2, H30 + (6)

and the ensuing chemistry occurring in aqueous solutions 
can be accounted for in terms of these initial entities; the 
yields o f the products G (G = number o f species per 100 
eV) were as follows: Ge - = 2.7, GH = 0.55, G0H = 2.7, GHz 
= 0.45, GH2o2 = 0.7.

When N20  saturated NCO neutral solutions are irra­
diated by a single pulse, a transient species is formed with 
an absorption maximum at 330 nm (Figure 1). When 
oxygenated solutions were used, the absorption at 330 nm 
was exactly one half of that observed in the N20  saturated 
solutions. Addition of alcohols suppressed the absorption 
at 330 nm.
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Figure 1. Absorption spectrum of transient obtained from the reaction 
of OH radicals with NCO~. N20  saturated solution of [N C O ] =  10"1 
M, [OH] =  9.7 X 10"6 M at pH 5.0 ±  0.2.

These results seem to indicate that OH radicals formed 
during the radiolysis of water react with NCO" to produce 
the transient absorbing species.

In N 20  saturated solutions where all eaq~ are converted 
to OH
N20  + eaq -  N2 + OH + OH- (7)

thus G(OH) = G6jq- +  G0h =  2G0h in oxygen saturated 
solution'

e aq +  *-*2 0 2 ( 8 )

and G(OH) = Goh m alcohol solutions, suppression of the 
transient is due to
RCH2OH + OH -  RCHOH + H20  (9)

The reaction between NCO" and OH could be the electron 
transfer-addition reactions similar to those observed in 
other halide and pseudohalide systems or, even though 
unlikely on thermodynamic grounds, an oxygen abstraction 
reaction resulting in the production of H20 2, followed by
NCO' + OH ->• CN- + H 02 (10)
HO, + H 02 -  H20 2 + 0 2 (11)

or
NCO' + OH + H+ -  CN + H20 2 (12)

This last possibility was nevertheless investigated. As 
expected no increase in GHzo2 (0.75) was found (both in y 
and pulse radiolysis). This eliminated the possibility of 
an abstraction reaction.

The formation rate constant of the transient and its 
absorbance was found to depend on the cyanate con­
centration (Figure 2). Since this rate constant was found 
to be equal to 5.9 ±  0.7 X  107 M“1 s"1 (vide infra), it is 
readily shown that for the concentration range used (8 X  
10"2 >  [NCO"] > 5 X  103 M and 9.7 X  10"6 > [OH] > 2.9 
X  lO ^ M )  the interference of the OH recombination re­
action

0H + 0 H ^ H 20 2 (ft2I = 1 x 1010M -‘ S'1)17 (13)

is negligible.

Figure 2. Tbe variation of the pseudo-first-order formation rate constant 
(^obsdlNCC)-]) with NCO" concentration at pH 5.1 ±  0 2. Each rate 
constant in the curve is a mean value calculated from values obtained 
at various doses (OH radical concentration of.2.9, 3.9, 5.7, 8.5, and 
9.7 X 10~6 M). The deviation in these rate constant was ±1 0 %  or 
better.

At lower concentrations of NCO" the recombination 
reaction should be taken into account.

The possibility of the formation of the NCO radical from 
the H N C 02" radical ion (the OH adduct intermediate, 
reaction 3) or its protonated form HNCOOH, which differs 
from an activated complex by its lifetime and its ability 
to react with solutes, was investigated by the alcohol 
competition method as suggested by Zehavi and Rabani.7,8 
They showed that if XOH" is an intermediate reacting with 
X" to form X 2 via reaction 5, and equilibrium 2 is shifted 
to the X 2 side, the competition with alcohol on the OH 
radicals will effect the X 2 concentration as follows

J>°max k9 [R C H 2OH] /  k- 3 \
Anax kg [X " ]  \ fe4 + fe 5[ X r ] /  U

where D°max and Dmax are the absorption o f X 2~ in the 
absence of alcohol and in the presence of alcohol RCH2OH, 
respectively. From eq I it seems that G°max/G mai is a 
function of the relative concentration of alcohol to X " and 
of the absolute concentration of X". The results o f the 
alcohol competition reaction are shown in Figure 3. 
Regardless of the alcohol used (methanol (kg = 8.6 X  108 
M"1 s“1), 2-methyl-2-propanol (kg = 5.2 X  108 M“1 s"1)18) 
the absolute concentration of X " had no effect on the 
optical density ratio.

From Figure 3 the rate constant of the reaction between 
OH radicals and cyanate was evaluated to be 5.9 ±  0.7 X  
107 M"1 s"1. These results seem to indicate that only one 
transient is formed during the oxidation reaction o f the 
cyanate anion. In view of Behar and Fessenden14 finding 
that the transient is a proton containing radical (HNCOO“ 
or HNCOOH) the reaction proposed is

NCO’  + OH -> HNCOO' ^  HNCOOH (3 )

However the fact that the experimentally observed second 
rate constant of reaction 3 feobsd decreases with the cyanate 
concentration (Table I) has to be explained. Baxendale 
et al.4 developed a solution for the halide system where the 
oxidation reaction is followed by an equilibrium reaction 
of the solute with the formed solute radical i.e.

HNCOO“ + NCO“ &  (NCO)," + OH“ (5)
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Figure 4. Effect of concentration of NCO- on the absorption of the
transient (~ 330 mm) at various doses (the OH radical concentration
was as follows: (a) 2.9 X 10-6; (b) 3.9 X 10-6; (c) 5.7 X 10-6; (d)
8.5 X 10-6

; (e) 9.7 X 1O-6M) at pH 5.1 ± 0.2.

resent the value of a mixed rate constant. This is the
reason why its value is lower than that observed in the
competition reaction. It was impossible to follow the rate
at lower concentrations of NCO- «1 x 10-4 M), where
k3 [NCO-] < ks[NCO-] + k-s' and thus determine k3 di­
rectly, because of very low absorbance changes.

The pseudo-first-order value of k-s' suggests that the
protonated HNCOOH species is formed and that reaction
3 is followed by reaction 5' rather than reaction 5. In fact,
reaction 5 cannot account for a rate constant of 4.4 X 104

S-I even if we assume that k-s is 1010 M-I S-I (diffusion
controlled). At the pH studied the OH- concentration is
of the order of 10-9 M; this will give a pseudo-first-order
rate constant for k-s' of the order of 10 S-I.

An alternative reaction from the disappearance of the
HNCOOH radical (reaction 5) is

HNCOOH + NCO- +t HOOCNH-NCO- (5")

which predicts that the radical and the radical ions formed
during the reaction of OH radicals with CNO- are pro­
tonated (HNCOOH and HNCOO- and HOOCNH-NCO­
respectively). Assuming that only the two radical ions exist
in our solutions seems more compatible with Behar and
Fessenden resultsY However, at the concentration range
used in this study (5 X 10-3 to 8 X 10-2 M) and that of
Behar and Fessenden 14 (10-2 M) and an equilibrium
constant of 100 M- I for either reaction 5' or 5" still leaves
a nonnegligible concentration of radicals in the form of
HNCOOH. (At 10-2 M NCO- the concentrations of
HNCOOH and HOOCNH-NCO- are equal.)

The equilibrium constant of reaction 5 could be de­
termined from the equation

30

00;.. /00"",

2.0

• 0
• 0

~
1.5

0

20

Pulse Radiolysis of the .cyanate Anion

or

.0\ .05 ~Ic. / NCO- .10

Flgw'e 3. Competition fO( the OH radical Jy NCO- and alcohols plotted
accO(ding to eq L The upper and lower lines are for methanol and
2-methy\-2-propanol. respectively. Each :>oint in the graphs is a mean
of several determinations at cifferent NCO- concentrations at a constant
ratio of [alcohol]/[NCO-j. N20 saturated solutions of 10-3 M .:s [NCO-j 10
.:s 10-1 M. [alcohol] =0 to 10-2 M and [OH] =9.7 X 10-6 M at pH
5.0 ± 0.4.

L1(OD) ks[NCO-] k -
In (OD)o = In ks[NCO-] + L s' - ( slNCO ]

+ k-s')t (IV)

Plotting log L1(OD) vs. the time will give ks[NCO'] + k-s'
as the slope of the linear curve. This slope is in fact the
observed slope determined experimentally from the os­
cilloscope traces.

kobsi [NCO-] = kdNCO-] + 11- 5' =d(ln D max

- Dt)/dt (V)

or

HNCOOH + NCO- ~ (NCO). - + H.O (5')

([X2-]~ - [X2-]t)/[X2-]0 = {k/[(ks'
+ k-s') exp(-k 3't) - k/ exp(-(k s '
+ k..s')t)]}/Hk s' + k..s')(k s' + k- s' - k 3 ')] (II)

where ks' =kJX-], k3' =k3[X-J, :X2-] 00 and [X2-j are the
concentration of (NCOh- at infini-:y (i.e., the concentration
attained at equilibrium) and time t correspondingly; [X2-]o
is the concentration of (NCO)2- which could be obtained
ifall the OH present yielded (NCOh-. This equation holds
on the condition when the initi91 concentration of OH
radicals produced by the electron pulse is small compared
to the NCO- concentration, i.e., the kinetics of (NCOh­
formationreilctions will be first order.

If ks[N,CO-] + k-s' > k3[NCO-j, the rate of the overall
reaction will be determined by k3[NCO-], and kobad will not
be a function of NCO- concentTation. However, if k 3­

[NCO-] > ks[NCO-] + k-s', then the rate at high con­
centration otNCO- will be detern:.ined by ks[NCO-] + k-s'.
Under these conditions the above equation will be

([(NCOh-]~ - [(NCOh-] t)/[(~COh-]0

= [ks[NCO-] exp(- (ks[NCO-]
+ k-s')t)]/(ks[NCO-] + k- s') (III)

(VI)
Figure 2 shows the curve obtained for kobsd[NCO-] as

function of [NCO-]. This line gives k s = 4.5 X 106 M-I s-\
k-s' =4.4 X 104 s-I, and k s =k s/ k-s' =100 M-I

• Hence the
rate constant measure at low concentration of NCO- «1
X 10-3), where k2[NCO-] ~ ks[NCO-] + k_s'should rep-

(OD)o 1
()I) = 1 + Ks[NCO-]

where (OD)o is the optical density in a solution containing
only (NCOh- (high concentration of NCO-). Plots of this
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Figure 5. Dependence of The decay rate constant on the concentration 
of NCCT: [OH] =  9.7 X 10'6 M, pH 5.1 ±  0.2.

equation are shown in Figure 4 for different doses. The 
value obtained for ks is 120 ±  20 M“1. Extrapolated values 
o f (OD)0 also allow determination o f the absorption 
coefficient of (NCO) j (1000 ±  100 M '1 cm-1). This de­
termination assumed that in the range of concentration 
of NCO' studied the yield of the OH radical (G(OH)) was 
constant.

The decay of the transient was studied in the concen­
tration range 10“3 to 10‘ 1 M of NCO“ and at 2.9 to 5.7 X 
10“6 M of OH radicals. The decay rate was found to vary 
with the dose of NCO' concentration. In all experiments 
the decay plot was clearly second order. Assuming the 
following reaction scheme:
(N C O )/ + (N C O )/-> P ,
(N C O )/ + HNCOOH P2 
HNCOOH + HNCOOH -* P3

the rate of the (NCO)2~ decay is

- d [ (N C O ) i ] /d t =  (2{fe14 +  klsl(K s[ N C O '])
+ fe16/(K 52[N C O ']2)}[(N C O )2' ] 2) / ( l  
+ i / ( i : 5[N C O -]) (V II)

Hence for a given NCO' concentration

-d [ (N C O )2' ] / d f = k d [(N C O )2' ] 2

where kA is the observed decay rate given by

fcd = [2 {fe14+  fels/(JTs[N C O -])
+  k 16/(K 52[N C O ']2) } ] / [ l  
+  l / ( X s[N CO “ ])]  (V III)

For each concentration of NCO' and dose the second- 
order decay rate was calculated. The rate is expressed by 
a 2k/el value which is the slope of the l/'O D vs. time line.19 
The second-order decay rate dependence on NCO' con­
centration is shown in Figure 5.

Conclusion
This study shows that when OH radical reacts with 

NCO' it forms a radical suggested to be an adduct radical. 
Following this reaction the adduct radical enters into a 
radical-solute equilibrium. The adduct radical and the 
radical-solute species absorb at 330 nm and decay via a 
second-order reaction mechanism.
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COMMUNICATIONS TO THE EDITOR

Alternative to Tunneling in Proton-Transfer Reactions 
Exhibiting High Isotope Effects
Publication costs assisted by Department o f Chemistry, Tel-Aviv University

Sir: 'High kinetic isotope effects in proton transfer re­
actions have been reported by Lewis1,2 and Caldin3,4 and 
summarized by Bell.5 The conclusions reached after a 

•careful and extensive study by Caldin4 along with dis­
cussion o f this and other work by workers in the field of 
proton transfer6 focused on proton tunneling as •the ex­
planation for the'results.

All but one o f the cases in which a high isotope effect 
is found involve .a nitroalkane derivative as the proton 
donor, and hindered bases in medium or low polarity 
solvents. Another aspect of the behavior o f nitroalkanes 
in proton transfer reactions is that anomalous Bronsted 
coefficients (a) (>1, <0) are found. Bordwell7,8 introduced 
another intermediate, a pyramidal (i.e., nonplanar) ni­
troalkane anion, to account for such behavior (eq 1).

YH + B =  Y H - B s e Y - HB+ Ä  X ' +

Z '- H B  ■ - ZH 8 XH ■■■ B

The purpose of this note is to point out that there may 
be another pair o f intermediates along the reaction 
pathway. These intermediates, the isomeric nitronic acids, 
can easily explain the high kinetic isotope effects (see 
below) and are equivalent to Bordwell’s intermediate 
insofar as the Bronsted a is concerned. The mechanism 
of formation o f the nitronic acid involves internal return 
within an ion pair, a pathway discovered by Young, 
Winstein, and Goering for a,a-dimethylallyl chloride.9 The 
pathway is outlined in eq 1.

Different responses to substitution for the nitroalkanes 
and the related “ aci-nitro compounds” (i.e., the nitronic 
acids) have been pointed out by Ingold10 using the data 
o f Turnbull and Maron.11 An isomeric protonated form 
is also possible for a nitrile (the one non-nitroalkane on 
Bell’s list), as indicated by the work o f Kosower and 
Dodiuk, who actually reported substantial isotope effects 
for processes involving such protonated species.12 (eq 2).

RRCHCN it RR C~-C=N  R R C =C =N H  (2)

An explicit expression for the rate constant may be 
based on the minimal 6q 3 as shown in eq 4. The first

. feY H  feY "
YH- • -B Y  - • HB+ ZH- • -B

k -Y H  * ! - Y '

% feZIÏ
-------» Z •■ • HB+-

fczH - ^Y'
K.— ^YH
**  & Z H  ^ _Y “ ^ _Y H

~ A z H&Y '^ Y H

(3)

(4)

factor, Azh, can be estimated from the dissociation con­
stants (pKa ~  4.0) for nitronic acids.10 We can safely 
assume that the rate constant for the combination of 
nitronate ion and proton (or protonated solvent) is close 
to diffusion controlled, and unlikely to be very different 
for the corresponding reaction with the deuteron. On the 
other hand, the equilibrium constants for deuterated acids 
are lower than those for protonated acids in which the 
proton is attached to oxygen. Bell13 cites values of 2.5-4.5, 
and the value for A WH/A WD for H20  and D20  is 7.47. Thus 
the rate constant for the reaction of water with the nitronic 
acids must be about 10s dm3 mol-1 s '1. It is difficult to 
make accurate estimates o f this rate constant for the 
nonpolar solvents utilized in the studies which revealed 
abnormal isotope effects, but the constant would no doubt 
be lower than that in water. We may conclude that the 
dissociation of nitronic acids to nitronate ions has a rate 
constant comparable to that o f the overall process as cited 
by Caldin4 (103-104 dm3 m ol'1 s '1 in nonpolar solvents). 
Since an isotope effect may be expected for this step, the 
isotope effect on the overall process can be as much as the 
product of the two isotope effects, i.e., 15-45. The factor 
Am should be 103 or less. The factor By is probably about
0.5. We have not tried to analyze these processes in detail 
(experiment would be much more useful in this connec­
tion).

Our discussion does not preclude some contribution from 
proton tunneling to anomalous isotope effects, but does 
suggest that further consideration be given to the iden­
tification of the elementary steps involved in the removal 
of a proton from nitroalkanes and related compounds.
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Oriented Adsorption of HD on ZnO and Catalytic 
Addition of HD to Butadiene on It

Sir: Kokes, Dent, Chang, and Dixon1 found a remarkable 
orientation in the adsorption of the HD molecule on ZnO; 
the orientation in

H D 
I l

Zn  O •
I

prevails at room temperature but in

D H 
l l

Zn O
II

at the lower temperatures. In the previous paper,2 it was 
found that the reaction o f butadiene with HD on a M 0S2 
catalyst brings about an oriented addition giving 1.5 times 
more l-butene-3-dx than l-butene-4-dx. This oriented 
addition of the HD molecule was well explained by the 
isotope effect for half-hydrogenated intermediates for­
mation. It should be quite interesting whether such 
prominent orientation in the HD adsorption on ZnO, being 
dependent on adsorption temperature, will reflect on the 
orientation of the HD addition reaction.

The reaction of butadiene with HD and/or with an 
equilibrated mixture of H2, HD, and D2 was performed on 
ZnO catalyst (Kadox-25 from New Jersey Zinc Co.) at the 
two temperatures: room temperature and -40 °C. The 
catalyst was evacuated at 450 °C for about 4 h and cooled 
in vacuo immediately before the experiments. The results 
are summarized in Table I. The hydrogen molecular 
identity is highly maintained in the addition reaction as 
has been reported by several investigators. The apparent 
isotope effect for the reaction with H2 and D2 was un­
doubtedly very small, however, the addition of HD mol­
ecule represents a remarkable orientation giving 75%
l-butene-3-dx and 25% l-butene-4-d, at room temperature. 
The most surprising result is that the orientation of the 
HD addition to butadiene is not influenced by reaction 
temperatures, although the adsorption of HD on ZnO 
prefers configuration I at room temperature by 75% and 
configuration II at -40 °C by 75-80% .1
TABLE I: Hydrogenation o f  Butadiene on ZnO

One unsettled problem in the hydrogenation o f  un­
saturated hydrocarbons on ZnO catalyst is the addition 
process of the hydrogen to the double bond o f hydro­
carbons. So far two mechanisms have been proposed: (1) 
H2 is dissociatively adsorbed on ZnO and followed by an 
addition reaction, and (2) H2 reacts directly with the 
double bond adsorbed on ZnO, where no dissociation o f 
hydrogen is required. The former mechanism was pro­
posed by Kokes and co-workers,1,4 and they concluded that 
only reversible adsorption of hydrogen named type 1 
adsorption would participate in the hydrogenation re­
action. The type 1 adsorption saturates at pressures higher 
than about 30-40 Torr at room temperature, whereas the 
kinetics in hydrogen pressures are half-order for the hy­
drogenation of ethylene and first-order for the hydro­
genation of butadiene in wider range of hydrogen pressure. 
Such a discrepancy has been pointed out by adsorption 
measurements of hydrogen during the hydrogenation of 
-ethylene6 and of butadiene,3 that is, that the adsorption 
of,hydrogen may be a type 1 adsorption during the hy­
drogenation reactions, does not correlate with the reaction» 
rates. Tamaru and co-workers3 proposed a ’ second1; 
mechanism, direct attack of the hydrogen molecule on the 
double bond adsorbed on ZnO to account for the dis­
crepancy between kinetics and adsorption o f hydrogen and 
for the maintenance of hydrogen molecular identity in. the 
hydrogenated product. The direct addition of the hy­
drogen molecule to the double bond, however, might not 
be feasible in accordance with the orbital symmetry rule.5

The results obtained in this paper, the temperature 
independent remarkable orientation in the HD addition 
with little isotope effect for H2 and D2 addition, may rule 
out the direct addition of the hydrogen molecule, and 
oblige us to rectify the stepwise addition infered by Kokes 
et al. In conformity with rather facile a—tt interconversion 
dining the isomerization of 1-butene on ZnO,3,7 the iso- 
electronic intermediates for 1-butene formation and cis-
2-butene formation from the hydrogenation of butadiene 
should be quite interesting The reaction of butadiene with 
D2 and ZnO gives l-butene-d2 in more than 90% yield 
accompanying several percent of cis-2-butene-d2. The 
NMR spectrum of the cis-2-butene-d2 formed as a minor 
product showed that the intensity ratio of methyl hy­
drogens to olefinic hydrogens was 2.04, which indicated 
the strict 1,4 addition of a deuterium molecule to butadiene 
forming m-2-butene. These findings clearly indicate that 
the 1,2 addition giving 1-butene and the 1,4 addition giving
2-butene take place independently on the ZnO catalyst via 
different intermediates.

In conformity with the kinetic facility of HD adsorption 
on ZnO to take the orientation of configuration II, in­
dependent 1,2 and 1,4 addition o f hydrogen to butadiene 
may be described as shown in Scheme I. Recently, Hattori 
et al.8 found 1,4 addition of hydrogen to butadiene on a 
MgO catalyst evacuated at temperatures as high as 1100 
°C. The active sites for cis-2-butene formation on ZnO 
may have similar characteristics as that on MgO, on which 
a ir-allyl anion intermediate formation is prominent. In

Communications to the Editor

Products
Temn Conv Hydrogen used 1-Butene cis-2-Butenea Hydrogen

Run °C ’ % H2 HD P 2 d„ d, d2 d„ d, d, H2 HD P 2
101 RT 5/7 2 0 0  52.3 22.7 2 0 2  55.4b 2L4 3 0 8  5 0 6  18/5 24/7 51/7 2 0 6
102 RT 13.0 1.7 97.4 0.9 6.6 91.0C 2.3 13.1 83.3 3.6 4.2 92.9 2.9
112 -4 0  5.6 1.7 97.7 0.6 3.5 95.4d 1.0 2.1 97.1 0.8

“  The amount o f  ci's-2-butene in the products was 10% in run 101 and 9.1% in run 102. 6 72.8% l-butene-3-d,, 27.2% 
l-butene-4-d,. c 75.4% l-butene-3-d,, 24.6% l-butene-4-d,. d 75.2% l-butene-3-d,, 24.8% l-butene-4-d,.
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Scheme I

x: co~f,iguration

'(,
R

Y-configuration•....,

Flgwe 1. The two predlded configlratlons for a TC/o£-monosubstltuted
benzene complex.

In Ax lAy = In EX I: y - tlEIRT

If the absorbance is :neasured at the maxima of two re­
solved bands, then to a good approximation the ratio,

isomeric structures ey.ist for each appropriate ,~omplex

corresponding to maximum overlap for the highest and
second.highest donor orbital, respectively, with the same
(lowest empty) acceptor orbital (Figure 1). This result
has particular significance in determining the relative
contributions for the various interactions involved in
donor-acceptor complexation. Theoretical calculations by
Lippert, Hanna, and TrotterS on the p-xylenf-TCNE
complex have predicted two stable rotational isomers
corresponding to the X and Y configurations in Figure 1.
These calculations, done for the complex in the gas phase,
predict that the exchange repulsion interaction (con­
tributing a 4 kcal mol- l barrier between preferred con­
formations) is of primary importance in detE:rmining
complex geometry. In ~ontrast,CNDO/2 calculaHons have
predicted only a single preferred conformatioT_ for the
p-xylene-TCNE complex with the X and Y configurations
corresponding to energy maxima. 10 The concept of
multiple configurations has been used by HoLder and
Thompson ll to rationalize the CT band intensities of
increasingly sterically hindered alkylbenzenes with TCNE.
They concluded that substitution of bulkier groUIM favored
the X configuration cf TCNE in the complex.

The EDA complexes were studied in inert polymer films
of poly(methyl methacrylate) which allowed u.s to de­
termine the temperature dependence of the CT b£llds over
a wide range, 4-300 K. The data and results are sum­
marized in Table I and Figure 2. For each complEX, except
p-xylene-TCNE, the ratio of the absorbance of the
high-energy band maximum to the low-energy band
maximum, Ax/A y, is reduced at the lower temperature.
For benzene substitution by electron-donatin~ groups,
theory predicts the lew-energy band to arise from the Y
configuration and the high-energy band from the X
configuration of the complex.4 Thus, the Y conLguration
is energetically preferred for all the complexes investigated
except p-xylene-TCNE for which the X configuration is
preferred.

The relative populations, N x/ Ny, of complex in two
configurations with an energy difference, AE, can be
expressed by the Boltzmann factor

N x INy = exp(-tlE,'RT)

Assuming Beer's law to hold, the optical absorbance, A,
of a particular conformation is proportional to th3 number
of complex molecules in that configuration and to its
extinction coefficient, E. Hence, the relation between the
ratio of absorbances for two conformations and the
temperature would be

Toshlo Okuhara
Toshlhlko Kondo'
Ken-lchl Tanaka"

CH-CH/ ~

H,OC "CH= ~ ~ 1,4-d,-2-butene
CH,=CH-CH=CH, + 0, ~ -Zn -0- (100 %)

Received NovembtY 15, 197'S

Research Institute for Catalysis
Hokkaido University
sapporo, Japan

(2) 1,4-oddilion;

On the Temperature Dependence of Multiple

Charge-Transfer Bands In 1T'-1T' Eleet~on

Donor-Acceptor Complexes

the 1,2 addition in Scheme I, -:;he ori3ntation forming
I-butene-3-d l might be kinetically facile as has been
observed on ZnO adsorption, The app~ent small isotope
effeetfor H 2 and D2 addition reaction In.ly be attributable
to lack of orientation of H2 and D2 molecules and to the
compensation between the bonds forming and breaking
at the transition state. If this is the mechanism,- the
pre~sure dependence will be first order in hydrogen
prei:i!lilre, and hydrogen moleculu ide~itywill be main­
tained.

Sir: The double charge-transfer (CT) absorption bands
observed fOJ: complexes of tetracyanc·ethylene (TCNE)
with substituted benzenes have been attributed to tran­
sitions from'the highest and second higtest occupied donor
levels to the lowest empty accfptor level of TCNEHl as
was proposed originally by OrgeI,7 b.Jt have also been
attributed to rotational isomers.S Resonance Raman
excitation profiles of charge-transfer tnnsitions of TCNE
complexes recently obtained in this laboratory indicated
that the two charge-transfer bands invokre different excited
electronic states and thus diffe:ent co:nplex geometries.9

The present study was undertaken to obtain more direct
evidence of the existence or not of distinct complex isomers
associated with the double tran~.itions. On the basis of the
results obtained from a study of th3 temperature de­
pendence of the relative intensities of the two bands for
various TCNE complexes we conclude that two most stable

CHO-CHzCH,
I

( I) I. 2-addilion ; H,C H
I, ~ 3-d, -I-butene

~ -7...-0-
/ (75%)

CH,=CH-CH=CH, + HO CH -CH=CH'\.,2 2
HiC ~ ~ 4-d,-/-butene
-Zn-O- (25 %1
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TABLE I: Absorbance Ratios and Configurational Energy Differences for Complexes o f TCNE in 
Poly(methyl methacrylate)“

Donor

High-energy Low-energy 
band vmax, band vmax, 
cm "1 X 103 cm "1 X 103

a x /a y6
(296 K)

A x /A Yb 
(77 K)

a E, kcal/mol
(Ex -  Fy )

Anisole 26.7 20.5 0.92 0.82 0.13 ± 0.03
Thioanisoie 27.1 18.4 0.41 0.28 0.52 ± 0.07
o-Dimethoxy benzene 24.1 17.6 0.62 0.52
p-Dimethoxybenzene 27.0 16.1 0.68 0.57 0.18 ± 0.03
1,2,4-Trimethoxybenzene 23.5 14.7 0.47 0.34 0.47 ± 0.07
p-Xylene 25.6 21.6 1.08 1.17 -0 .1 3  ± 0.03

“ Bands resolved with a Dupont 310 curve resolver; approximate concentrations 0.5 M, 1:1 donor to acceptor. 
b Approximate error ±2.5%.

Figure 2. Temperature dependence of the absorbance ratio Ax/Ay 
for thioanisole-TCNE in acrylic film and CH2CI2: open circles (O), 
decreasing temperature; filled circles ( • ) ,  increasing temperature.

e x / « Y .  is independent of temperature. Thus, a plot o f In 
Ax/ A y vs. 1/ T  should be linear with a slope of -A E/R and 
an intercept at In €X/eY.

Results for the thioanisole-TCNE complex are repre­
sentative of those obtained for the various complexes 
studied. Figure 2 shows plots of In Ax /A y vs. 1 /T  for 
thioanisole-TCNE in acrylic film and in dichloromethane. 
In the high temperature region the plot for the complex 
in acrylic film has a linear slope with a leveling off o f the 
ratio AX/A Y as the temperature is reduced. We attribute 
this leveling off o f the plot to a “ freezing in” of confor­
mations when the energy barrier between conformations 
becomes high relative to kT thus inhibiting attainment of 
thermodynamic equilibrium. This is supported by the fact 
that the ratios determined by consecutive lowering of the 
temperature differed from those found when the tem­
perature was again raised: a hysteresis effect is observed 
(Figure 2). The other complexes in Table I show a 
temperature dependence similar to that o f thioanisole- 
TCNE. Complexes o f TCNE with anisole and p-di- 
methoxybenzene in acrylic were examined to 4 K with no 
noticeable change in the absorbance ratios below 77 K.

From the initial slopes of the plots in Figure 2, we have 
determined the difference in energy between the X  and 
Y configurations to be 0.52 ±  0.07 kcal mol"1 for thio­
anisole-TCNE in acrylic film and 0.68 ±  0.09 kcal mol"1 
in dichloromethane. The values obtained for the energy 
difference, AE, for other complexes in acrylic film are

presented in Table I. A comparison of the values obtained 
for AE shows that with increasing electron-donating power 
of the substituent groups the Y configuration is'increas­
ingly favored. The behavior o f the p-xylene-TCNE 
complex is not surprising since methyl substitution per­
turbs the ir-electron distribution of the benzene ring but 
weakly (ionization potential o f benzene 9.245 eV, o f toluene 
8.82 eV).

In Figure 2, the plots of In A x/A y vs. 1 /T  for both 
acrylic film and dichloromethane solution have an in­
tercept at ~ 0  indicating that the ratio for the extinction 
coefficients is ~ 1 . This ratio approximates that for the 
transition overlap integrals which are related to the 
charge-transfer contribution to the stabilization o f each 
conformation. This indicates that CT stabilization is 
approximately equal in both complex conformations and 
that other factors, such as for instance, steric factors and 
exchange repulsion interactions, may be determining which 
is the preferred complex geometry. Preliminary studies 
suggest a ratio o f ~  1 for the extinction coefficients to be 
a general trend for complexes of TCNE with substituted 
benzenes which have double CT bands. Thus, the relative 
intensities of the two bands can provide a measure for the 
relative stabilities of the two possible isomers.
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