


T H E  J O U R N A L  O F

P H Y S I C A L C H E M I S T R Y
B R YC E C R AW FO R D , Jr., Editor 
STEPHEN PRAGER, Associate Editor
ROBERT W. CARR, Jr., C. ALDEN MEAD, Assistant Editors

ED IT O R IA L BOAR D: C. A. ANGELD (1978-1982), F. C. ANSON (1974-1978),
V. A. BLOOMFIELD (1974-1978), J. R. BOLTON (1976-1980), L. M. DORFMAN (1974-1978),
W. E. FALCONER (1977-1978), H. L. FRIEDMAN (1975-1979), H. L. FRISCH (1976-1980), 
W. A. GODDARD (1976-1980), E. J. HART (1975-1979), W. J. KAUZMANN (1974-1978),
R. L. KAY (1977-1981), L. KEVAN (1978-1982), D. W. McCLURE (1974-1978),
K. MYSELS (1977-1981), R. M. NOYES (1978-1982), R. G. PARR (1977-1979),
J. PERI (1978-1982), W. B. PERSON (1976-1980). J. C. POLANYI (1976-1980),
J. PRAUSNITZ (1978-1982), S. A. RICE (1976-1980), D. SETSER (1978-1980),
W. A. STEELE (1976-1980), J. B. STOTHERS (1974-1978),
F. A. VAN-CATLEDGE (1977-1981)

Published by the
AMERICAN CHEMICAL SOCIETY 
BOOKS AND JOURNALS DIVISION
D. H. Michael Bowen, Director; Marjorie 
Laflin, Assistant to the Director

Editorial Department: Charles R. Bert.sch, 
Head; Marianne C. Brogan, Associate 
Head; Joseph E. Yurvati, Assistant Ed­
itor

Magazine and Production Department: 
Bacil Guiley, Head

Research and Development Department: 
Seldon W. Terrant, Head

Advertising Office: Cent.com, Ltd., 25 Sylvan 
Road South, Westport, Conn. 06880.

©  Copyright, 1978, by the American 
Chemical Society. Permission of the Amer­
ican Chemical Society is granted for libraries 
and other users to make reprographic copies 
for use beyond that permitted by Sections 
107 or 108 of the U.S. Copyright Law, pro­
vided that, for all articles bearing an article 
code, the copying organization pay the stated 
per-copy fee through the Copyright Clear­
ance Center, Inc. For further information 
write to Office of the Director, Books and 
Journals Division at the ACS Washington 
address.

Published biweekly by the American 
Chemical Society at 20th and Northampton 
Sts., Easton, Pennsylvania 18042. Second 
class postage paid at Washington, D.C. and 
at additional mailing offices.

Editorial Information
Instructions for authors are printed in 

the first issue of each volume. Please conform 
to these instructions when submitting man­
uscripts.

Manuscripts for publication should be 
submitted to The Journal of Physical 
Chemistry, Department of Chemistry, Uni­
versity of Minnesota, 207 Pleasant St. S.E., 
Minneapolis, Minn. 55455. Correspondence 
regarding accepted papers and proofs 
should be directed to the Editorial Depart­
ment at the address below.

Page charges of $60.00 per page may be 
paid for papers published in this journal. 
Payment does not affect acceptance or 
scheduling of papers.

Bulk reprints or photocopies of indi­
vidual articles are available. For information 
write to Business Operations, Books, and 
Journals Division at the ACS Washington 
address.

The American Chemical Society and its 
Editors assume no responsibility for the 
statements and opinions advanced by con­
tributors.

Subscription and Business Information 
1978 subscription prices, printed or mi­

crofiche, including postage. Microfiche by air 
mail; printed by surface mail. Printed edition 
air mail or air freight rates available from 
Membership & Subscription Services at the 
address below.

U.S. Foreign
Members $24.00 $34.00
Nonmembers 96.00 106.00
Supplementary 20.00 36.00

material (available in 
microfiche only)
New and renewal subscriptions should 

be sent with payment to the Office of the 
Controller at the ACS Washington address. 
Changes of address must include both old 
and new addresses with ZIP code and a recent 
mailing label. Send all address changes to 
Membership & Subscription Services. Please 
allow six weeks for change to become effec­

tive. Claims for missing numbers will not
be allowed if loss was due to failure o f  notice 
of change of address to be received in the time 
specified; if claim is dated (a) North Amer­
ica— more than 90 days beyond issue date, (b) 
all other foreign— more than 1 year beyond 
issue date; or if the reason given is “ missing 
from files” . Hard copy claims are handled by 
Membership & Subscription Services.

Microfilm editions of all ACS primary 
publications, by single volume or entire back 
issue collection, are available. For additional 
microfilm (and microfiche) information, 
contact Microforms Program at the ACS 
Washington address or call (202) 872-4554.

To order single issues or back volumes, 
printed or microfiche, contact Special Issues 
Sales at the ACS Washington address, or call 
(202) 872-4365. Current year single issue 
$4.75. Prior year single issue $5.00. Back 
volume $126.00. Foreign postage addition­
al.

Supplementary material mentioned in 
the journal appears in the microfilm edition. 
Papers containing supplementary material 
are noted in the Tabie of Contents with a ■. 
See Supplementary Material notice at end of 
article for number of pages. Orders over 20 
pages are available only on 24X microfiche. 
Orders must state photocopy or microfiche. 
Full bibliographic citation including names 
of all authors and prepayment are required. 
Prices are subject to change.

U.S. Foreign
Microfiche $3.00 $4.00
Photocopy

1-8 pages 5.50 7.00
9-20 pages 6.50 8.00

Single microfiche or paper copies of Supple­
mentary Material may be ordered from 
Business Operations, Books and Journals 
Division at the ACS Washington address, or 
call (202) 872-4559.

American Chemical Society 
1155 16th Street, N.W. 
Washington, D.C. 20036 
(202)872-4600

Editorial Department 
American Chemical Society
P.O. Box 3330 
Columbus, Oiiio 43210 
*614.» 421-6940 ext 3171

Membership & Suascription Services 
American Chemical Society 
P.O. Box 3337 
Columbus, Ohio 43210 
(614)421-7230

Notice to Authors last printed in the issue of January 12, 1978



T H E  J O U R N A L  O F

PHYSICAL CHEMI STRY

Volume 82, Number 6 March 23, 1978
JPCHAx 82(6) 627-752 (1978) 

ISSN 0022-3654

Characterization of Hot Chlorine Atom Reactions with Hydrogen
. . . Don J. Stevens and Leonard D. Spicer* 627

A Mass Spectrometric Study of the Fragmentation of the Lithium Fluoride Vapor System
. . . R. T. Grimley,* J. A. Forsman, and Q. G. Grindstaff 632 ■

Thermal Ion-Molecule Reactions in Oxygen-Containing Molecules. Condensation-Elimination and 
Addition Reactions in Simple Aliphatic Ketones

. . . Minoru Kumakura* and Toshio Sugiura 639

Application of RRKM Theory Using a Hindered Rotational Gorin Model Transition State to the
Reaction H02N 02 + N2 «=* H02 + N02 + N2 .....................A. C. Baldwin and D. M. Golden* 644

Kinetic Studies of Complexation of Divalent Strontium, Barium, Lead, and Mercury Cations by
Aqueous 15-Crown-5 and 18-Crown-6 ..............Licesio J. Rodriguez, Gerard W. Liesegang,

Michael M. Farrow, Neil Purdie, and Edward M. Eyring* 647 ■

Reactions of the Radical Cations of Methylated Benzene Derivatives in Aqueous Solution
. . . K. Sehested* and J. Holcman 651

Irradiation of Benzene with 14CH+ and 14CH3+ Ions
. . . W. R. Erwin, B. E. Gordon, L. D. Spicer, and R. M. Lemmon* 654

Positron Lifetime Studies in 7 -Irradiated Organic Crystals
. . . Yan-ching Jean and Hans J. Ache* 656

Mass Spectrometry of Solvated Ions Generated Directly from the Liquid Phase by 
Electrohydrodynamic Ionization

. . . Brian P. Stimpson,* David S. Simons, and Charles A. Evans, Jr. 660

Ionization Constants and Heats of Ionization of the Bisulfate Ion from 5 to 55 °C
. . . T. F. Young, C. R. Singleterry, and I. M. Klotz* 671

The Thermodynamics of Transfer of Phenol and Aniline between Nonpolar and 
Aqueous Environments

. . . Kenneth J. Breslauer,* Lucia Witkowski, and Kristina Bulas 675

Hydrogenation of Dienes and the Selectivity for Partial Hydrogenation on a Molybdenum 
Disulfide Catalyst

. . . Toshio Okuhara, Hiroyuki Itoh, Koshiro Miyahara, and Ken-ichi Tanaka* 678

The Influence of Cupric Ions on the Infrared Spectrum of Water
. . . P. P. Sethna, Lary W. Pinkley, and Dudley Williams* 683

Polarizability, Proton Transfer, and Symmetry of Energy Surfaces of Phenol ra-Propylamine
Hydrogen Bonds. Infrared Investigations.....................Georg Zundel* and Anton Nagyrevi 685

The Polarized Infrared Spectra and Structure of Crystalline Bromoacetic Acid
. . . P. F. Krause, J. E. Katon,* and R. W. Mason 690

Electronic Absorption Spectra of Some Cation Radicals as Compared with Ultraviolet
Photoelectron Spectra.....................Tadamasa Shida,* Yoshio Nosaka, and Tatsuhisa Kato 695

The Kerr Effect of Carbon Disulfide and Other Organic Liquids in the Ultraviolet
. . . James W. Lewis and William H. Orttung* 698

Absolute Quantum Yield Determination by Thermal Blooming. Fluorescein
. . . James H. Brannon and Douglas Magde* 705

A » ? «
31.WU521



2A The Journal o f  Physical Chemistry, Voi. 82, No. 6, 1978

Phosphate Radicals. Spectra, Acid-Base Equilibria, and Reactions with Inorganic Compounds
. . . P. Maruthamuthu and P. Neta* 710

The Geometries of Some Small Dimers and Malonaldehyde by Approximate
Molecular Orbital Theory........................................................................................Donna L. Breen 714

Electron Paramagnetic Resonance Spectra of the Group 4 Hexafluoride Anion Radicals
. . . A. R. Boate, J. R. Morton,* and K. F. Preston 718

Electron Paramagnetic Resonance Parameters of Copper(II) Y Zeolites
. . . Richard G. Herman* and Dennis R. Flentge 720

Metal-Ammonia Solutions. 10. Electron Spin Resonance. A Blue Solid Containing a Crown Ether
Complexing A g e n t ...................................................................R. L. Harris and J. J. Lagowski* 729 ■

The Role of Defects in the Thermal Decomposition of Barium Azide
. . . V. R. Pai Verneker* and M. P. Kannan 735 ■

Size and Geometric Effects in Copper and Palladium Metal Clusters......................R. C. Baetzold 738

Vortical Flow as a Source of Optical Activity in J Aggregates of Cyanine Dyes? . . . Bengt Norden 744

Influence of Dynamic Quenching on the Thermal Dependence of Fluorescence in Solution. Study of
Indole and Phenol in Water and Dioxane . . . .  Gilbert Laustriat* and Dominique Gerard 746

COMMUNICATIONS TO THE EDITOR

Pulse Radiolysis and Electron Spin Resonance Studies Concerning the Reaction of S04“- with 
Alcohols and Ethers in Aqueous Solution

. . . H. Eibenberger, S. Steenken,* P. O’Neill, and D. Schulte-Frohlinde 749

Infrared Study of Hydrogen Sulfide and Carbon Monoxide Adsorption in the Presence of Hydrogen
on Alumina-Supported Nickel Catalysts..........................................R. T. Rewick* and H. Wise 751

■  Supplementary and/or miniprint material for this paper is available separately (consult the masthead page 
for ordering information); it will also appear following the paper in the microfilm edition of this journal.

* In papers with more than one author, the asterisk indicates the name of the author to whom inquiries about
the paper should be addressed.

AUTHOR INDEX

Ache, H. J., 656

Baetzold, R. C., 738 
Baldwin, A. C., 644 
Boate, A. R., 718 
Brannon, J. H., 705 
Breen, D. L., 714 
Breslauer, K. J., 675 
Bulas, K„ 675

Eibenberger, H., 749 
Erwin, W. R., 654 
Evans, C. A., Jr., 660 
Eyring, E. M., 647

Farrow, M. M., 647 
Flentge, D. R., 720 
Foreman, J. A., 632

Gerard, D., 746 
Golden, D. M., 644 
Gordon, B. E., 654

Grimley, R. T., 632 
Grindstaff, Q. G., 632

Harris, R. L., 729 
Herman, R. G., 720 
Holcman, J., 651

Itoh, H„ 678

Jean, Y., 656

Kannan, M. P., 735 
Rato, T„ 695 
Katon, J. E., 690 
Klotz, I. M., 671 
Krause, P. F., 690 
Kumakura, M., 639

Lagowski, J. J., 729 
Laustriat, G., 746 
Lemmon, R. M., 654 
Lewis, J. W., 698

Liesegang, G. W., 647

Magde, D., 705 
Maruthamuthu, P., 710 
Mason, R. W., 690 
Miyahara, K., 678 
Morton, J. R., 718

Nagyrevi, A., 685 
Neta, P., 710 
Norden, B., 744 
Nosaka, Y., 695

Okuhara, T., 678 
O’Neill, P„ 749 
Orttung, W. H., 698

Pai Verneker, V. R., 735 
Pinkley, L. W., 683 
Preston, K. F., 718 
Purdie, N., 647

Rewick, R. T., 751

Rodriguez, L. J., 647

Schulte-Frohlinde, D., 749 
Sehested, K., 651 
Sethna, P. P., 683 
Shida, T., 695 
Simons, D. S., 660 
Singleterry, C. R., 671 
Spicer, L. D„ 627, 654 
Steenken, S., 749 
Stevens, D. J., 627 
Stimpson, B. P., 660 
Sugiura, T., 639

Tanaka, K., 678

Williams, D., 683 
Wise, H., 751 
Witkowski, L., 675

Young, T. F., 671

Zundel, G., 685





628 The Journal o f  Physical Chemistry, Vol. 82, No. 6, 1978 D. J. Stevens and L. D. Spicer

scavenger present in this experimental system maintains 
an average effective low energy reaction temperature of 
~1200 K for chlorine reaction with hydrogen. This tends 
to limit the low energy results reported to the epithermal 
region.

Experimental Section
Translationally hot 38C1 atoms were generated by the 

^CKn^l^Cl nuclear reaction. Sample vessels, filling and 
irradiation procedures, and sample analysis methods were 
identical with those described previously.14 Samples 
contained H2 or D2 reactant, CF2C12 moderator and source 
gas for the nuclear reaction, and an ethylene-I2 competitive 
scavenger for low energy chlorine atoms. Matheson H2, 
D2, and CF2C12 and Phillips Research Grade C2H4 were 
used directly from lecture bottles after gas chromato­
graphic and mass spectroscopic analysis indicated purities 
of greater than 99.9%. Following irradiation, volatile 
hydrogen chloride product was separated from organic and 
other inorganic products using a carbonate stripper column 
described previously.14 Involatile hydrogen chloride was 
removed from the reaction vessel walls with repeated rinses 
of 0.1 M aqueous Na2C 03, and the absolute yields of the 
hydrogen chloride as well as the summed absolute yields 
of all other products were determined in a 3 X 3 in. Nal(Tl) 
scintillation detector.

The identity of the hydrogen chloride product on the 
reaction vessel wall and in the stripper apparatus was 
determined indirectly in an extensive series of 
investigations15 which are described briefly below. The 
chlorine containing yield adsorbed on the reaction vessel 
wall following evacuation of other reactants demonstrated 
highest lability toward aqueous polar solvents. In order 
of decreasing efficiency, the solvents used included 0.1 M 
aqueous Na2C 0 3, 0.1 M aqueous NaCl, H20 , anhydrous 
CH3OH, and anhydrous C6H6. Wall activity which was 
removed by either methanol or benzene solvent was 
quantitatively extractable into aqueous 0.1 M Na2C 03. 
Quantitative recovery of 38C1 activity as Ag38Cl was also 
observed when an aqueous NaCl rinse was used followed 
by addition of 0.1 M AgN03. This behavior suggests that 
the wall yield is both polar and inorganic in nature and 
discounts the probability of significant contributions to 
the wall yield from chloroethyl radicals or from polym­
erized halocarbon products. Further, the wall yield was 
dependent on both the source and the quantity of ab- 
stractable hydrogen in the reactive system containing H2, 
C2H4, and CF2C12 suggesting that the wall yield also 
contained hydrogen.

The identification of the wall yield as H38C1 is further 
supported by addition of inorganic carrier gases to the 
reaction vessel following evacuation of other products into 
the cold trap. HC1 carrier efficiently removed 98% of the 
wall activity after 2 min equilibration time, and that yield 
was quantitatively trapped on a carbonate stripper column. 
IC1 carrier, by comparison, did not influence the wall yield 
and identical rinse yields were obtained whether or not IC1 
carrier was used. IC1 passed through the carbonate 
stripper column and could be detected chromatographi- 
cally, although no evidence of radioactive I38C1 was seen 
in any experimental run. Chlorine gas added in carrier 
quantities removed ~80%  of the wall yield after 2 min 
equilibration time. The yield so removed, however, passed 
through the carbonate stripper and was collected quan­
titatively in the cold trap. The labeled chlorine product 
was also detected chromatographically despite the fact that 
no carrier free chlorine was ever detected. In view of this 
result and the fact that the Cl2 carrier was neither as 
effective as HC1 in removing the wall activity nor was

retained in the carbonate stripper it is felt that the Cl2 
exchanges chlorine atoms with labeled H38C1 on the re­
action vessel wall. This exchange process has been well 
documented16 in thermal systems and depends critically 
on the dryness of the reaction vessel walls. It is concluded 
also that 38C1F is absent as a product since the wall and 
stripper yields showed no direct dependence on the 
quantity of source gas CF2C12 present. It appears then that 
H38C1 in carrier free quantities is largely adsorbed re­
versibly on the reaction vessel walls and can be removed 
by carrier addition or appropriate aqueous rinse. H38C1 
activity which remains in the gas phase is trapped on the 
carbonate stripper column.

In the absence of added Cl2 no evidence of heterogeneous 
wall-catalyzed exchange was found. The wall yield results 
were independent of irradiation length or sample analysis 
time, and Pyrex wool placed in the reaction vessels to 
increase surface area gave identical results to samples 
without added surface area. The observed results were also 
independent of the severity of reaction vessel drying al­
though in practice the vessels were routinely dried ov­
ernight at 150 °C while a few were heated under vacuum 
immediately prior to sample preparation. The results 
suggest that the H^Cl on the reaction vessel walls and on 
the carbonate stripper is a recoil reaction product.

Results and Discussion
The reaction of recoil chlorine atoms with hydrogen and 

deuterium was monitored in the respective experimental 
systems by directly measuring the absolute product yields 
of H38C1 and D38C1 from the reactions 
3aCl + H2 -*• H38C1 + H- (1)

38C1 + D 2 -  D 38C1 + D- (2)

Thermalized chlorine atoms were scavenged by a com­
bination ethylene-I2 scavenger which resulted in the 
formation of chloroiodoethane scavenger product:

38C1 + C2H4 -  •C2Hj 38C 1 ^  CH2ICH2 38 C1 (3)

The use of ethylene as a competitive scavenger for low 
energy chlorine atoms also presents a source of abstractable 
hydrogen which contributes to the hydrogen chloride yield 
through a direct abstraction mechanism as reported 
earlier.14
38C1 + C2H4 -  H38C1 + C2H3 (4)

The yield of H38C1 from this mechanism is directly pro­
portional to the concentration of ethylene in the reactive 
system and changes by only 0.1% absolute yield per 
additional percent ethylene concentration. For the 5% 
scavenger concentration used, the ethylene produced H^Cl 
yield can be accounted for on a quantitative basis. Hy­
drogen chloride can also be generated by unimolecular 
decomposition of the intermediate chloroethyl scavenger 
radical, but internal sample pressures of 1000 Torr in the 
present study suppress this reaction pathway to <0.2% 
of the absolute product yield.14 Other sources of ab­
stractable hydrogen or reaction pathways contributing to 
the H38C1 yield were absent in the recoil system.

The energy dependence of the primary 38C1 +  H2(D2) 
reaction was investigated experimentally by variation of 
the CF2C12 moderator gas concentration. Freon-12 was 
found to be essentially inert to both hot and thermal 
chlorine reaction contributing less than 1% to the total 
yield of products in all systems studied. At high mod­
eration, the recoil chlorine atom must, on the average, 
undergo numerous nonreactive energy degrading collisions 
with the inert collider prior to reaction with hydrogen, and 
the average reaction energy is expected to be near thermal.
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Kj = / d V R/ d V A( y r) fA (VA) fRtt, V R)a*( ; ,Vr) (5)

The term o*(j, VT) is the reactive cross section for the jth 
internal state of the reactant, fa(VA) and fR(/, V r) are the 
velocity distribution functions for hot atoms A and res­
ervoir molecules R, and Vr is the relative velocity of 
reactants.

The quantitative validity of the non-Boltzmann theory 
depends on the condition for attainment of the steady state 
energy distribution requiring the half-time for reaction to 
be longer than the half-time for momentum relaxation. In 
a nuclear recoil system the large reactivities of recoil 
species at high energies as evidenced, for example, by the 
calculated cross sections for the F +  H2(D2) system suggest 
that the rate of reaction may approach the collision fre­
quency.5 For such highly reactive systems the steady state 
energy distribution may exist rigorously only at high 
moderator concentrations where the total probability of 
nonreactive collision is much larger than the probability 
of reactive collision. In principle, this problem can be 
eliminated through a direct utilization of a time dependent 
velocity distribution fA(VA, t) in (5), but such a treatment 
is necessarily complex. Root and co-workers have recently 
applied the time independent non-Boltzmann theory to 
experimental results from 18F to H2(D2) systems6b and have 
suggested in a preliminary report6® that their related 
calculations on time dependent rates support the quali­
tative significance of the rates obtained from the steady 
state approximation. The time independent non-Boltz­
mann theory thus appears to be a straight forward, ap­
proximate model for examining the experimental kinetic 
behavior of recoil systems.

For a steady state energy distribution, the non-Boltz- 
mann rate constants kj can be handled in a manner similar 
to conventional chemical kinetics where the recoil system 
is approximated by an extremely small initial concen­
tration of hot atoms. In the present study, competing 
reactions for recoil chlorine atoms include the direct re­
action with hydrogen (1) or deuterium (2), the scavenging 
addition to ethylene (3), and the abstraction reaction with 
ethylene (4). Assigning the non-Boltzmann rate constants 
*h> *d> *s> and ka to these reactions, respectively, the rate 
o f production of H38C1 is given as
d [H * C l] /d f  = kh [H 2] [ 38C1] +

k a [ 38C 1][C 2H4] (6)

Combining eq 6 with the total rate of disappearance of ̂ Cl 
gives the yield of H38C1 at t = <*> corresponding to the end 
of sample irradiation as

[H 38C1] _  k h [H 2] + x a [C 2H4]
[ 38C1] o k h [H 2] + (KS + k a ) [C 2H4] [ )

Rearranging

Y W h [H 2] ka

1 - Y )  hs [C 2H4] ks 1 ’

Similar results will be obtained in terms of the overall 
hydrogen chloride yield Y = y HMci + Fdmci if D2 is sub­
stituted for H2 as the primary reactant.

Since the energy dependencies of the reactions are 
implicitly contained in the rate constants, a plot of the 
concentration term in (8) vs. the yield term will be linear 
with a slope of kh/ ks and an intercept of ka/ ks provided 
the energy dependences of the individual constants ka, ks, 
kh, and kd are similar over the effective energy range 
explored by moderation. The plot of the ratio of the 
reactant concentrations vs. the measured yield term Y /(l  
-  Y) calculated from the moderation dependence data for

Figure 3. Absolute H38CI yield ratios Y 1(1 -  y) as a function of the 
sample composition ratio [H2]/[C 2H4] for the “ Cl +  H2 reaction in the 
presence of ethylene-iodine scavenger.

Figure 4. Calculated non-Boltzmann rate constants ka/ kd and ka/ kh 
as a function of moderation with CF2CI2: (O) 38CI +  H2 reaction; ( • )  
38CI +  D2 reaction. Error bars represent the standard deviation.

the 38C1 +  H2 reaction in Figure 1 is shown in Figure 3. 
The data in Figure 3 can be approximated by this linear 
relationship over the range of reactant concentrations from 
0 to 66%. At lower moderation and correspondingly higher 
average energies of reaction there is significant curvature 
due both to the breakdown of the time independent steady 
state assumption in the highly reactive hydrogen system 
and to differences in the energy dependence of the in­
dividual reactions monitored. Extrapolating the linear 
region of Figure 3 to infinite moderation provides an 
intercept of ka/ ks = 0.08. Thus ks = 12ka, and eq 7 or 8 
can be further simplified to give

ka = (1 ~ Y )[H 2]
k h ( 1 3 Y -  1 )[C 2H4]

The ratios of the constants ka/ kh can then be determined 
from eq 9 as a function of moderation in order to char­
acterize the behavior of kh and kd in these reaction systems.

The ratios of ka/ kh and ka/ kd were calculated from eq 
9 at various sample compositions using the experimental 
reactant concentrations and resultant hydrogen chloride 
yields from the H38C1 moderation dependence study in 
Figure 1 and from similar data reported previously for the 
deuterium reaction.1415 Plots of the calculated ratios ka/ kh 
and k a / k d  v s . sample moderation are shown in Figure 4. 
Since the values of kh and kd are expected to rise at higher 
energies on the basis of their respective cross sections, the 
positive slopes of the lines in Figure 4 dictate that ka must





the scavenger effectively terminates very low energy re­
action processes as evidenced by the relatively high ef­
fective average temperature (~1200 K) observed for 
hydrogen chloride production at high moderation. Such 
effective elimination of very low energy abstraction re­
actions by fluorine is much more difficult to achieve due 
to the high intrinsic reactivity, and the competition 
provided by the scavenger may be slightly less favorable 
than in the chlorine studies. Due to the disproportionate 
impact of low energy processes and the fact that all near 
thermal reactions are expected to give a normal isotope 
effect, it might be anticipated that any small inverse effect 
at higher energies will be overshadowed in the total yields 
measured for hydrogen fluoride.

The combined effect of these factors and the degree to 
which the chlorine reactive cross sections are not super­
imposable cannot be evaluated quantitatively. The ex­
perimental data, however, provides clear evidence that the 
overall reactive process in the two recoil systems is dif­
ferent and that the stabilized product yields of the heavier 
halogen atom exhibit an inverse deuterium isotope effect 
at high energies which is absent from the yield data for 
the lighter halogen atom.
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The angular number distributions of species effusing through a cylindrical orifice have been used to investigate 
the fragmentation processes which occur in the ion source of a mass spectrometer. The lithium fluoride vapor 
system has been studied in the temperature range 785-825 °C. The monomer, dimer, and trimer have been 
identified as the neutral vapor species, and the fragmentation processes associated with the electron bombardment 
of each of these species have been identified. The approximate contribution of each of the neutral species to 
the fragment ions has been determined.

Introduction
Although the LiF vapor phase system has been the 

subject of frequent investigation, there is substantial 
disagreement regarding the identity of the neutral pre­
cursor or precursors of the ions in the mass spectrum of 
the lithium fluoride vapor system. Mass spectrometric 
investigations of the fragmentation products of this system 
have been reported by Sidorov and Alikhanyan,1 Berkowitz 
et al.,2,3 Akishin et al.,4 Porter and Schoonmaker,5 Hil­
denbrand et ah,6 and Searcy and Mohazzabi.7 As a 
consequence o f the fact that Li3F2+ is the ion of highest 
mass observed in the mass spectrum, it is generally as­
sumed that Li3F2+ results from dissociative ionization of 
Li3F3. The source of Li2F+ is most generally reported to

be Li2F2. However, both Akishin et al.4 and Sidorov et al.1 
report Li2F2 and Li3F3 as the source o f this ion. Only 
Hildenbrand et al.,6 however, offered substantial exper­
imental justification for the assignment of Li2F2 as the only 
precursor molecule of Li2F+.

Berkowitz et al.2,3 reported that LiF+ is formed pre­
dominately from LiF as did Sidorov et al.1 Both groups 
also claimed a small contribution to LiF+ from Li2F2, but 
they failed to agree on the extent of the Li2F2 contribution. 
On the other hand, Hildenbrand et al.6 found a substantial 
dimer contribution to LiF+ as well as a monomer con­
tribution. Hildenbrand also found LiF to be the only 
neutral precursor of Li+. The other studies1-5,7 concluded 
that Li+ was formed from the dissociative ionization of
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both LiF and Li2F2. However, there is no quantitative 
agreement regarding the extent of the dimer contribution.

It is apparent that the discrepancies concerning the 
identity of the neutral precursors of the ionic species 
produced by electron bombardment of the LiF vapor 
system have not been resolved by the existing high 
temperature mass spectrometric techniques. The angular 
distribution (AD) technique has proven particularly 
valuable in the determination of fragmentation patterns 
o f complex polymeric vapor systems such as AgCl,8 CuCl,9 
and Bi.10 In this paper the AD method has been used as 
an additional tool in the investigation of the LiF system 
to provide some further answers to the fragmentation 
phenomena.

Additional data on this system have been obtained and 
these include vapor pressure measurements made by 
Evseev et al.,11 Hildenbrand et al.,12 and Scheffee and 
Margrave.13 Thermodynamic data for the vapor species 
of lithium fluoride (monomer, dimer, and trimer) have 
been reported by Hildenbrand et al.,12 Scheffee and 
Margrave,13 Porter and Schoonmaker,5 Akishin et al.,4 
Bauer and Porter,14 and Berkowitz et al.2 Data from 
infrared matrix isolation studies are consistent with a 
planar, rhomboid structure for the dimer. 15~20 In addition 
to the cyclic structure, Abramowitz et al.21 have found 
evidence for a linear dimer.

Experimental Section
Data were obtained with a 60° single focusing, 30.5-cm 

radius-of-curvature mass spectrometer. Two molecular 
beam sources were used in conjunction with the mass 
spectrometer: (1) a standard static Knudsen cell system, 
and (2) a rotary Knudsen cell system. The static unit 
allows one to determine atomic and molecular beam fluxes 
only at the normal to the orifice exit plane whereas the 
rotary assembly permits sampling of the fluxes at any 
off-axis angle between 0 and 75°. Details of the con­
struction and operation of the rotary unit have been 
described.22

Radiant heating was used for the Knudsen cells in both 
the static and rotary units. Thermal energy was supplied 
by a bifilarly wound, platinum-10 % rhodium helical fi­
lament surrounding the cell on A120 3 supports. Because 
o f the reactivity of lithium fluoride vapor with A120 3, the 
furnace assembly was covered by a shield made of 
0.051-mm tantalum foil. The temperatures were deter­
mined by means of a calibrated chromel-alumel ther­
mocouple peened into the base of the Knudsen cell. The 
thermocouple also provided the input signal to a specially 
designed temperature controller which was used in con­
junction with a Hyperion Si 20-20 dc power supply to 
maintain the cell temperature constant to within ±0.02 °C 
of the nominal value.

The lid of the rotary cell had an orifice with an L /R  = 
4 geometry and a 0.508-mm radius. The length to radius 
ratio of the static cell orifice was L /R  = 0.10. In order to 
minimize the possibility of reaction between lithium 
fluoride and the cell, nickel was used in the construction 
o f all cell components. No evidence of cell reactivity was 
found in the temperature range of this investigation. 
Specially designed jigs were used to align the orifice of 
these cells to within ±0.02 mm in both the xy plane and 
the z direction thus ensuring mechanical reproducibility 
between runs. The cell was loaded with approximately 0.1 
g of 3 N lithium fluoride (Electronic Space Products, Inc.) 
for each run.

Intensity data were collected using a 16-stage electron 
multiplier as the detector and a 640 Keithley vibrating 
capacitor electrometer in series with a 399 Keithley iso-
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TABLE I: Relative Intensities, Appearance Potentials, 
and Heats of Sublimation0 (Average Temperature 805 °C)

Appear-
__ ance Heat of
Relative potential, sublimation,

Ion intensity eV ± 0.5 kcal/mol
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Li+ 36.44 11.8 61.9 ± 0.4
LiF+ 12.88 11.8 62.0 ± 0.5
Li2F+ 100.00 13.0 68.1 ± 0.4
Li3F2+ 12.01 12.3 73.6 ± 0.3

°  Data taken at 18 eV.

Figure 1. Ionization efficiency curve for Li+ at a cell temperature of 
825 °C.

lating amplifier. The output from the isolating amplifier 
was simultaneously fed to a strip chart recorder and a 
Hewlett-Packard Model 2212A voltage to frequency (V- 
to-F) converter whose output was measured with a 
Mech-Tronics Nuclear 715 dual scaler. The V-to-F 
converter and dual scaler functioned as a dc integrator with 
a variable-time base. By varying the integration times it 
is possible to maintain approximately the same average 
deviation for a wide range of peak intensities and sig- 
nal-to-noise ratios.

Results
Four ions were detected in the lithium fluoride mass 

spectrum, and they are as follows: Li+, LiF+, Li2F+, and 
Li3F2+. Appearance potentials for all species except Li+ 
were determined by the linear extrapolation method, and 
values for the four ionic species observed are given in Table 
I. The spectroscopic ionization potential of mercury23 
(10.43 eV) was used as a reference for the energy scale. 
The ionization efficiency curve of Li+ is nonlinear as shown 
in Figure 1. Nonlinearity of this type may occur when 
an ionic species is formed from more than one neutral 
species.

The intensity of each of the ions was determined as a 
function of temperature over the range 785-825 °C. The 
equilibrium vapor pressure P o f a neutral species in a 
Knudsen cell at a temperature T is related to the intensity 
I+ of the ionic species which results from electron bom­
bardment of the neutral vapor species by the relation P 
= kI+T where, k is a constant.24 If an ionic species results 
from ionization of only one neutral vapor species, then the 
heat of sublimation of the vapor species can be obtained 
from the slope of a plot of log I+T vs. 1 /T . However, if 
an ionic species is formed by the ionization of more than
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one neutral species, then the observed heat of sublimation, 
assuming temperature independent cross sections for the 
ionization processes, will have a value which is between 
the heats of sublimation of the contributing neutral species. 
The exact value will depend on the relative contribution 
of each of the neutrals to the ionic species. Heats of 
sublimation are given in Table I for all species. Data were 
taken at an electron bombardment energy of 18 eV, and 
the data for each run were treated by the least-squares 
method. The tabulated heats of sublimation are the 
average of the least-squares data for at least five runs per 
ionic species. The uncertainties in these values are the 
standard deviations from these averages.

The angular distributions of species effusing from an 
orifice depend not only on the orifice geometry as predicted 
by Clausing, but also on the vapor species. Grimley et al.8'25 
have given a detailed description of the AD technique and 
its application to fragmentation studies. The information 
required to characterize each AD curve includes the cell 
angles 8, the molecular beam intensities 1(8) as a function 
of angle, and the temperature of the Knudsen cell. The 
beam intensities are normalized to the beam intensity at 
0° by taking the ratio of the intensity at each angle 8 to 
the intensity at 0°. The relative intensities 1(8)/1(0) are 
then plotted as a function of the angle 8. The plot will 
hereafter be referred to as the AD curve. Initially dis­
tribution data were obtained for each species at an electron 
bombardment energy of 18 eV, and these data are given 
in Table II.26 Additional angular distribution curves were 
obtained at several other ionizing electron energies and at 
two other temperatures. These curves will be considered 
in the discussion of the fragmentation process.

Discussion
A preliminary analysis of the fragmentation behavior of 

the lithium fluoride system was attempted by use of the 
following standard techniques: stoichiometric constraints, 
appearance potentials, ionization efficiency curves, and 
heats of sublimation.

If the ionization potential of an atom or molecule has 
been determined previously, then appearance potential 
data can be used to assist in the identification of the 
neutral precursor of a given ion. The appearance po­
tentials and heats of sublimation for the LiF system are 
given in Table I. The conclusion which may be surmised 
from the appearance potential data is that Li+ is a frag­
ment ion.

Because of the low pressures present in the ion source, 
we have assumed that ion-molecule reactions may be 
neglected in the stoichiometric analysis. Based on the 
stoichiometric constraints, Li3F2+ could be formed from 
one or more of the neutrals LinF„, where n > 3. However, 
the absence of breaks in the ionization efficiency curve 
would tend to indicate only one major contributor. The 
heat o f sublimation data for Li3F2+ indicate at least one 
neutral contributor to Li3F2+ not common to the other 
ionic species. These data are consistent with the view that 
Li3F2+ arises primarily from one molecular source of the 
form LinF„, where n > 3.

By a similar type analysis Li2F+ is found to be formed 
from one species of the form LinF„, where n>  2, and which 
is different from the precursors of the other ionic species. 
This type o f analysis also indicates one primary molecular 
source for LiF+ which is different from the precursors of 
both Li2F+ and Li3F2+. Although these techniques indicate 
that LiF+, Li2F+, and Li3F2+ each results from ionization 
of a different molecular species, one may not eliminate the 
possibility of additional small contributions to these ions 
from other sources.

Figure 2. Angular distribution curves for LiF+, Li2F+, and Li3F2+ at a 
cell temperature of 825 °C and 18 eV.

The elimination of atomic Li as a potential source of Li+ 
by virtue of the appearance potential measurement has 
already been noted. Stoichiometric constraints only limit 
the identity of the precursor to one or more of the species 
Li„Fn, where n > 1. The ionization efficiency curve of Li+ 
shows appreciable curvature or tailing, and this behavior 
is sometimes indicative of two ionization processes. Thus 
there is the possibility that two sources of Li+ exist. The 
heat of sublimation data for Li+ and LiF+ at 18 eV are 
virtually identical. This result is normally interpreted to 
mean that Li+ and LiF+ are formed primarily from the 
same source or sources.

Since the standard techniques of identifying neutral 
species provide only limited information and the results 
of other research are inconclusive, the AD technique will 
be used almost exclusively to analyze the fragmentation 
pattern of lithium fluoride. The application o f AD 
measurements to the analysis of fragmentation patterns 
depends on the assumption that each neutral vapor species 
will exhibit a unique AD pattern as it emerges from a 
Knudsen cell with a nonideal orifice. Thus the shape of 
the AD curve of an ion formed from a single neutral species 
is dependent only on the directional characteristics of that 
given atomic or molecular species as it leaves the orifice, 
and is independent of the ionizing electron energy. 
However, if an ion is formed by the electron bombardment 
of two or more neutral vapor species, then the shape of its 
AD curve will depend on the relative contribution from 
each of the neutral vapor species. In the case of two 
contributors the AD curve for the ion will be located 
between the AD curves of the two neutral species. The 
exact location will depend on the molecular fluxes and the 
ionization cross sections of the two neutral species. The 
flux can be varied by changing the equilibrium temper­
ature of the system whereas the ionization cross section 
can be changed by varying the energy of the ionizing 
electrons. As a consequence the position and configuration 
of the angular distribution curve of the ion can be altered 
by changes in ionizing energy or temperature. The re­
sulting shifts in the AD curves can then be used in the 
analysis of the fragmentation processes.

The AD curves for the LiF+, Li2F+, and Li3F2+ ions are 
shown in Figure 2. All data shown were taken at 18 eV 
and a cell temperature of 825 °C. Three distinct curves 
may be seen, and these are associated with three different
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TABLE VI: Ion Intensity Contributions (Arbitrary Units) to Li+ from LiF and Li,F,
Ionizing
energy, / 10+(T, 0) X IO'3 V C T , 0) X 1 0 - 3

eV 785 °C 805 °C 825 °C 785 “C 805 “C 825 °C
10 6.48 1.92
10.5 9.84 2.13
11 14.67 1.71
12 25.17 1.23
13 36.24 1.74
14 49.98 2.46
15 62.91 3.30
16 77.52 4.50
18 36.90 64.83 106.38 4.37 6.42 6.84
25 72.35 126.33 204.09 8.93 14.01 24.09
40 129.79 225.60 356.40 19.17 34.41 68.73
60 174.42 301.68 477.45 26.10 50.40 103.38

continuously to 60 eV, the maximum energy for mea­
surement. It is obvious that the most important con­
tributor to Li+ is LiF. The selection of the polymeric 
contributor poses a more difficult problem. By a sufficient 
variation in the ionizing energies it has frequently been 
possible to cause a complete shifting of the AD curve 
between the contributing species. This was not possible 
with the LiF system. The least-squares procedure was 
employed assuming monomer, dimer, and trimer contri­
butions. At a number of ionizing energies and tempera­
tures, the coefficients fjk(T) calculated for the dimer and 
trimer contributions were negative. Since these results are 
physically meaningless, the assumption of more than one 
polymer contributor is invalid. This method of analysis 
has been shown to be capable of providing an excellent fit 
in the case of the highly complex selenium vapor system.28 
Therefore it must be assumed that the Li+ ion results from 
the fragmentation of only two neutral species. Since the 
AD curve of Li+ is more diffuse than the dimer curve, the 
possible sources of Li+ are the monomer and dimer or the 
monomer and trimer. A quantitative solution is achieved 
assuming either case. With presently available techniques 
it is impossible to obtain a unique solution. The possibility 
exists that a double-cell distribution study might be able 
to resolve this problem. For the present, however, we are 
forced to assume that the polymeric species present in the 
greatest amount is the most likely source of the polymeric 
contributor to Li+. Accordingly we have assumed that the 
monomer and dimer contribute to Li+.

The fragmentation pattern of an ion which results from 
the ionization of more than one precursor molecule may 
be characterized by one or more of three arbitrarily defined 
parameters. These are (i) the ion intensity fraction Fjk(T, 
8), (ii) the cross-section ratio Cjk(T), and (iii) the total 
intensity fraction Qjk(T).

(i) Ion Intensity Fraction. The ion intensity fraction 
has been defined according to the equation F)k(T, 8) = 
Ijk+(T, 6)/Ik+(T, 8). The ion intensity fraction F]k{T, 0) is 
a measure of the ratio of the ion intensity contribution 
from a specific molecule j  to the total intensity resulting 
from contributions to ion k from all sources. In high 
temperature studies the mass spectrometer is ordinarily 
located on the axis which is normal to the plane of the 
effusion orifice. Since the detector is located at 8 = 0, the 
ion intensity fraction of paramount importance is F¡k{T, 
0), and this quantity was shown by eq 15 to be equivalent 
to the superposition coefficients of eq 11. For the Li+ ion, 
ho(T) = FW{T, 0) and / 20(F) = F2o(T, 0).

(ii) Cross-Section Ratio. The cross-section ratio has 
been defined by the equation a;fe(T) = ajk(T)/CjjiT) = 
Ijk+(T, 6)/Ijj+(T, 8) where Ijk+{T, 8) is the ion intensity 
contribution of molecule j  to ion k, and In+(T, 8) is the 
intensity of ion j  (not necessarily a parent ion) formed

solely from molecule j. The magnitude of ajk(T) provides 
a measure of the relative importance of the possible 
ionization paths for a given molecule.

(iii) Total Intensity Fraction. The total intensity 
fraction Qjk(T) is defined by the equation

Qjk(T) =
ijk+(T ,e )

Ijj+(T, d) +  2  IJk + (T, 6 ) (16 )

The total intensity fraction Qjk(T) is a measure of the ratio 
of the intensity of ion k formed by molecule j  to the total 
ion intensity resulting from all possible ionization modes 
of molecule j. Equation 16 may also be expressed in terms 
of cross sections.

Qjk(T) =
Ojk(T)

°jj(T) + 2  ojk(T)ki=i
(17 )

The denominator is equal to the total cross-section 0,(71, 
and

Qjk(T) = ojk(T)/oj(T) (18 )

The quantity Qjk(T), therefore, is also a measure of the 
importance of one ionization path for molecule j  relative 
to all possible ionization paths for this molecule.

The results of previous investigations have involved 
either (1) incomplete data on gas phase-condensed phase 
equilibria or (2) data on gas phase equilibria obtained by 
the double cell technique. Consequently, the data of other 
investigators cannot be used to determine ion intensity 
fractions comparable to those contained in this work. 
However, data on the ion intensity fractions are necessary 
to determine the individual ion intensity contributions 
Ijk+(T, 8). The ion intensity contributions Ijk+{T, 6), in 
turn, are used in thermochemical calculations.

The contributions of Li+ from Li2F2 expressed in the 
form of f20(F) are given as a function of temperature and 
the ionizing energy in Figure 7 and Table V.26 The Li+ 
contributions from LiF are also listed in Table V.26 It is 
evident that the dimer contribution f20(F) exhibits a 
substantial energy dependence, particularly at the highest 
temperature of measurement. The limitations of machine 
sensitivity prevented measurements at lower energies and 
temperatures. The wide variation of the ion intensity 
fractions under differing measurement conditions provides 
evidence of the difficulties which may be encountered in 
comparing the data from different investigations. The 
relative ion intensity contributions to Li+ from LiF, IW+(T, 
0), and Li2F2, T>o+(T, 0), are given in Table VI for each of 
the ionizing energies and temperatures studied. It is 
apparent that the magnitude of the monomer term is 
always considerably larger than that of the dimer term.

vrû lfiijfi f i n n i c i  Ifhpffj-y
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Figure 7. Plot of the percentage dimer contribution to Li+ as a function 
of ionizing energy at cell temperatures of 785, 805, and 825 °C.

TABLE VII: Cross-Section Ratios for the Formation of 
Li* and LiF+ from LiF and the Formation of 
Li* and Li2F* from Li2F2

Ion­
izing «.„(D = o10(T)/an(T) o»(T) = vM(T)/a n(T)

energy, 785 805 825 785 805 825
eV °C °C °C °C °C °C

10 1.83 0.261
10.5 1.98 0.132
11 2.04 0.068
12 2.12 0.027
13 2.25 0.019
14 2.34 0.020
15 2.47 0.021
16 2.55 0.024
18 2.72 2.67 2.88 0.051 0.036 0.025
25 2.86 2.77 3.07 0.046 0.044 0.036
40 3.03 2.96 3.35 0.052 0.050 0.054
60 3.11 3.23 3.50 0.055 0.054 0.063

The monomer, therefore, is the major contributor to the 
Li+ ion intensity under the conditions of this study.

In the range of ionizing energies from 12 to 10 eV a small 
maximum exists in the I20+(T, 0) data rather than the 
continuous decrease normally observed in ionization ef­
ficiency curves. The effect is seen in Figure 3 as a shift 
in the AD curve of the Li+ ion in the 10-12-eV range. The 
direction of the shift suggests that the effect is due to a 
polymeric contributor. Whether the enhanced ion in­
tensity is due to ionization of the trimer or an alternate 
ionization process involving some other species cannot be 
determined.

The cross-section ratios a10(T) and a20(T) were deter­
mined by use of eq 10, and the resulting data are shown 
in Table VII. From the values of a10(T) and a20(T) it is 
evident that Li+ is the predominant ionic species formed 
from LiF and Li2F+ is the principal ionic species formed 
from Li2F2.

While the cross-section ratios a;fe(T) and the total in­
tensity fractions Q;fc(T) are functions of temperature and 
the ionization energy, they are independent of the com-

TABLE VIII: Comparative Cross-Section Ratio and 
Total Intensity Fraction Data

Author
T,°
°C

IE,b
eV «.o (T) 2̂o( - ) Qu,m Q„(T)

This work 785 60 3.11 0.055 0.757 0.052
This work 805 60 3.23 0.054 0.764 0.051
This work 825 60 3.50 0.063 0.778 0.059
This worke 777 75 3.16 0.057 0.760 0.054
Searcy 

et al.d
777 75 3.54 0.09 0.780 0.083

This worke 820 75 3.54 0.06 2 0.780 0.058
Berkowitz 820 75 4.02 0.141 0.801 0.123

et al.e

a Nominal effusion cell temperature. b Electron ion­
izing energy. c Extrapolated values. d See ref 7. e See 
ref 2.

position of the LiF system. Therefore, it is possible to 
compare the values of a^(T) and Qjk(T) obtained in this 
work with the results of other investigators. Each of the 
cross-section ratios reported in the existing literature were 
determined under different conditions of measurement. 
In order to compare the present work with that of other 
investigators, comparative data were obtained by inter­
polation of temperature data and extrapolation of the 
ionizing energy data reported in this work. These results 
were compared with the values of Oi0lT), a20(T), Q10(T), 
and Q20(T) reported by Searcy7 and Berkowitz.2 The data 
comparisons are shown in Table VIII. Akishin4 also 
reported a value for a20(T) at 693 °C. However, the 
ionizing energy was not specified, and meaningful com­
parisons are not possible without this information. The 
ajk(T) and Qjk(T) values obtained by Searcy et al.7 agree 
most closely with the results of this work. While there are 
differences between corresponding data, the agreement is 
quite good considering the measurement problems re­
ported by various investigators.

Supplementary Material Available: Four tables con­
taining AD data for Li+, LiF+, Li2F+, and Li3F2+ at 18 eV 
and 825 °C (Table II), AD data at 18 25, 40, and 60 eV 
and 825 °C for LiF+, Li2F+, and Li3F2+ 'Table III), average 
LiF+, Li2F+, and Li3F2+ AD data at 785, 805, and 825 °C 
(Table IV), and percentage contributions to Li+ from LiF 
and Li2F2 (Table V) (4 pages). Ordering information is 
available on any current masthead page.
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TABLE I: Thermal Ion-Molecule Reaction Rate Constants in Simple Aliphatic Ketones
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Reactions

k°

This work Ref 7

(la) CH3COCH3+ + CH3COCH3 -  CH3COCH3H+ + CH3COCH2 3.061
-  CH3COCH3CH3CO+ + c h 3 1.93)

(lb) c h 3c o * + c h 3c o c h 3-  c h 3c o c h 3h + + c h 2co 2.13 \
-  CH3COCH3CH3+ + CO 0.56 >
-  CH3COCH3CH3CO+ 1.26/

(2a) CH3COC2H,+ + c h 3c o c 2h , -  c h 3c o c 2h 5ip  + c4h 7o 5.56
-  CH3COC2H5CH3CO+ + c 2h 5 3.62
-  CH3COC2H5C2H5CO+ + c h 3 0.07

(2b) c h 3c o + + c h 3c o c 2h s -  CH3COC2HsH+ + c h 2co 3.31
-  CH3COC2H5CH3+ + CO 0.08
-  CH3COC2H5CH3CO+ 2.82

(3a) C2H,COC2H ♦ + C,H5COC,H5 -  C,H.COC,H,H+ + C2H,COC2H. 5.31
-  C2HsCOC2H5C2HsCO+ + c 2h 5 2.43

(3b) C2H5CO+ + C2HsCOC2h5 -  C2H5COC2HsH+ + C2H4CO 2.56
-  c 2h 3c o c 2h ,c , h ,c o + 2.25

(4a) CH3COC3H/  + c h 3c o c 3h 7 -  c h 3c o c 3h 2h + + c h 3c o c 3h . 6.28
-  c h 3c o c 3h 7c h 3c o + + c 3h , 4.27

(4b) c h 3c o * + c h 3c o c 3h , -> CH3COC3H7Ht + CH2CO 3.86
-  CH3COC3H7CH3CO+ 3.24

“  All rate constants in units of 10 10 cm3 molecule ' s ' 1.

detection technique. The sample pressure was measured 
with an MKS Baratron 90-X RP-2 capacitance manometer 
and was calibrated by the known rate constant (1.17 ±  0.07 
X  10'9 cm3 molecule 1 s-1)16 for CH5+ in methane. Studies 
o f the variation of ion intensities of fragment and product 
ions with delay time were carried out at a number density 
of 2.50 X 1013 molecules cm 3 and at an electron energy of 
70 eV. The uncertainty of the rate constants obtained in 
this work is approximately 10%. Acetone, butanone, 
3-pentanone, and 2-pentanone used were obtained from 
Tokyo Kasei Co. Ltd. and used after vacuum distillation 
at various temperatures.

Results and Discussion
Acetone. The delay time dependence of fragment and 

product ions is shown in Figure 1. The ion intensities of 
the fragment ions CH3COCH3+, CH3CO+, and CH3+ de­
creased with increasing delay time. As major product ions, 
C H 3C O C H 3H + , C H 3C O C H 3C H 3+, and 
CH3COCH3CH3CO+ were observed. In order to determine 
the precursors of these product ions the appearance po­
tentials and ionization efficiency curves of the fragment 
and product ions were measured and are shown in Figure
2. The onsets of the ionization efficiency curves of 
CH3COCH3+, CH3CO+, and CH3+ were obtained as 9.71 
±  0.05,10.50 ±  0.05, and 14.28 ±  0.05 eV, respectively. The 
ionization potential o f acetone obtained is in good 
agreement with the values reported by Watanabe (9.69 ±  
0.01 eV),17 Hurzeler et al. (9.65 ±  0.1 and 9.75 ±  0.03 eV),18 
and Potapov and Sorokin (9.71 ±  0.01 eV).19 The ioni­
zation potential obtained with photoionization will be the 
adiabatic ionization potential if the adiabatic lies in the 
Franck-Condon region. In general it will be a potential 
somewhere between the adiabatic and vertical potential. 
Thus the value obtained with electron impact in this work 
agreed with the vertical ionization potential (9.75 ±  0.03 
eV) reported by Hurzeler et al.18 The appearance potential 
of CH3CO+ was determined as 10.42 ±  0.03 eV by Potapov 
and Sorokin19 and agreed with that obtained in this work. 
In Figure 2 the onsets of the ionization efficiency curves 
o f CH3COCH3+ and CHsCOCH3CH3CO+ agreed with that 
o f CH3COCH3+. In addition the second appearance po­
tentials of both CH3COCH3H+ and CH3COCH3CH3CO+ 
agreed with the onset of the ionization efficiency curve of 
CH3CO+. Also an agreement of the onsets of the ionization 
efficiency curves of CH3COCH3CH3CH3+ and CH3CO+ was

Figure 1. Delay time dependence of fragment and product ions in 
acetone: (A) CH3+ (X 1/10); (O) CH3CO+ (X1/10), ( • )  CH3COCH3+ 
( X 1/2); (■) CH3COCH3H+; (A) CH3COCH3CH3+ (X100); (□ )  
CH3COCH3CH3CO+ (X100).

8 9 10 11 12 13 U  15 16

ELE CTR ON  E N E R G Y  ( e V )

Figure 2. Ionization efficiency curves of major fragment and product 
ions in acetone: (□ ) CH3+; (■) CH3CO+; ( • )  CH3COCH3+; (A)
CH3COCH3H+; (A) CH3COCH3CH3+; (O) CH3COCH3CH3CO+.

observed. From these results it is concluded that 
C H 3C O C H 3H + , C H 3C O C H 3C H 3 + , and
CH3COCH3CH3CO+ are formed by the following con­
densation-elimination and addition reactions: The rate
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CH3COCH3 + +
CH3COCH3 -> CH3COCH3CH3COCH3+*

-  CH3COCH3H+ + CH3COCH2 (1)
-  CH3COCH3CH3CO+ + CH3 (2)

CH3CO+ + CH3COCH3 -► CH3COCH3CH3CO+*
-  CH3COCH3H+ + CH3CO (3)
->• CH3COCH3CH3+ + CO (4)

CH3COCH3CH3CO+ (5)

constants of reactions 1-5 were obtained by the ratio plot 
technique and are summarized in Table I. The total rate 
constants for the reactions of CH3COCH3+ and CH3CO+ 
with acetone agree with those of MacNeil and Futrell.7 
The relative rate constants of reactions 1 and 2 were ki.k2 
= 0.65:0.35. This value agreed with the ratios 0.67:0.33 and 
0.78:0.22 which have reported by MacNeil and Futrell7 and 
Blair and Harrison.8 The rate constant for the acetylation 
reaction by CH3COCH3+ was larger than that by CH3CO+.

Butanone. The delay time dependence of major frag­
ment and product ions is shown in Figure 3. As product 
ions ,  C H 3C O C 2H 5H + , C H 3C O C 2H 5C H 3+,
CH3COC2H5CH3CO+ and CH3COC2H6C2H5CO+ were 
observed. The formation of CH3COC2H5CH3CO+ was 
remarkable as compared with that o f  
CH3COC2H5C2H5CO+. The ionization efficiency curves of 
the fragment and product ions are shown in Figure 4. The 
onsets of the ionization efficiency curves of CH3COC2H5+, 
CH3CO+, and C2H5+ were obtained as 9.52 ±  0.05, 10.36 
±  0.05, and 12.45 ±  0.05 eV, respectively. The ionization 
potential o f butanone obtained in this work is in good 
agreement with the vertical ionization potential (9.55 ±  
0.03 eV) reported by Hurzeler et al.18 The onsets of the 
ionization efficiency curves of both CH3COC2H5H+ and 
CH3COC2H5CH3CO+ agreed with that of CH3COC2H5+, 
and also the break points in the ionization efficiency curves 
of both product ions agreed with the onset of the curve of 
CH3CO+. The onsets of the ionization efficiency curves 
of CH3COC2H5C2H5CO+ and CH3COC2H5CH3+ agreed 
with those o f CH3COC2H5+ and CH3CO+, respectively. 
From the results o f these ionization efficiency curve 
measurements, the following reactions are derived:

CH3COC2H5+ +
CH3COC2H5 -  CH3COC2H5CH3COC2Hs+*

-  CH3COC2H5H+ + C4H ,0 (6)
-  CH3COC2H5CH3CO+ + C2Hs (7)
-  CH3COC2H5C2H5CO+ + CH3 (8)

CH3CO+ + CH3COC2H5 -  CH3COC2HsCH3CO+*
-  CH3COC2H5H+ + CH2CO (9)
->■ CH3COC2H5CH3+ + CO (10)
->• CH3COC2HsCH3CO+ (11)

The rate constants of these reactions are given in Table 
I and the rate constant o f reaction 7 is larger considerably 
than that o f reaction 8. The bond dissociation energy, 
Z)(CH3CO-C2H5), is somewhat smaller than that of D- 
(CH3-COC2H5), that is, D(CH3CO-C2H5) = 72.2 kcal m o l 1 
and D(CH3-CO C2H5) = 72.6 kcal moT1.20 In the con­
densation-elimination reaction, it is presumed that the rate 
constant is affected by the bond dissociation energy. The 
rate constant of reaction 7 was comparable with that of 
addition reaction 11 of CH3CO+ with the neutral molecule. 
Since C2H5CO+ from butanone was less abundant, the 
condensation-elimination and/or addition reaction was not 
observed. The méthylation reaction (condensation- 
elimination reaction) by CH3CO+ in butanone results in

DELAY TIME ! p,s )
Figure 3. Delay lime dependence of fragment and product Ions in 
butanone: (O) CH3CO+ (X1/10); (▲) C2H6CO+; ( • )  CHjCOC2H5+ (X1/2); 
(□ )  CH3COC2H5H+ ; (■ ) CH3COC2H5CH3+ (X 200 ); (A )
CH3COC2H5CH3CO+ (X20); (V) CH3COC2H5C2H5CO+ (X200).

8 9 10 II  12 13 14 15

ELECTRON E N E R G Y  I eV !

Figure 4. Ionization efficiency curves of major fragment and product 
ions in butanone: (V) C2H5+; (□ ) CH3CO+; ( • )  CH3COC2H5+; (A) 
CH3COC2H5H+; (A) CH3COC2H5CH3+; (■) CH3COC2H5CH3CO+; (O) 
CH3COC2H5C2H5CO+.

an elimination of carbon monoxide from intermediate 
complex (CH3COC2H5CH3CO+*). The rate constant of 
methylation reaction 10 is smaller than that of the 
analogous reaction 4 in acetone. The rate constant ratios 
(k3 + k4)/k5 and (k9 +  kw)/kn in acetone and butanone 
are 2.1 and 1.2. This difference in both systems indicates 
that the dissociation of CH3COCH3CH3CO+* leading to 
the formation of protonated and methylated ions in 
acetone predominates as compared with that of 
CH3COC2H5CH3CO+* in butanone. The excess energy of 
CH3CO+ will play an important role in the dissociation of 
the complex. In fact it is known that the excess trans­
lational energy of CH3CO+ from acetone is higher than that 
from butanone.19,21

3-Pentanone. The major product ions formed in 3- 
p e n t a n o n e  were C 2H 5C O C 2H 5H + and 
C2H5COC2H5C2H5CO+ as can be seen in Figure 5. The 
ionization efficiency curves of the fragment and product 
ions are shown in Figure 6. The onsets of the ionization 
efficiency curves of C2H5COC2H5+ and C2H5CO+ were 
obtained as 9.60 ±  0.05 and 10.29 ±  0.05 eV, respectively. 
The onsets of the ionization efficiency curves o f these 
product ions agreed with that of C2H5COC2H5+, and also 
the break points in the curves of the product ions agreed 
with the onset of the curve of C2H5CO+. The results of 
the ionization efficiency curve measurements confirm the
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Figure 5. Delay time dependence of fragment and product ions in 
3-pentanone: (■) C2H5+ (X1/10); (O) C2H5CO+ (X1/10); ( • )
C2H6COC2H5+; (A) C2H5COC2H5H+; (□ ) C2H5COC2H5C2H5CO+ (X20).

Figure 7. Delay time dependence of fragment and product ions in 
2-pentanone: (O) CH3CO+ (X1/10); (■) CH3COCH2+ (X1/10); ( • )  
CH3COC3H7+ (X1/2); (□) CH3COC3H7H+; (A) CH3COC3H7CH3CO+ (X20).
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Figure 6. Ionization efficiency curves of major fragment and product 
ions in 3-pentanone: (O) C2H5CO+; ( • )  C2H5COC2H5+; (A)
C2H5COC2H5H+; (A) C2H5COC2H5C2H5CO+.

Figure 8. Ionization efficiency curves of major fragment and product 
ions in 2-pentanone: (A) CH3CO+; ( • )  CH3COC3H7+; (A) CH3COC3H7H+; 
(O) CH3COC3H7CH3CO+.

view that C2H5COC2H5H+ and C2H5COC2H5C2H5CO+ are cordingly it was found that CH3COC3H 7H + and 
formed by the following reactions: CH3COC3H7CH3CO+ result from the following reactions:
C2HsCOC2Hs+ + CH3COC3H / +

C,H,COC,Hs -  C2H5COC2H5C2H5COC2H,+*
-  C2H5COC2HsH+ + C2H5COC2H4 (12)

CH3COC3H, -  CH3COC3H7CH3COC3H7+*
-  CH3COC3H,H+ + CH3COC3H6 (16)

-> C2HsCOC2H5C2H5CO+ + c 2h 5 (13) -> CH3COC3H,CH3CO+ + c 3h 7 (17)

C2HsCO+ + C2H5COC2Hs - C2HsCOC2HsC2HsCO+* 
C2HsCOC2HsH+ + C2H4CO (14)

c h 3c o + + CH3COC3H, -  CH3COC3H,CH3CO+*
-  c h 3c o c 3h ,h + + c h 2co (18)

—y C2H5COC2HsC2H5CO+ (15) -  CH3COC3H,CH3CO+ (19)

The rate constant of condensation-elimination reaction 13 
was comparable with that of addition reaction 15 (Table 
I). The rate constant of the acylation reaction by 
C2H5COC2H5+ in 3-pentanone is larger than that by 
CH3COC2H5+ in butanone.

2-Pentanone. The delay time dependence of major 
fragment and product ions is shown in Figure 7. The 
m ajor product ions were CH 3COC3H7H + and 
CH3COC3H7CH3CO+, and the ionization efficiency curves 
o f these ions are shown in Figure 8. The onsets of the 
ionization efficiency curves of CH3COC3H7+ and CH3CO+ 
were obtained as 9.29 ±  0.05 and 11.10 ±  0.05 eV, re­
spectively. The onsets of the ionization efficiency curves 
o f CH3COC3H7H + and CH3COC3H7CH3CO+ agreed with 
that of the curve of CH3COC3H7+, in addition, the break 
point in the curves of the product ions was in good 
agreement with the onset of the curve of CH3CO+. Ac-

The rate constants of reactions 16-19 are summarized in 
Table I.

In simple aliphatic ketones, it is of interest to examine 
the relationship between the rate constants of acetylation 
reactions and the molecular structures of ketones. A plot 
showing the relation between the rate constants and the 
carbon number of the alkyl group in ketones, CH3COR (R 
= CH3, C2H5, and C3H7), is shown in Figure 9. The rate 
constants for the acetylation reactions (condensation- 
elimination reactions) by the molecular ions (CH3COR+) 
increase with increasing carbon number of the alkyl group 
in ketones. The acetylation reactions by CH3COR+ occur 
via the cleavage of the C -R  bond in the intermediate 
complexes (CH3CORCH3COR+*). The dissociation energy 
of the C-C  bonds (CH3CO-R) does not change with in­
creasing carbon number of the alkyl group, that is D- 
(CH3CO-CH3) = 72.6, D(CH3CO-C2H5) = 72.2, and D-
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Figure 1. H 0 2N 0 2 decomposition at 300 K. The rate constant for 
H 0 2N 0 2 decomposition as a function of pressure at 300 K. Solid line 
is from Howard’s low-pressure measurement, X  is Graham et al., 
measurement, and •  calculated from RRKM theory.

Figure 2. Arrhenius plot for the decomposition of H 02N 0 2 at 1 atm. 
The Arrhenius plot reported by Graham et al.: • ,  experimental points; 
O , calculated from RRKM theory using values of t) shown.

used to produce these results are: Ax = 1095 M"1 s'1, E_x 
= 23.0 kcal mol"1, S° (H02N02) = 71.6 eu, which yield A_x 
= 1016-4 s'1 at 300 K. The values of tj, the hindrance 
parameter, are tabulated as a function of temperature in 
Table II.

As can be seen from the figures, the calculations re­
produce the experimental results very well. However, the 
extent to which the assumed high-pressure Arrhenius 
parameters are a unique set remains in question. It is 
extremely unlikely that A.j is less than 1016-4 s'1. That 
value is already somewhat low compared to the A factor 
for nitric acid decomposition of ~1018,7 s"1, which should 
be the smaller. A.j could be increased by increasing Ax; 
however, that would then make A1 larger than the A factor 
for combination of OH and N02 radicals, which is unlikely. 
It is possible that our entropy estimate for pernitric acid 
is too large, from the nature of the estimate it is most

Figure 3. H 0 2N 0 2 decomposition rate constants. The pressure and 
temperature dependence of the rate constants for the decomposition 
of H 0 2N 0 2: =  A „(300) e x p (- f .(3 0 0 )/R T );  /r„ =  1016 43-
exp (-23 .0 /R T ).

unlikely to be too small; that would yield a larger value 
of A ,. Taking a reasonable minimum value of S° 
(H02N02) of 69.0 eu gives A_x = 1017° s“1 with Ax = 109-5 
M'1 s'1. To fit the low-pressure data, this requires E { =
27.0 kcal mol"1. However, the rate at 1 atm then differs 
from the measurement by at least a factor of 10. 
Therefore, those parameters seem to be a unique set, 
assuming that Ax cannot be any larger.

The values of the hindrance parameter used, from 98% 
at 300 K to 92% at 217 K, show the expected variation 
with temperature. However, the values are much larger 
at moderate temperatures than in our previous study of 
the decomposition of nitric acid. As yet, there are too few 
data to allow meaningful conclusions to be drawn from the 
size of the hindrance parameter. Further studies may be 
able to correlate the hindrance parameter with some 
physical properties of the system.

Figure 3 shows a plot of k / k „  for the decomposition 
reaction over the temperature and pressure range needed 
for atmospheric modeling. The hindrance parameters at 
temperatures for which no experimental data are available 
were estimated by linear extrapolation of the higher 
temperature values, which should be sufficiently accurate 
over the small (~35°) temperature range. It should be 
noted that in this case is calculated at any temperature 
using the high-pressure Arrhenius parameters at 300 K.

Conclusions
Experimental data for the decomposition of pernitric 

acid, and the reverse radical combination reaction, are 
available only under widely disparate conditions. The 
application of RRKM theory has enabled us to arrive at 
a unique set of high-pressure Arrhenius parameters that 
are consistent with known thermochemistry and the ex­
perimental results. The theory has then been used to 
predict the pressure and temperature dependence of the 
reaction over a range of conditions appropriate to at­
mospheric modeling. That approach has demonstrated the 
utility of RRKM theory in comparing data on pressure 
sensitive reactions, and its ability to generalize the 
pressure, and temperature dependence from a limited set 
of data.

In applying RRKM theory, we have used a hindered 
rotational Gorin model for the transition state. That 
method offers several advantages over conventional vi­
brational models in that it can reproduce the observed 
temperature dependence of high pressure A factors, and 
that it offers a transition state involving only one empirical



parameter at each temperature. When further studies are 
available, it may be possible to make an a priori prediction 
of that parameter based on the physical properties of the 
system.
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The rates of complexation-decomplexation of the 15-crown-5 [1,4,7,10,13-pentaoxacyclopentadecane] and 
18-crown-6 [1,4,7,10,13,16-hexaoxacyclooctadecane] complexes of the aqueous cations Sr2+, Ba2+, Pb2+, and Hg2+ 
have been determined from ultrasonic absorption measurements covering the 15-205-MHz frequency range 
at 25 °C. As in the case of previously reported studies of complexation of monovalent cations by these crown 
ethers, the data have been fitted to a two-step mechanism. Diffusion has been ruled out as the rate-limiting 
step in the complexation. Loss of the coordinated water from the ions is proposed as the rate-determining 
step.

Introduction
Interest in the solution chemistry of the synthetic 

macrocyclic polyethers has increased greatly since their 
introduction by Pedersen,2 stimulated by the many 
chemical and biological applications of these ligands as 
complexing and transport agents for metal ions.

In a previous kinetic investigation3 of the complexation 
equilibria between monovalent metal ions and the crown 
ethers Chock proposed a mechanistic scheme involving a 
ligand conformational rearrangement followed by the 
stepwise substitution of the coordinated solvent molecules 
by the ligand. Kinetic studies in this laboratory4 6 of 
aqueous monovalent metal ion and ammonium ion 
complexation by 18-crown-6 and 15-crown-5 have con­
firmed the existence of at least one conformational re­
arrangement equilibrium for each of the ligands. Fur­
thermore, one conformer strongly predominates in each 
such conformational equilibrium; the predominant form 
is involved in the metal ion complexation equilibrium; and 
complexation is not diffusion controlled.

The kinetics of the complexation equilibria involving 
these same crown ethers with some divalent metal ions is 
considered here. If loss of coordinated water is rate 
limiting then complexation rates should be slower for

divalent ions compared to monovalent ions. In making our 
choice of divalent ions, two with inert gas configurations, 
Sr2+ and Ba2+, and two ions with nonspherical coordi­
nations, Pb2+ and Hg2+, were selected. By analogy with 
the results for monovalent ions where faster complexation 
rates were observed for nonspherically coordinated Ag+ 
and Tl+ ions, the rates of complexation of Pb2+ and Hg2+ 
by the polyethers might be anticipated to be greater than 
those for Sr2+ and Ba2+. If such were the case, we would 
have additional evidence for water loss as the rate-limiting 
step in the mechanism.

Experimental Section
Ultrasonic absorption measurements were made at 25.0 

± 0.1 °C over an acoustic frequency range from 15 to 205 
MHz, using a computer-controlled laser acoustooptic 
technique.7 The argon ion laser was operated at the
514.5-nm green line and the piezoelectric acoustic 
transducer element was a gold-plated, 5-MHz frequency, 
X-cut quartz crystal which was driven at odd harmonics 
over the frequency range.

Additional low-frequency measurements were made on 
aqueous solutions of BaCl2 with 15-crown-5 using reso­
nance ultrasonic absorption techniques.
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TABLE I: Relaxation Parameters from Computer 
Analysis for Complexation by 15-Crown-5a

Strontium
10I7A,

[SrCl2]0,b [15-Crown-5]0,b / R,II>
m Hz

Np 1018
M M cm-1 s2 rmsc

1.00 0.0377 9.95 157.9 1.0
1.51 0.0877 14.09 82.37 1.3
1.82 0.0797 18.33 48.89 1.0

Bariumd
1017A,

[BaCl2]0, [ 15-Crown-5 ]0, / r i i .
m Hz

Np 1018
M M c m 1 s2 rms

0.756 0.0640 12.15 144 1.5
0.886 0.0864 15.92 126.7 2.5
1.01 0.0360 19.64 84.5 2.3

Lead(II)
1017A,

[Pb(C104)2]„, [15-Crown-5]0, / r ,II>
m Hz

Np 1018
M M cm“1 s2 rms

0.413 0.0783 19.72 69.17 1.2
0.516 0.130 20.80 83.87 1.8
0.688 0.0877 31.19 32.92 0.9

Mercury(II)
1017A,

[Hg(ClO4)J0, [15-Crown-5]0, / r i i .
m Hz

Np 1018
M M cm“1 s2 rms

0.590 0.114 14.97 759.3 2.3
0.871 0.111 18.91 572.1 2.3
1.15 0.107 26.20 287.1 1.9

“ All symbols as defined in the text. b The subscript 
zero on concentration denotes total concentration. 
c Root mean square deviation. d Barium results based on 
resonance ultrasonic absorption measurements in the ~0.9- 
to ~ 4-MHz frequency range as well as on higher frequency 
acoustooptic data.

Solutions were prepared using deionized redistilled 
water. The 15-crown-5 and 18-crown-6 (Parish Chemical 
Co., Provo, Utah) were purified as described previously.4,6 
The inorganic ions were all analytical reagent grade. 
Strontium and barium ions were in the form of chloride 
salts and stock solutions were prepared by weight. The 
lead and mercury ions were introduced as perchlorates. 
These latter stock solutions were standardized either 
gravimetrically (PbS04)8 or titrimetrically (Hg(CNS)2).9

Results
Total sound absorption data, expressed as (ct/f2)T Np 

cm 1 s2 (see paragraph at end of text regarding supple­
mentary material), were analyzed in terms of relaxational 
and nonrelaxational contributions to the ultrasonic ab­
sorptions. In all cases only one relaxational process was 
detected. The best fit was obtained using the following 
one-relaxation equation:
( a / f 2h = A [ l + ( f I f R )2T ' + B

Figure 1. Plot of ultrasonic absorption, expressed as e x i t 2, vs. logarithm 
of the experimental frequency for aqueous solutions of BaCI2 plus 
15-crown-5. Experimental points are as follows: A  for [Ba2+]0 =  0.756  
M, [15-crown-5]0 =  0.064 M; •  for [Ba2+]0 =  0.886 M, [15-crown-5]0 
=  0.0864 M; ■  for [Ba2+]0 =  1.01 M, [15-crown-5]0 =  0.0860 M. The 
curves are computer calculated, nonlinear, least-squares fits of the 
experimental data. For clarity, the curves are arbitrarily displaced 
vertically; all have the same high-frequency asymptote of 21.7 X  10~17 
Np cm-1 s“1. The vertical amplitudes are as given in Table I. Data 
points at f  <  10 MHz were obtained by a resonance technique.

TABLE II: Relaxation Parameters from Computer 
Analysis for Complexation by 18-Crown-6n 

Strontium
1017A,

[SrClj]0, T 18-Crown-61„. Zr ,i i >
m Hz

Np 1018
M M cm“1 s2 rms

1.00 0.100 10.82 89.00 2.1
1.40 0.100 17.12 64.70 1.4
1.89 0.0920 20.97 46.25 1.1

Barium
1017A,

[BaClJ0, ri8-Crown-61„. / r ,i i >
m Hz

Np 1018
M M cm“1 s2 rms

1.00 0.100 19.19 39.48 1.7
1.30 0.100 24.76 (b) 25.14 1.2
1.50 0.100 28.10 (c) 21.99 1.1

Lead(II)

lO’M ,
Np[Pb(ClO4)J0, T 18-Crown-61„. / r , i i >

m Hz
1018

M M cm“1 s2 rms
0.242 0.0134 11.50 (d) 45.94 0.9
0.323 0.0179 16.37 (d) 30.92 0.5
0.430 0.0238 21.69 (e) 23.43 0.5

Mercury (II)

1017A,
Np[Hg(ClO4)J0, [18-Crown-6]0> / r .h .

m Hz
1018

M M cm“1 s2 rms
0.354 0.0400 21.80 71.28 1.0
0.472 0.0450 28.51 58.39 1.1
0.590 0.0500 32.55 55.76 1.2

° A background of (b) 23.0 X 10“17, (c) 22.7 X 10“17,
(d) 20.6 X 10“17, (e) 20.2 X 10“17 Np cm'1 s2 give the best 
fit to the experimental data.

where A is the relaxation amplitude, /  and /R are re­
spectively the experimental ultrasonic and relaxational 
frequencies, and B is the solvent absorption, which was 
varied in the fitting process around the pure water value 
to take account of the structural changes in the solvent 
brought about by the added electrolyte. However, if the 
final best B value was in the range 21.7 ± 0.5 X 10 17 Np 
cnr1 s2, that of the pure water obtained on the present 
equipment, the central value 21.7 X 10 17 Np cm-1 s2 was 
used in the fit as a fixed parameter. Representative plots 
of experimental data for Ba2+ and 15-crown-5 are shown

in Figure 1. For clarity the data sets have been displaced 
vertically relative to each other; all have the same a /f  in 
the limit of high frequencies (>250 MHz).

Tables I and II show the parameters calculated at 
different concentrations of crowns and metal ions which 
give the best fit of the experimental data. The resulting 
values of the relaxation frequencies, /R, are in some cases 
below the lower limit of the experimental frequency range 
scanned with the present equipment. For several of these 
sample solutions complementary measurements were 
made10 on resonance ultrasonic spectrometers in the ~0.5-





ions have been added to Figure 2, which is a plot of the 
logarithm of k23 vs. the ratio of ion charge to ion size. 
There is an obvious separation between the ions with noble 
gas electronic configurations and the group of ions of the 
post transition elements. The observed linear dependence 
of log & 2 3 for the first group is consistent with the decrease 
in charge density with increasing ionic size, and the in­
creasing relative ease with which coordinated water is lost.

The observed rate constants k23 for complexation, Table 
III, may be compared with the rate constants13 for sub­
stitution of water molecules from the inner coordination 
sphere of metal ions, fe0. All that is required is an estimate 
of the stability constant for outer sphere complex for­
mation, K0, in the relation

^23 =  -^o^ex ( 8 )

We estimate14 a value of K0 = 0.32 M '1. Thus for Ba2+ and 
18-crown-6 fe23 = 1-3 x 108 M 1 s' 1 would correspond to a 
ke% = 4 X 108 s' 1 that is smaller than the solvent substi­
tution rate constant k0 ~2 X 109 s' 1 reported by Winkler. 13 

The other two cations, Sr2+ and Hg2+, for which Winkler 
reports solvent substitution rate constants, follow the same 
trend although in the case of mercury and 18-crown-6 kn 
= 1.3 X 109 s' 1 is almost as large as k0 ~2 X 109 s'1.

Since we have not found a value of k0 for Pb2+(aq) in 
the recent literature, we are not able to make the same sort 
of comparison of kei and k0 for this ion. However, it may 
prove useful to others to assume that our kex = 1.0 X 109 

s' 1 is only slightly smaller than the solvent exchange rate 
constant, k0, for this ion.

There is no apparent dependence of the rates of com­
plexation on the “hole” dimensions of the ligands. Var­
iations in overall stability constants have already been 
related to parallel variations in k32 for either ligand. 4' 6 A 
dependence on ring dimensions is observed4' 6 for de- 
complexation rates for all ions. The smaller ring separates 
faster than the larger ring, which is indicative of a greater 
conformational strain on the 15-crown-5 when it com­
plexes.

Complexation rates for the transition and post transition 
metal ions differ in two ways from the rates for the noble 
gas configuration ions. They are all larger in magnitude 
(Figure 2 ) and except for Pb2+ they show a distinct ligand 
dependence. A possible interpretation of the increased rate 
is that in the progressive substitution process fewer solvent 
molecules are lost. Also if the loss of coordinated water 
molecules other than the first is rate limiting, the rate of 
complexation could be enhanced by directional influences
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through the hybridization network of these ions. Silver® 
and mercury(II) ions demonstrate the greatest dependence 
of k23 on the ligand. These ions commonly hybridize in 
sp geometry. A trans-directing influence, i.e., covalent 
bonding, of the coordinated ligand might enhance the rate 
o f second substitution.15 At the same time the ligand 
w'ould undergo considerable conformational strain to 
accommodate itself to the linear geometry o f the metal. 
Again the strain would be greater for the smaller and 
inherently more rigid 15-crown-5 polyether thus accounting 
for the slower complexation rate with this ligand.
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TABLE I: Rate Constants for the Methylated Benzene Radical Cation Reactions in Aqueous Solution

Proton loss reaction, 
k t s’ 1

Methylbenzyl 
radical,“ %

Reaction with H 2 O, 
M -‘ s '1

Reaction with OH' 
k 3 M "1 s’ 1

Toluene 1.0 ± 0.5 X 107 <5 >2 X 107
o-Xylene 2.0 ± 0.5 X 106 ~10 8 ± 4 X 10s
m-Xylene 2.0 + 0.5 X 106 <5 1.5 ± 0.5 X 106
p-Xylene 1.4 ± 0.2 X 106 ~10 5.0 ± 2.0 X 105
Mesitylene 1.5 ± 0.2 X 106 <5 1.0 ± 0.5 X 106
Hemimillitene 1.5 ± 0.3 X 106 40 5.0 ± 2.0 X 104 ~1 X 1010
Pseudocumene 2.0 ± 0.2 X 10s 60 3.0 ± 1.0 X 103 3.5 ± 0.5 X 10’
Isodurene 1.0 ± 0.2 X 10s 65 1.0 ± 0.3 X 103 1.2 ± 0.2 X 109
Prehnitene 2.5 ± 0.2 X 10s ~ 90 4 ± 2 X 102 6.0 ± 1.0 X 108
Durene 2.7 + 0.5 X 104 >95 6 ± 2 1.5 ± 0.3 X 108
Pentamethylbenzene 1.6 ± 0.3 X 104 >95 <4 1.0 ± 0.2 X 10*

“ See text.

Figure 1. Rate constants for the reactions 1 (X ) and 3 (O) as a function Figure 2. Rate constants of the reaction - 2  as function of the adiabatic
of the adiabatic ionization potential of the parent compounds. ionization potential of the parent compounds.

urated neutral solution containing persulfate by producing 
the radical cations in a reaction of S04 radicals with the 
substrate. From the radical cation decay data we can 
derive k_ 2 under the assumption that k x is the same in 
neutral as in moderate acid solution. Only the fe_2’s for the 
higher methylated compounds ( n  > 3) can be determined 
in this way, as the decay of the lower methylated com­
pounds ( n  = 1 or 2) is either too fast to be measured 
(toluene and m-xylene) or the cation radical spectrum 
overlaps the original spectrum of the S04 anion radical 
(Xm„T 450 run), which prohibits a meaningful determination 
of the radical cation decay (o-xylene and mesitylene).

An independent way of determining the rate of reaction 
-2 is to measure the distribution of the OH adduct and 
the methylbenzyl radical formed from the radical cation. 
This was done by analyzing the spectrum from 240 to 340 
nm in an Ar-saturated solution containing 5 X  10~3 M 
S20 82- and comparing this with the spectrum in N20 
saturated solutions. Using the extinction coefficients for 
the OH adduct (at 320-330 nm) and the methylbenzyl 
radical (at 250-270 and 320-330 nm) and taking into 
account the amount of directly formed methylbenzyl 
radicals,2 the yields of the methylbenzyl radical produced 
from the decay of the radical cations were calculated. 
These yields are given as percentage of the total radical 
cation yields in Table I. From the distribution of the OH

adduct and the methylbenzyl radical and from the ob­
served decay rate of the radical cation, k x and k . 2 can be 
calculated. The results confirm the assumption that the 
rate constants of reaction 1 are unchanged in acid and 
neutral solutions. Furthermore k  2 from the two sets of 
experiments agree. The mean values are shown in Table 
I. These rate constants decrease by seven orders of 
magnitude as the number of methyl groups increases from 
one to five. This trend is consistent with the high rate of 
this hydrolysis reaction reported for the benzene radical 
cation.6 k-2 shows a good correlation with the ionization 
potential of the parent compound (Figure 2).
Alkaline Solution

In alkaline solution the radical cation reacts with hy­
droxide ions forming the OH adduct (reaction 3). As a
(CH3 )nC6 H6 V  + OH“ -  (CH3 )nC6 H6_„OH (3)

consequence of fast reaction -2 with water only the 
methylated benzenes with n  > 3 can be studied with re­
spect to reaction 3. With compounds of n  < 3, k _ 2 is 105 
or higher (Table I) and we are unable to establish a 
competition between reaction -2 and 3, because the decay 
of the radical cation is either too fast or mixed with the 
S04 decay (see neutral solution), and the product in both 
cases is the OH adduct. Another limitation is that pro-
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Solid benzene at -196 °C was irradiated with 14CH+ and 14CH3+ ions at 10-eV kinetic energy. Yields were 
determined for the labeled hydrocarbon products: benzene, toluene, cycloheptatriene, diphenylmethane, biphenyl, 
and phenylcycloheptatriene. The radioactivity distributions between the ring and the methyl group of the 
toluene product were also determined. These results have been compared to those previously obtained with 
14C+ and 14CH2+ ions. The comparisons have provided both insight into the reaction mechanisms and a tentative 
estimate of the distribution of the species (14CHI) that react with the benzene.

In a recent report2 we described the principal differences 
observed when solid benzene is irradiated with 14CH2+ in 
place of 14C+ ions. This work was carried out to gain 
information on whether the 14C+ ion picks up hydrogen 
before the carbon-carbon bond forming interaction with 
benzene, or whether the initially formed C7H6 intermediate 
then abstracts hydrogen from an adjacent benzene mol­
ecule. Although we irradiate with ions, the initial en­
counter with the benzene is thought to be charge exchange 
without significant loss of kinetic energy. Consequently, 
our work may be thought of as a study of the interactions 
of energetic, neutral species with benzene.

Our major observations and conclusions from the earlier 
work with accelerated 14CH2+ were (a) labeled benzene 
yields appeared to be about the same as with 14C+, this led 
us to surmise that methylidene (CH) radicals might be 
intermediates in a postulated bicyclo C7 intermediate in 
the mechanism leading to labeled benzene, (b) the high 
yields of toluene and cyclohepatriene pointed to similarities 
to known reactions of benzene with photolytically pro­
duced methylene, (c) in contrast to 14C results, 14CH2 
produced high yields of labeled toluene and cyclohepta- 
tiene, and (d) also in contrast to the 14C results, 14CH2 
produced toluene that had no measurable activity in the 
ring.

In the present report we describe extensions of our 
studies by irradiations of benzene with 14CH+ and 14CH3+ 
ions.
Experimental Section

Most of the experimental details have been described 
in a recent paper and in the literature cited therein.3 All 
the irradiations reported in this paper were carried out at 
a kinetic energy of 10 eV. The accelerated ions were 
directed toward a continuously deposited solid benzene 
target, with the ratio of irradiating carbon ions to benzene 
molecules of about 10 4. The surface charge on the target 
was continuously neutralized by a spray of electrons from 
a nearby tungsten filament.

The ion source gas, 14CH4, specific activity 62.7 mCi/ 
mmol, was obtained from the New England Nuclear Co., 
Boston, Mass. Methane gives good beams of C+ and CH3+ 
(about 1 pA) in our carbon-ion accelerator,4 but poor beams 
of CH+ and CH2+ (about 0.1 /¿A). The low intensities of 
the methylidene and methylene beams have been a major 
impediment in this work. The radioactivity in peaks 
emerging from the gas chromatograph were determined 
either by direct counting in a proportional tube connected 
to a multichannel analyzer, or by trapping and subsequent 
counting in a liquid scintillation solution.

0022-3654/78/2082-0654$01.00/0

TABLE I: Percent Yields of Products from 
Ions at 5 and 10 eV

Irradiating Species and Energy

Product
C* CH+ 

10 eV
CH +2 c h 3+

10 eV5 eV 10 eV 5 eV 10 eV
Benzene 4 4 7.6 1.5 3.3 1.5
Toluene 0.2 0.2 1.4 18 21 35
CHT“ 0.5 0.5 4.2 51 36 5
PhC=CH 0.3 0.5& <0.5 <0.5 <0.5 <0.1
PhCHO 14 19 5 10 2
Ph2 1.5 1.5 5 1 ) d <0.1
Ph,CH, 3 2 3 1 6 ( 6
PhCHT 11 10 6 1 <0.1
Total 20.5 18.7 27.2 73.5 66.3 47.5

yieldc

“ CHT = 1,3,5-cycloheptatriene. b At 15 eV. c Not in­
cluding PhCHO, which is formed from residual oxygen- 
containing gases in the ion accelerator. d These three pro­
ducts were not adequately separated on the GLC column.

The toluene radioactivity distribution was determined 
by adding carrier toluene to the target benzene, isolating 
the toluene by gas-liquid chromatography (GLC) on 
Carbowax 20M, trapping the emerging peak in glacial 
acetic acid that contained additional carrier, and oxidizing 
the toluene to benzoic acid with Cr03 and sulfuric acid. 
The benzoic acid was converted to its silyl ester and the 
latter was rigorously purified by GLC on an SE-30 column. 
The ester’s specific activity was determined by liquid 
scintillation counting, after which it was decarboxylated 
via the Schmidt reaction5 to aniline (which contains the 
toluene’s ring activity) and C02 (which contains the methyl 
activity). The latter was trapped and analyzed for both 
mass and radioactivity after passage through a Poropak 
R GLC column. The residual sulfuric acid solution, which 
contained the aniline, was analyzed for radioactivity by 
liquid scintillation counting.

Results
The yields, which we estimate to be reproducible to 

±25%, of the major labeled products obtained on irra­
diating benzene with 14CH+ and 14CH3+ ions at 10 eV are 
shown in Table I. We repeat that these reactions should 
be thought of as between high-energy or collisionally 
thermalized neutral species (14CH, 14CH3, etc.) and 
benzene. For comparison we include earlier data obtained 
with accelerated 14C+ and 14CH2+ ions at 5 and 10 eV.

Toluene degradations were carried out on the target 
material from two irradiations with 14CH3+ and two with 
14CH+, all at 10 eV. The 14CH3+ results showed that no

©  1978 American Chemical Society
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measurable radioactivity was incorporated into the ring 
of toluene. This result is the same as that previously found 
in the 14CH2+ irradiations,2 and is in contrast to the toluene 
product obtained on irradiation of benzene with 14C+ ions. 
With these ions, from 5000 down to 10 eV, we have always 
found about 85% of the toluene’s activity in the methyl 
group, and the remaining approximately 15% in the ring. 
At 5 eV this ratio becomes about 60/40, and at 2 eV it is 
94/6.® The 14CH+ irradiation gave a toluene product with 
about 10% of its radioactivity in the ring.

Discussion
We have no data to indicate the electronic states of our 

reacting species. Since we expect deactivating collisions 
before the product-forming interactions with benzene, we 
presume that the bare carbon and the methylenes interact 
in the ground-state triplet form, and that the CH and CH3 
radicals react as ground-state singlets.

In accord with a previously published mechanism2 that 
we used to explain the production of labeled benzene from 
14CH2, we now find that our highest yields of the benzene 
come from 14CH irradiations. The mechanism is shown 
in (1). Evidence for a seven-membered intermediate has

e x c i te d  lab el ed

recently been reported in gas-phase mass spectral studies 
of C+ reactions with benzene;7 in earlier work we found 
evidence for the specific bicyclo intermediate shown 
above.6 In addition, this mechanism is in agreement with 
a higher yield of benzene from 14CH2 at 10 eV than from 
the same species at 5 eV. At the lower energy a lower 
probability of stripping off a hydrogen atom to produce 
methylidene radical is expected. This postulate is also 
useful in explaining the observation that, of the four 
accelerated species that we have used, methyl appears the 
least effective in producing labeled benzene.

The high yield of labeled biphenyl from the 14CH+ ir­
radiations was not expected. If the excited intermediate 
in (1) ejects a CH, it becomes labeled benzene without 
generating a phenyl radical. In contrast, the intermediate 
from a 14C reaction (I) is expected to react with a

I
neighboring benzene molecule either to abstract hydrogen 
or to form labeled biphenyl. If 14CH is the primary 
reactant that produced biphenyl as the data suggest, 
hydrogen migration either before or during the secondary 
reaction most likely occurs with the expulsion of a 
methylene. This is shown in reaction 2 (nonbonding

H H H

electrons are omitted).
The yields of toluene rise with increased numbers of 

hydrogens on the irradiating carbon, that is, they are the 
highest of all with methyl. That methylene is an effective 
producer of toluene (by simple C-H bond insertion, as is 
indicated by the toluene’s radioactivity distribution) is not

TABLE II: Estimated Distribution of Species Reacting 
with Benzene Derived from Initial Ion Beams of C*, CH*, 
CH2*, and CH3* at 10-eV Translational Energy

Reacting species,“ %

Ion beam C CH CH3 CH3

c* 10 8 <1
CH* <1 24 4
ch2* 9 57
ch3* 8 8

“ Charge neutralization is expected to be the first result 
when these ions reach the benzene matrix; see ref 11 and 
1 2 .

surprising. That methyl is even more effective is sur­
prising, although alkylation of arenes with methyl ions is 
strongly exothermic8 and has been observed previously in 
the liquid phase.9 Since it has been demonstrated that the 
attack of C3H3+ on benzene gives, among other products, 
labeled benzene,9 it may be that in our work reported here 
we are observing the effects of methyl ion, rather than 
methyl radical, attack on benzene. This suggestion is 
reinforced by the ionization potentials of our four irra­
diating species. These are,8 in eV, as follows: C, 11.26; CH, 
11.13; CH2, 10.40; CH3, 9.83. We expect to be able to 
determine whether hydrogen is lost from the benzene or 
from the methyl ion by reacting accelerated CD3+ with 
benzene, followed by a determination of the deuterium 
distribution in the toluene product.

It is also noteworthy that, in contrast to toluene, cy- 
cloheptatriene yields are as expected, that is, they reach 
a maximum with methylene irradiations. This difference 
is probably explained on the basis that the main route to 
cycloheptatriene (CHT) is through C-C bond insertions, 
whereas toluene can be formed by both C-C and C-H 
bond insertions (ref 3, p 70).

The 14C, and to a lesser extent the 14CH, can give a 
toluene product that is partially ring labeled. Methylene 
and methyl, on the other hand, give toluene that is only 
methyl-group labeled. We interpret this to mean that the 
“bare carbon” (14C) gives ring-labeled toluene by insertion 
into a benzene C-C bond. We presume that 14CH leads 
to the ring labeled product through the CH-bridged bicyclo 
intermediate in reaction 2 .

Based on the yields of Table I, a rough estimate can be 
made of the relative amounts of the four species, CHo_3+ 
or their neutralized counterparts (see Table II, footnote 
a) that undergo a bond-forming (i.e., stable product 
forming) interaction with benzene when the initially ac­
celerated species is C+, CH+, CH2+, or CH3+. Such esti­
mates are presented in Table It. They follow directly from 
the following hypotheses: (1) that CHT comes primarily 
from CH2 and that the ratio of toluene to CHT found for 
CH2 represents the relative reactivities of CH2 to give these 
products; (2) that from the above assumption the amount 
of CHT formed from CH via a pick up of one hydrogen, 
and the amount of toluene formed from CH3 by loss of 
hydrogen, can be determined; (3) that for CH, the benzene, 
biphenyl, diphenylmethane, and phenylcycloheptatriene 
are formed directly via CH reaction; and (4) that from the 
above four yields, products derived from hydrogen pickup 
by C to form CH, and from hydrogen elimination from CH2 
to form CH, can be determined. While the data provide 
evidence that diphenylmethane can also arise from a CH2 
or CH3 intermediate, we are not able to suggest a rea­
sonable mechanistic route for its formation from these 
species. Nevertheless, such a reaction would avoid the 
unfavorable consequence outlined below in which hydrogen 
atoms are lost from CH2 and would alter the figures re­
ported in Table II in a minor way.



Although, as will be explained below, the above hy­
potheses are not firmly established, they lead to the rough 
approximations presented in Table II. These approxi­
mations indicate that at 10 eV (1) C picks up hydrogen 
almost as readily as it inserts in benzene. Such pick up 
reactions may occur via direct abstraction or by an in­
sertion-decomposition reaction either into the ring, or as 
has been reported previously for recoil produced carbon 
atoms, into a C-H bond,10 (2) CH reacts primarily by 
insertion, but prefers hydrogen pickup over elimination,
(3) CH2 also reacts primarily by insertion with only a small 
percentage of the methylene ions losing a hydrogen, and
(4) CH3 loses one or two hydrogens but also reacts readily 
to methylate benzene. It is also apparent both from Table 
I and Table II that the most reactive species in producing 
the insertion products observed at 10 eV is CH2 followed, 
in order, by CH3, CH, and C.

The data of Table I leave no doubt that CH2 is the most 
efficient species for forming CHT, and that CH is the most 
efficient species for forming benzene. However, this does 
not necessarily mean that the bare UC atom must pick up 
a hydrogen before the interaction that leads to the labeled 
benzene product. In fact, our previous studies6,13 have 
shown that the yields of labeled benzene, toluene, and 
CHT from 14C reactions are essentially constant through 
the translational energy range of 10-2  eV. Consequently, 
an alternative interpretation might postulate similar bi- 
cyclo C7 intermediates such as that in (1) arising from the 
initial reaction of C, CH, or CH2 with benzene. In each 
case, labeled benzene and biphenyl would be produced 
following intramolecular hydrogen transfer when needed, 
as, for example, in reaction 2 or 3. How important the
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suggested intramolecular hydrogen transfers are may be
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determined by future experiments using 14CHX+ beams at 
5 eV, or lower, kinetic energy.

A problem with the intramolecular hydrogen shift 
mechanism lies in the experimental results which support 
the energetically unfavorable conclusion that C is more 
readily expelled than CH2. Such a mechanism yields 
labeled 14CH fragments from C reactions and 14CH2 
fragments from CH reactions, but in lower quantities than 
estimated in Table II. Here, as in the previous inter­
pretation, there is no mechanistic explanation for the high 
yield of diphenylmethane in the methyl irradiations.
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Positron Lifetime Studies in 7 -Irradiated Organic Crystals

Yan-ching Jean and Hans J. Ache*
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Four organic solids, adamantane, guanosine, 2,-deoxyuridine, and 5-iodo-2'-deoxyuridine were y irradiated in 
the dose range from 0 to 200 Mrad and their positron annihilation lifetimes and ESR signals measured, with 
and without subsequent thermal annealing. No consistent correlation between the positron lifetime data, X1? 
X2, and ¡ 2  and free-radical concentration or absorbed radiation dose could be observed. On the basis of these 
results, it appears that the positron annihilation method is not a direct technique for the study of paramagnetic 
centers or radicals in irradiated solid organic materials because the interactions of positron or positronium with 
these species are frequently obscured by the response of the positron annihilation process to radiation-induced 
structural changes in these solid materials.

Introduction
In previous papers several authors2"5 studied the cor­

relation between ESR or EPR and positron annihilation 
measurements6“12 in 7 -irradiated organic compounds.

In these investigations carried out by Eldrup et al.4 and 
Hadley et al.3 with 7 -irradiated acetyl methionine, a re­
duction of /2, the intensity of the long-lived component in

the positron lifetime spectra, with increasing radiation dose 
and EPR signal intensity was observed. Similar results 
were found by Hadley and Hsu2 in 7 -irradiated D,L-leucine, 
while more recently Ito and Tabata5 investigated 7 -ir- 
radiated eicosane and polyethylene where they observed 
an increase of the annihilation rate X2 associated with the 
long-lived component and a simultaneous decrease of / 2
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with increasing radical concentration.
Although these authors could not establish a simple 

correlation between the EPR centers and the observed 
changes in the positron lifetimes, they prefer to associate 
their results with interactions of free radicals with or­
thopositronium (Ps) atoms.

However, since the y irradiation of organic solids is 
known to cause in addition to the generation of free 
radicals macroscopic or structural changes in the solid, i.e., 
changes in free volume (swelling upon irradiation), vacancy 
formation, etc., to which the positron annihilation tech­
nique responds very strongly, we have studied the effect 
of 7  irradiation in a variety of organic solids to further 
assess the origin of the observed changes in the annihi­
lation parameters upon y irradiation and to estimate the 
contribution made by the reaction of o-Ps with free radicals 
to the total effect observed. For this purpose we included 
in this study four organic solids such as adamantane, 
guanosine, 2'-deoxyuridine, and 5-iodo-2'-deoxyuridine. 
Adamantane was chosen because it is unusually stable 
toward radiation and even after applying massive radiation 
doses (at room temperature), only relatively small amounts 
of free radicals can be detected. The other three com­
pounds were selected because they are components of 
important biological systems and it appeared interesting 
to investigate whether positron annihilation techniques 
could reveal details about their behavior upon y irradi­
ation, which could not be detected in ESR studies.

Experimental Section
(A) Purity of Compounds. Adamantane was obtained 

from Aldrich and 2'-deoxyuridine, guanosine, and 5- 
iodo-2'-deoxyuridine were obtained from ICN Life Sciences 
Group. They were of the highest purity available (>99%), 
and no further purifications were made.

(B) Preparation of Samples and Positron Lifetime 
Measurements. The solids were degassed and sealed under 
vacuum in quartz tubes. The irradiations were carried out 
at room temperature with a 137Cs 7 -ray source at 
Brookhaven National Laboratory at a dose rate of 7.8 
Mrad/h for guanosine samples and 1.6-1.9 Mrad/h for 
others. The irradiated samples were left under vacuum 
for 14 days, until the amount of free radicals had assumed 
an approximately constant value. Then, aliquots of the 
samples were transferred under vacuum into specially 
designed vials together with a positron source consisting 
of 3-~5 ¿¿Ci 22Na deposited on a thin A1 foil, which was 
placed in the center of the vial. The i.d. of the sample vial 
was 0.6 cm, which ensured that all of the positrons were 
annihilated in the sample before they reached the glass 
wall. All lifetime measurements were carried out at room 
temperature. The annealing of these samples was carried 
out under vacuum in an oil bath kept at 100 °C for a 
predetermined period of time. The positron lifetime 
measurements and their computational analysis were 
carried out by conventional methods as described previ­
ously.13 The resolution of the fast-slow coincidence system 
was 0.4 ns as measured by the prompt spectrum of 60Co.

(C) ESR Measurements. A Varian E-12 spectrometer 
was employed to record the first-derivative spectra at a 
microwave frequency of approximately 9.08 GHz and 100 
kHz magnetic modulation. The microwave powers were 
kept at 30 mW for all measurements. The standard DPPH 
spectra with known free-radical concentrations were re­
corded at exactly the same instrumental sensitivities for 
each sample measurement. The absolute free-radical 
concentrations were obtained in a standard way by 
comparing the ESR intensities of samples with DPPH 
standards. All ESR measurements were carried out at the
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Figure 1. Free-radical concentration vs. radiation dose.
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Figure 2. I 2 and X2 vs. free-radical concentration and absorbed radiation 
dose in 7-irradiated adamantane.

mean time of lifetime measurements at room temperature. 
For the identification of the ESR signals in the various 
compounds under investigation, see ref 14 and 15.
Results and Discussion

Figure 1, where the radical concentration is plotted as 
a function of absorbed radiation dose, shows the expected 
smooth correlation between free-radical concentration and 
absorbed radiation dose. However, while in the case of 
adamantane and guanosine, a maximal concentration of 
about 2.7 and 10.5 radicals/molecule, respectively, is 
observed at 200 Mrad which, as shown for guanosine, can 
be almost completely annealed, the corresponding radical 
concentration in 2'-deoxyuridine and 5-iodo-2'-deoxy- 
uridine is 170 and 100 radicals/molecule and can be, as 
shown for 2'-deoxyuridine, only partially annealed.

From Figures 1-5 it can clearly be seen that the changes 
in \2 and / 2 are relatively small, even after prolonged 
periods of \ irradiation, and do not follow in a consistent 
way the variation of the free-radical concentration.

The obvious divergence of the experimentally observed 
positron lifetime parameters, X2 and / 2, in the four 7 -ir­
radiated systems as shown in Figures 2, 4, and 5 makes a 
unique interpretation in terms of the previously postulated
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Mass Spectrometry of Solvated Ions Generated Directly from 
the Liquid Phase by Electrohydrodynamic Ionization
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Electrohydrodynamic ionization is a technique whereby ions are generated directly from a liquid surface by 
application of an electric field. Organic liquids may be ionized if an electrolyte is dissolved to increase electrical 
conductivity. Emitted ions are formed by attachment of a cation or anion to polar solvent molecules. These 
cluster ions can decompose in the gas phase by the loss of one or more neutral solvent molecules. Positive 
ion mass spectra have been obtained for different electrolytes (Nal, KI, HC1, H2S04, MgCl2, A1C13, and SbCl3) 
dissolved in glycerol as well as Nal in diglycerol and ethylene glycol. Positive and negative ions from Nal in 
glycerol are analogous in composition. The average size of cluster ions and the probability of decomposition 
in the gas phase are determined predominantly by the size and electric charge of the cation or anion. The paper 
discusses the basic mechanisms of electrohydrodynamic ionization and this technique is compared with field 
desorption. Because solvated ions are sampled directly from the liquid phase, electrohydrodynamic ionization 
mass spectrometry can yield two types of complementary information regarding ion solvation: the distribution 
of cluster ions actually emitted reflects the degree of association in the liquid phase, whereas stability in the 
gas phase is a measure of ion-solvent bonding in the absence of the liquid phase. Implications for the mass 
spectrometric characterization of dissolved sample materials are considered.

Introduction
An electric field applied across the surface of a liquid 

metal induces the formation of a stable liquid cone; suf­
ficiently high fields cause ion emission from the tip of the 
cone.1-5 This electrohydrodynamic ionization can take 
place under vacuum if the liquid has sufficiently low vapor 
pressure. The liquid is most conveniently supported by 
a hollow capillary needle connected to a suitable reservoir. 
A simple ion source6,7 has been developed in this laboratory 
and used for the mass spectrometric analysis of metal 
alloys with low melting points.8-10 Atomic, polyatomic, and 
multiply charged positive ions were all formed by electron 
abstraction.

Ions may be generated from nonvolatile organic liquids 
also but only if the applied electric field is high, the flow 
rate of liquid is sufficiently low, and electrical conductivity 
is adequately increased by dissolution of an ionic elec­
trolyte.4'11'12 If these conditions are not satisfied, then 
macroscopic droplets are emitted instead. Electrohy­
drodynamic ionization of doped organic liquids differs 
qualitatively from that of liquid metals. There is no single 
liquid cone; instead emission originates near the rim of the 
capillary needle, often from several sites simultaneous­
l y  _4,i3,i4 Emitted species are formed by attachment of a 
cation or anion to one or more polar solvent molecules. If 
an additional nonvolatile material (liquid or solid) is 
dissolved, then those molecules also may be incorporated 
within the emitted ion clusters.

We have used our ion source, in conjunction with a 
double-focusing mass spectrometer, to analyze a range of 
materials of biochemical interest (amino acids, sugars, 
nucleosides, peptides, and antibiotics) dissolved in glycerol 
with Nal as electrolyte.10,16 These materials yielded 
quasimolecular positive ions resulting from cation (or 
proton) attachment to clusters of solvent and/or solute
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1 Present address: General Electric Company, Knolls Atomic Power 
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* Also School of Chemical Sciences, University of Illinois.
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molecules. It seems that electrohydrodynamic ionization 
can generate quasimolecular ions characteristic of any 
sample material which can be dissolved, together with an 
electrolyte, in a nonvolatile organic solvent and which then 
undergoes appreciable interaction with cations and anions 
in solution. There is no need for sample heating or vol­
atilization, so electrohydrodynamic ionization mass 
spectrometry should be applicable to labile materials which 
cannot be ionized by other methods.

This paper will be concerned specifically with the in­
teraction between organic solvent and dissolved electrolyte. 
We believe that the applied electric field sufficiently 
distorts the potential energy distribution at the liquid 
surface to permit direct emission of those solvated ions 
already present at the surface.178'18'198 Such field-induced 
“evaporation” imparts virtually no additional vibrational 
or electronic energy to those ion species emitted into the 
gas phase.176,20 This absence of internal excitation is 
confirmed by the lack of molecular fragmentation as well 
as by the relative stability of large, weakly bound cluster 
ions.15'16 As a result, the distribution of different cluster 
ions electrohydrodynamically emitted from the surface of 
a solution should reflect the nature and strength of ion- 
solvent and ion-ion association within the liquid phase. 
Furthermore, the subsequent stability of solvated cluster 
ions in the gas phase is a direct measure of ion-solvent 
bonding in the absence of the bulk liquid phase.

Thus electrohydrodynamic ionization mass spectrometry 
of electrolyte solutions can yield two types of comple­
mentary information regarding ion-solvent interaction. 
This paper reports our preliminary investigations and 
proposes how quantitative thermodynamic information 
could be derived from mass spectrometric measurements. 
We consider the implications of our results for the mass 
spectrometric characterization of dissolved sample ma­
terials.

Experimental Section
The AEI MS902 double-focusing mass spectrometer was 

operated with a mass resolution of 800 (measured at 5% 
of peak height). The overall dynamic range within a single 
mass spectrum was such that ions with relative abundances
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as low as 0.02-0.1% could be detected. Unless otherwise 
stated, mass spectra extended up to the maximum 
mass-to-charge ratio {m/z 950 at 8-keV ion energy) ac­
cepted by the mass spectrometer. Our mass spectrometer 
has been modified so that the kinetic energy of ions 
transmitted by the electric sector may be adjusted 
manually to any value below the maximum of 8 keV; this 
predetermined ion energy is independent of the voltages 
applied to the ion source. The total energy bandwidth of 
the AEI MS902 mass spectrometer is 1.3% of the nominal 
ion energy. An electronic mass measurement system 
calculated mass-to-charge ratio as a combined function of 
magnetic field and transmitted ion energy.

The structure and operation of the electrohydrodynamic 
ion source have been described previously.15,16 Unless 
otherwise stated, the voltage applied to the capillary needle 
emitter was approximately +8.6 kV; the exact value was 
selected during operation such that all ions which did not 
undergo any decomposition process would possess 8.0-keV 
energy within the mass spectrometer. The discrepancy 
between actual needle voltage and maximum ion energy 
represents a real voltage drop within the liquid solution 
at the tip of the capillary needle emitter. The corre­
sponding energy dissipation results predominantly from 
electrical and hydrodynamic effects such as ohmic re­
sistance and viscous liquid flow,14,21,22 with small additional 
contributions resulting from electrode processes at the 
capillary needle and the energy required for ion emission 
into the gas phase.

Negative ion mass spectra (from Nal in glycerol) were 
obtained by reversing the polarity of all voltages applied 
to the ion source as well as the electric and magnetic fields 
of the mass spectrometer. Positive and negative ion 
currents were of the same magnitude, and there was no 
indication of electron emission in the latter case. However 
negative ion emission from the electrohydrodynamic ion 
source was appreciably less stable. It is probable that 
sodium, formed when the capillary needle is cathode, reacts 
with glycerol whereas molecular iodine, formed when the 
needle is anode, is readily soluble in glycerol.23

All solvents and electrolytes were of reagent grade except 
diglycerol, obtained from ICN Life Sciences Group (K&K), 
which was only 85-90% pure with glycerol and triglycerol 
as the major impurities. Both MgCl2-6H20 and A1C13-6H20 
were used in the hydrated, crystalline form.

HC1 (aqueous solution), H2S04, and MgCl2‘6H20  dis­
solved readily in pure glycerol at room temperature, as did 
Nal in ethylene glycol. Other solutions were prepared 
either by heating, with continuous stirring, or by using 
water as an intermediate solvent. Any water, whether used 
as intermediate solvent or introduced as water of hy­
dration, was removed by preliminary pumping under 
vacuum. These procedures have been described else­
where.16 Of the electrolytes used, only HC1 (introduced 
as concentrated aqueous solution) was appreciably volatile 
when dissolved in glycerol; removal of the water by pre­
liminary pumping resulted in loss of most of the HC1 
initially added to the glycerol. Table I specifies the final 
concentration of HC1 in glycerol. Chemical indicators 
demonstrated that the solutions of HC1, H2S04, A1C13, and 
SbCl3 in glycerol were strongly acidic; the other electrolytes 
gave neutral solutions.

We have previously suggested16 that the most useful 
definition of molar concentration is the number of moles 
of electrolyte (or sample) dissolved relative to the number 
of moles of solvent set equal to 100%. This definition of 
molar concentration will continue to be used throughout 
this paper because it relates directly to the average

composition of cluster ions which will be emitted if 
electrolyte, sample, and solvent are removed from the 
liquid solution at the same rate.

For each mass spectrum, relative abundances have been 
normalized to the peak height of the most abundant ion 
set equal to 100%. No correction has been made for the 
anomalous broadening of metastable peaks, so the true 
abundance of daughter ions is somewhat underestimated. 
The absolute ion currents specified in Figure 1 were 
calibrated by means of the auxiliary plate collector in­
corporated in the AEI MS902 mass spectrometer.

It will be convenient to define “ion energy ratio” as the 
ratio of the energy of the ions actually transmitted by the 
electric sector to the energy of ions emitted from the ion 
source (prior to any decomposition process).
Results

Decomposition of Solvated Ions in the Gas Phase. The 
ions emitted electrohydrodynamically from a solution of 
a 1:1 electrolyte (A+B~) in a solvent (S) are predominantly 
solvated cations and anions of the form [S„ + A]+ and [S„ 
+ B]“. Typically the value of n ranges from 0 to greater 
than 10, but for the most abundant ions n lies between 1 
and 3.

In general, such cluster ions are not stable in the gas 
phase.22 Decomposition of singly charged positive ions 
proceeds by the loss of one or more neutral solvent 
molecules, as follows
[S„ + A]* — [S„_m + A]+ + Sm (1)

This may be expressed in more general terms
[M ]+ -  [ M -  a M ] + + AM (2)

where [M]+ is the parent ion and [M -  AM]+ is the 
daughter ion. If such decomposition takes place while the 
parent ion is in transit within the mass spectrometer, then 
the daughter ion will not normally arrive at the collector 
or be recorded as part of the mass spectrum. However if 
the parent ion decomposes when located within one of 
three specific regions of the mass spectrometer, then the 
daughter ion may be detected and identified with a 
particular decomposition.

(1) An ion may decompose during acceleration within 
the ion source, between the capillary needle emitter and 
the grounded collector cup electrode. We consider a 
specific singly charged parent ion which decomposes, 
according to eq 2, at some position where it has already 
acquired a fraction c of the maximum possible kinetic 
energy E0. This kinetic energy cE0 is then partitioned 
between the daughter ion and the neutral fragment such 
that velocity is unchanged and momentum is conserved. 
(Any release of internal energy is assumed negligible 
compared to the total kinetic energy.) The daughter ion 
is then accelerated through the remaining potential dif­
ference, so its final kinetic energy becomes

E  =  ( M  mA~M)  cE 0 + (1 -  c ) E 0 (3)

Because c can range from zero to unity, the daughter ions 
entering the electric sector of the mass spectrometer will 
possess a continuum of kinetic energies from the maximum 
E0 down to

( 4 )

(2) A parent ion which decomposes in the first field-free 
region (between the collector cup of the ion source and the 
entrance to the electric sector) has already acquired the 
maximum possible kinetic energy E0. Therefore, whereever
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a parent ion decomposes in this region, the daughter ion 
will subsequently have the kinetic energy given by eq 4. 
Because of the considerable length of this field-free region, 
a high proportion of all daughter ions entering the electric 
sector will possess this specific energy.

(3) If a parent ion decomposes in the second field-free 
region (between the electric and magnetic sectors), then 
it will already have passed through the electric sector set 
to accept ions with the full kinetic energy E0. After de­
composition, energy will again be partitioned according to 
eq 4; because the momentum of the charged species has 
been reduced, the daughter ion will then be transmitted 
by the magnetic sector at an apparent mass given by
M * = (M - AM)2/M (5)
Equations 3-5 become more complex if parent and 
daughter ions are not both singly charged.248

This behavior is identical with that of metastable 
molecular ions and similar experimental techniques may 
be used.24 For convenience the term “metastable” will be 
applied to solvated cluster ions which decompose before 
arrival at the collector of the mass spectrometer.

This discussion shows that if daughter ions are formed 
during acceleration or within the first field-free region, then 
they will not pass through the mass spectrometer unless 
the electric sector is adjusted to accept ions of the energy 
given by eq 3 or 4. (Note that the characteristic parameter 
E/E0 specified by these equations has earlier been defined 
as the “ion energy ratio”.) In particular, if the electric 
sector is set to accept ions with the full kinetic energy E0 
(ion energy ratio equal to unity), then only parent ions 
which do not decompose will be recorded in the mass 
spectrum. A high proportion of all metastable ions de­
compose within the first field-free region. Consequently 
daughter ions resulting from a specific decomposition will 
be efficiently transmitted only if the electric sector is set 
to accept ions with the appropriate energy, given by eq 4; 
all other ions, whether stable parent ions or the products 
of other decompositions, will be rejected. A mass spectrum 
recorded under such conditions must necessarily be se­
lective.

In order to demonstrate the feasibility of studying the 
decomposition of metastable ions in the first field-free 
region, successive mass spectra were recorded at different 
ion energy ratios. The voltage applied to the capillary 
needle emitter was maintained constant at +8.0 kV and 
consequently the total ion emission did not change. The 
absolute intensity of the ion currents due to specific 
daughter ions could then be determined as a function of 
ion energy ratio.

Figure 1 shows this variation for the two most abundant 
ions, [G2 + Na]+ and [G3 + Na]+, observed from glycerol 
(G) with Nal as electrolyte. As the energy of the analyzed 
ions is reduced from 8 to 4 kV, definite structure is ob­
served. No ions have an energy corresponding to the full 
needle voltage; as explained above, this is a consequence 
of the finite voltage drop (here 700 V) between the ca­
pillary needle and the liquid-vacuum interface at the 
emission sites. A maximum in ion current for each species 
at 7.3 keV corresponds to transmission of those parent ions 
which do not decompose within the mass spectrometer. 
Additional maxima at 5.1 keV for [G2 + Na]+ and at 5.6 
keV for [G3 + Na]+ correspond to transmission of those 
species as daughter ions resulting from loss of one neutral 
glycerol molecule in the first field-free region. In other 
words, although [G2 + Na]+ and [G3 + Na]+ are observed 
in the mass spectra under these conditions, it is [G3 + Na]+ 
and [G4 + Na]+ respectively which are actually emitted 
from the liquid surface. A small maximum at 4.5 keV can

ION ENERGY RATIO E /E 0

Figure 1. Ion current due to [G2 +  N a]+ and [G3 +  N a]+ (G =  glycerol) 
transmitted as daughter Ions by the mass spectrometer as a function 
of the ion energy transmitted by the electric sector. For clarity, the 
two curves are displaced vertically from the axis by different amounts 
(3 X  10“14 and 1 X  1(T14 A, respectively). The arrows show predicted 
ion energies for specific decompositions in the first field-free region. 
The voltage applied to the capillary needle emitter was 8.0 kV.

be attributed to loss of two neutral glycerol molecules from 
[G5 + Na]+ with subsequent detection of [G3 + Na]+. Loss 
of two neutral glycerol molecules is always much less likely 
than loss of one. There is no evidence for decompositions 
involving the loss of species other than an integral number 
of neutral glycerol molecules.

If parent ions decomposed only within the first field-free 
region, then structure in the variation of ion current with 
ion energy would be sharp, limited in width only by the 
energy bandwidth of the electric sector (which is 100 eV 
at 8.0-keV ion energy and 50 eV at 4.0 keV). However, as 
explained above, decompositions also take place during 
acceleration of parent ions within the ion source; conse­
quently each specific decomposition is associated with a 
continuum between the maximum ion energy E0 and the 
lower ion energy given by eq 4. Because of the nonlinear 
potential distribution within the ion source, the continuum 
varies in amplitude (as seen in Figure 1).

Information of the type illustrated in Figure 1 can be 
obtained for each positive ion in the mass spectrum. For 
each species, the maxima in transmitted ion current will 
occur at different ion energy ratios. In Figure 2, the ion 
energy corresponding to each of these maxima has been 
plotted as a function of the mass of the ion analyzed by 
the mass spectrometer. The individual data points 
compare well with the relationship predicted by eq 4, 
which is also illustrated. For these measurements, a 
composite solution of glucose, sucrose, and raffinose with 
Nal in glycerol was used; the mass spectrum obtained with 
this solution has been analytically interpreted elsewhere.16

Decomposition of metastable ions in the second field-free 
region can be detected in most mass spectra as anoma­
lously broadened peaks (triangular in shape) at the ap­
parent mass given by eq 5. Allocation of a specific de­
composition to such peaks is straightforward and the 
relative abundances of these metastable peaks are included 
in Tables I and II, which are discussed below.

Positive Ions from Nal-Glycerol. Glycerol (G) with 
sodium iodide (Nal) as electrolyte was used exclusively for
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TABLE I: Relative Abundances (%) of Positive Ions Characteristic of 1:1 Electrolytes0 Dissolved in Glycerol (G)

n 0 1 2 3 4 5 6 7 8 9 10
Nal Ion energy ratio = 1.00  
P o s i t iv e  io n s b

[G„ + H ]+ 0.02 1.9 3.2 0.09
[G„ + Na]* 0.4 3.2 100 67 8.6 0.3 0.01 0.04 <0.01 <0.01
[Gn + Na + N al]+ 
Metastable ions

0.05 0.1 0.03 0.1 <0.01 <0.01

[Gn + H ]+ -*• [G„_, + H ]+ 0.05
[G„ + Na]+ ->■ [G „.j + N a r  
[Gn + Na + N al]+ -

0.09 2.5 0.7 0.06
0.01 0.01

0.02

[Gn_, + Na + N a ir  
N e g a t iv e  io n s  

[ G „ -H ] - 0.5 1.8 0.08 0.04
[G„ + I]' 0.8 57 100 12 0.8 0.06
[G„ + I + Nal]“ 
Metastable ions

0.3 0.9 0.4 0.2 0.08

[G„ + I]“ -  [Gn_, + I]“ 1.2 0.6 0.1

Nal Ion energy ratio = 0.75c
[g „ +  H r <0.1 1.4 1.3 0.2 <0.1
[G „+  Na] + 1.1 1.3 87 100 21 12 6.9 3.5 1.1
[G„ + Na + Nal]* 
Metastable ions

0.3 0.3 0.5 1.3 1.1 0.9

[G„ + Na]+ [G„_, + Na]+ <0.1 <0.1 <0.1 <0.1 <0.1 <0.1

KI Ion energy ratio = 0.7 5 d 

[G„ + H ]+ 0.9 26 6.9 0.6
[G„ + K ]+ 
Metastable ions

39 100 31 6.7 2.4 0.6

[Gn + K ]+ -  [G„_, + K ]+ 0.1 0.5 0.2

HC1 Ion energy ratio = 1 .0 0  
[G „ +  H ]+
Metastable ions

0.9 46 100 6.1 0.1 0.07 0.2 0.1

[G„ + H ]+ ->• [G„_, + H ]+ 0.09 5.4 0.6

a Nal (molar concentration 6.1%), KI (4.8%), and HC1 (1.4%). Relative abundances of negative ions characteristic of Nal 
in glycerol at ion energy ratio = 1.00 are also listed. 6 From ref 16. c From mass spectrum in ref 15; maximum m /z  800. 
d  Maximum m /z  600.

Figure 2. Ion energy corresponding to each maximum in transmitted 
ion current due to specific singly charged positive ions as a function 
of the mass of the ion analyzed by the mass spectrometer. The solid 
symbols denote experimental measurements whereas the continuous 
curves show the predicted relationship for decompositions involving 
the loss of one or two neutral glycerol (G) molecules in the first field-free 
region. The voltage applied to the capillary needle emitter was 8.0 
k V.

our earlier studies of electrohydrodynamic ionization.15,16 
We now compare the positive and negative ions emitted 
from this solution and then present positive ion mass 
spectra obtained by electrohydrodynamic ionization of 
other electrolytes and solvents.

Table I describes, in a matrix format, the cluster ions 
emitted from glycerol with Nal as electrolyte. The most 
abundant positive ions are of the form [G„ + Na]+, rep­
resenting varying degrees of solvation of the Na+ cations 
by glycerol molecules. At an ion energy ratio of unity, the 
most abundant positive ion is [G2 + Na]+. However the 
total ion current (measured at a monitor collector located 
between the electric and magnetic sectors) is greatest at 
an ion energy ratio of 0.75. With the latter operating

condition, [G3 + Na]+ becomes the most abundant cluster 
ion in the mass spectrum; because the ion energy ratio has 
been reduced below unity, [G4 + Na]+ is the ion actually 
emitted. The increase in relative abundance of larger 
cluster ions at the lower ion energy ratio confirms that the 
probability of decomposition in the gas phase increases 
rapidly with cluster size.

Two other species of solvated cluster ion are observed, 
but at much lower relative abundance. Solvation of free 
protons results in ion clusters of the form [G„ + H]+. In 
general, such protonated clusters are two orders of 
magnitude less abundant than the corresponding [G„ + 
Na]+ clusters. Glycerol does not dissociate to an appre­
ciable extent (pK = 14.1)25 as an acid in water solution, 
and the very low electrical conductivity of the pure liquid26 
confirms that self-protolysis is an equally weak process. 
Consequently few free protons will be generated in the bulk 
liquid phase and the observed abundance of protonated 
clusters probably results from a greater concentration near 
the emission sites. It is probable that the high electric field 
at the liquid surface causes locally enhanced dissociation 
of the glycerol. Such field-enhanced dissociation27,28 has 
also been suggested in connection with the electrohy­
drodynamic spraying of doped glycerol droplets.11,12

In addition, multiple incorporation of cations and anions 
results in clusters of the form [G„ + Na + Nal]+. These 
ions are not very abundant hut, as expected, the proba­
bility of incorporation of both sodium and iodine increases 
with the size of the cluster. These composite clusters may 
reflect the existence in solution of associated triple ions.29 
Certainly the molar concentration of Nal in glycerol is large 
enough (6.1%) to imply a considerable degree of associ­
ation; however the variation of conductivity with con­
centration for this system14,26 is sufficiently dominated by



664 The Journal o f  Physical Chemistry, Vol. 82, No. 6, 1978 B. P. Stimpson, D. S. Simons, and C. A . Evans

the change in viscosity that any structure resulting from 
ion association29 is obscured.

For all three types of ion-solvent cluster, metastable 
peaks are observed resulting from the loss of one neutral 
glycerol molecule. The probability of such decomposition 
in the second field-free region is seen to increase with 
cluster size although the measured abundance is, of course, 
determined by the probability of emission of the relevant 
parent ion. These metastable peaks are much more 
prominent at an ion energy ratio of unity than at an ion 
energy ratio of 0.75. Therefore a cluster ion of any specific 
size is less likely to decompose if it is a daughter ion re­
sulting from an earlier decomposition than if it is the 
parent ion directly emitted from the liquid. This ob­
servation implies that daughter ions have significantly less 
internal energy than parent ions of the same composition. 
On decomposition, some internal energy is required to 
overcome the force binding the neutral fragment to the 
parent cluster. (We discuss later how the activation energy 
for decomposition might be measured.) In addition an 
appreciable amount of kinetic energy may be imparted to 
the charged and neutral decomposition products. The 
anomalous broadening of metastable peaks is directly 
related to the kinetic energy released during decompo­
sition, which can be calculated from the width and shape 
of the metastable peak.24b For the dominant [G3 + Na]+ 
—► [G2 + Na]+ transition at apparent m/z 143.3, the total 
width of the major isotopic component of the metastable 
peak is 1.1 u (with a parent ion energy of 8 keV and an 
ion energy ratio of unity). The corresponding maximum 
energy release is 0.066 eV, which is certainly comparable 
with the thermal energy of the trimolecular parent cluster.

Negative Ions from Nal-Glycerol. Two series of cluster 
ions dominate the negative ion mass spectrum from 
glycerol with Nal as electrolyte (Table I). These corre­
spond to T anion attachment to solvent molecules and to 
proton loss from glycerol clusters to the solution, giving 
[G„ + I]“ and [Gn -  H]“, respectively. Both series of 
negative ions are analogous in composition to positively 
charged species. Electrohydrodynamic ionization proceeds 
similarly for both polarities of applied electric field because 
electron transfer is not involved. Triple ion clusters [G„ 
+ I + Nal]“ with net negative charge are detected; the 
smallest cluster ions of this type incorporate only one 
glycerol molecule.

At an ion energy ratio of unity, [G2 + I]“ is the most 
abundant negative ion. Table I definitely suggests that 
the average number of glycerol molecules in clusters in­
corporating the T anion is lower than the average number 
in clusters incorporating the Na+ cation. In particular, [G 
+ I]“ is more abundant than [G3 + I]“ whereas the relative 
abundance of the analogous positive ions is reversed. For 
any particular cluster size, the transition [G„ + I]“ -*• [Gn l 
+ I]“ is more probable (relative to the abundance of the 
intact parent ion) than the corresponding positive ion 
decomposition, [G„ + Na]+ -» [G„_, + Na]+. All of these 
observations suggest that the strength of the bond between 
glycerol molecules and the large T ion decreases rapidly 
as the number of solvent molecules in the cluster increases; 
comparison with the other halide anions might permit a 
direct correlation with ion radius.

Other 1:1 Electrolytes. Potassium iodide (KI) was 
dissolved as electrolyte in glycerol in order to change only 
the cation available in solution. Comparison with the 
positive ion mass spectrum from Nal-glycerol at the same 
ion energy ratio of 0.75 reveals two significant differences 
(Table I). First the degree of proton attachment is higher; 
the series of [G„ + H]+ ions is an order of magnitude more

abundant than when Nal is the electrolyte. In addition 
to the field-induced dissociation of glycerol described 
above, the high electric field may induce specific chemical 
reactions between electrolyte and solvent resulting in 
enhanced proton transfer. Alternatively the local electric 
field required for electrohydrodynamic ionization may not 
be the same for different electrolytes in the same solvent; 
the degree of field-induced dissociation would not then be 
identical. Second the K+ cation is associated with a smaller 
average number of glycerol molecules than is the Na+ 
cation; at an ion energy ratio of 0.75, the ratio of the 
abundances of the ions [G„ + K]+/[G„ + Na]+ decreases 
rapidly from 30 at n = 1 to 0.09 at n = 6. This smaller 
average cluster size is accompanied by larger metastable 
peaks (and since the ion energy ratio is less than unity, the 
daughter ions which are actually detected have undergone 
two decompositions, one before and one after the electric 
sector). It seems therefore that the K+ cation, like the T 
anion, is not able to maintain a solvation shell as large as 
the smaller Na+ cation.

The inverse correlation of cluster size with ion radius 
is further supported by the positive ion mass spectrum 
obtained with hydrochloric acid (HC1) as electrolyte in 
glycerol. (As explained above, the volatility of this 
electrolyte necessitated a low molar concentration.) As 
shown in Table I, the most abundant ion at an ion energy 
ratio of unity is [G3 + H]+ although decompositions with 
this species as parent ion are also probable. Emission of 
unsolvated protons could not be observed above the 
minimum detectable relative abundance of 0.02%. Ion 
emission current and source pressure were both rather 
unstable for this solution (and for other solutions with Cl“ 
anions), probably resulting from evolution of HC1 from the 
solution or Cl2 gas at the capillary needle as anode. The 
main features of this mass spectrum were reproducible, 
however, and it is evident that an acidic electrolyte can 
induce strong protonation of clusters of solvent molecules.

Sulfuric acid (H2S04) was also investigated as an acidic 
electrolyte because it is one of the few strong mineral acids 
which has low volatility (extrapolation of published data30 
gives a vapor pressure of 1.2 X 10“2 Pa, 9 X 10“5 Torr at 
20 °C). From glycerol including H2S04 at a molar con­
centration of 9.3%, large but unstable positive ion currents 
were obtained; the most abundant species was [G2 + H]+. 
A small amount of glycerol monosulfuric acid ester, 
H0CH2CH0HCH2(S04H) was formed as a reaction 
product31“ and incorporated in a minor series of solvated 
cluster ions.

2:1 and 3:1 Electrolytes. We have previously observed15 
doubly charged clusters of the form [G„ + Fe]2+ for 5 < 
n < 8 where the Fe2+ ions were generated by electro­
chemical attack of a stainless steel capillary needle emitter. 
This interference has subsequently been avoided by the 
use of platinum capillary needles. We now report a study 
of the solvation of multiply charged cations generated from 
solutions of 2:1 and 3:1 electrolytes in glycerol.

Table II lists relative abundances of the characteristic 
ions emitted electrohydrodynamically from a solution of 
magnesium chloride (MgCl2) in glycerol. Mass spectra 
were obtained at ion energy ratios of 1.00 and 0.75; the 
latter value corresponds to maximum total ion current at 
the monitor collector located after the electric sector. The 
spectra obtained at these two values of ion energy ratio 
are completely different in character.

At an ion energy ratio of unity, the dominant ion species 
are of the form [G„ + H]+. Two other series of ions, neither 
of which is very abundant, can be directly attributed to 
the MgCl2 electrolyte: the doubly charged cluster ion [G„
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+ Mg]2+, easily identified by the halved mass difference 
between isotope peaks and between successive clusters of 
the series, and the solvated ion pair [G„ + MgCl]+, for 
which the chlorine atom contributes a characteristic 
isotope pattern. There is some interference between 
isotope peaks because the two ions [G^+i + Mg]2+ and [Gn 
+ MgCl]+ differ in mass-to-charge ratio by only one atomic 
mass unit. Metastable peaks are detected corresponding 
to decomposition of all three types of ion. The ratio of the 
amplitude of each metastable peak to that of the corre­
sponding stable parent ion is high enough to suggest that 
both ions incorporating magnesium are relatively unstable 
in the gas phase.

This hypothesis is reinforced by the much larger 
abundance of the same ions at an ion energy ratio of 0.75; 
ions analyzed by the mass spectrometer are now the 
products of an earlier decomposition. In a mass spectrum 
recorded under this condition, the [Gn + Mg]2+ ions are 
dominant, with [G5 + Mg]2+ the most probable species. 
Very large doubly charged clusters, up to [G14 + Mg]2+ at 
m/z 656, can be detected. Singly charged ions of the form 
[Gn + MgCl]+ for 3 < n < 7 are of somewhat lower 
abundance, which may reflect the degree of association of 
cations and anions in glycerol solution. At this lower ion 
energy ratio, metastable peaks are smaller relative to the 
abundance of the corresponding stable parent ions; as 
discussed above, it seems that decomposition of a cluster 
ion in the second field-free region is less likely if that ion 
is itself the product of a previous decomposition. Because 
of the larger electrostatic forces acting within the liquid, 
the effective solvation shell for multiply charged cations 
will involve, on average, more solvent molecules than in 
the case of singly charged cations. Consequently elec- 
trohydrodynamic ionization generates larger cluster ions. 
However, after they have been emitted into the gas phase, 
the stabilizing effect of the bulk liquid phase is absent; the 
large multiply charged cluster ions are then sufficiently 
unstable that most clusters undergo at least one decom­
position before arrival at the collector of the mass spec­
trometer.

This model is compatible also with electrohydrodynamic 
ionization mass spectra obtained from a solution of alu­
minum chloride (AICI3) in glycerol. At an ion energy ratio 
of unity, only the series of ions of the form [G„ + H]+ and 
the associated metastable peaks are observed; this was the 
only solution from which a small signal due to unsolvated 
protons could be detected. A1C13 hydrolyzes in water to 
give aluminum oxychlorides and hydrochloric acid;32® HC1 
must be formed in glycerol also because the solution was 
strongly acidic.

At an ion energy ratio of 0.70, corresponding to maxi­
mum total ion current at the monitor collector, the same 
series of protonated [G„ + H]+ ions remains most 
abundant; as for other electrolytes, the distribution is 
shifted to larger cluster sizes at ion energy ratios less than 
unity. Additional ions observed only at the lower ion 
energy ratio are [G„ + A1C1]2+ and [G„ + A1C12]+. Both 
of these species result from solvation of associated ions. 
Since AICI3 is a relatively weak electrolyte, it will not 
dissociate totally at the high molar concentration of 3.5%. 
No ions of the form [G„ + Al]3+ or any other triply charged 
ions are detected. The doubly charged [G„ + A1C1]2+ ions 
are associated with very large numbers of glycerol mole­
cules: the largest cluster detected is [G16 + A1C1]2+ at m/z 
767. A series of singly charged ions of the form [G„ + A1 
-  2H]+ for 2 < n < 7 is not included in Table II but the 
maximum relative abundance is 12% at n = 5; analogous 
ions from SbCl3 as electrolyte are discussed below. The
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composition of another minor series of ions is explained 
as [G„ + A1C1 + (C3H70 2Cl)m]2+ where m equals 1 or 2; 
glycerol monochlorohydrin, HOCH2CHOHCH2Cl, is a 
reaction product of hydrochloric acid and glycerol311’’338 and 
can be incorporated in cluster ions.

Although it is a covalent compound, antimony tri­
chloride (SbCl3) can be used as an electrolyte in glycerol 
for electrohydrodynamic ionization34 because it 
decomposes32b to give HC1 which then provides ions in 
solution and thereby increases electrical conductivity. 
Cohen35 states that ions containing antimony are also 
formed in glycerol solution.

Two solutions of SbCl3 at molar concentrations of 2.8 
and 4.0% in glycerol were employed but the mass spectra 
were similar. At an ion energy ratio of unity, the principal 
peaks result from solvated protons, with [G2 + H]+ the 
most abundant ion; the associated metastable peaks are 
also seen. At an ion energy ratio of 0.75, [G3 + H]+ be­
comes the most abundant ion. Two additional ions have 
relative abundances of 83 and 50% and can be explained 
as [G„ + SbCl -  H]+ with n = 3 and 4, respectively. 
Another ion with a relative abundance of 7.0% has the 
similar composition [G3 + Sb -  2H]+. Incorporation of Sb 
and Cl can be confirmed from their characteristic isotope 
pattern. Ions of these types are seen, but with much lower 
abundance, at an ion energy ratio of unity. These species 
are formed by replacement of exchangeable hydrogen 
atoms of the glycerol molecule. Both (HOCH2CHOHC- 
H20)SbCl2 and (H0CH2CH0HCH20)2SbCl are likely 
products of solvolysis reactions between SbCl3 and gly­
cerol;35 ionic dissociation of these two products would 
generate Cl" anions and solvated cations with the com­
position described above. In addition to these unexpected 
species, ions of the form [G„ + SbCl2]+ are observed for 
2 < n < 4 with low relative abundance (<3%) at both ion 
energy ratios. There was no evidence for the emission of 
[G„ + SbCl]2+ or any other multiply charged ions.

Other Solvents. There are few solvents which are 
suitable for direct electrohydrodynamic ionization under 
vacuum. The principal requirements are low vapor 
pressure and ability to dissolve ionic electrolytes disso- 
ciatively; in general, the latter requirement is satisfied only 
by solvents with high dielectric constant. For experimental 
convenience, the solvent should be liquid at room tem­
perature. Glycerol31-33 (HOCH2CHOHCH2OH, molecular 
weight 92) satisfies all requirements and is also able to 
dissolve and thereby permit electrohydrodynamic ioni­
zation of many organic materials of analytical interest. 
Interpretation of mass spectra is facilitated because few 
interfering impurities are found in commercially available 
glycerol. Although glycerol has a relatively low molecular 
weight, the three hydroxyl groups of the glycerol molecule 
cause considerable hydrogen bonding within the liquid, 
which results in abnormally high viscosity and low vola­
tility (extrapolation of published data30 suggests a vapor 
pressure of 4 X 10“2 Pa, 3 X 10“4 Torr at 20 °C). We have 
now investigated some other solvents which are chemically 
and physically similar.

Diglycerol31c,33b (HOCH2CHOHCH2OCH2CHOH- 
CH2OH, molecular weight 166) is an ether formed from 
two molecules of glycerol with removal of H20; it has a 
lower vapor pressure and higher viscosity than glycerol. 
The electrohydrodynamic ionization mass spectrum ob­
tained from a solution of Nal in diglycerol includes a large 
number of positive ions, all of which can be explained in 
terms of Na+ cation or proton attachment to various 
combinations of diglycerol with the glycerol and triglycerol 
impurities. Table III lists only those species with relative
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(2) Neutral molecules and ion-molecule clusters are 
transported to emission sites within the bulk of the liquid 
phase and not along a two-dimensional surface. Conse­
quently efficient electrohydrodynamic ionization occurs 
at room temperature. In contrast, field desorption emitters 
must usually be heated20,37 in order to enable surface 
diffusion of sample to the tip of the solid emitter.

Of these ionization techniques, only electrohydrody­
namic ionization involves sampling of solvated ions actually 
from the liquid phase. This unique property enables direct 
mass spectrometric investigation of ion-solvent interac­
tions in solution. As a result, this new technique can 
provide information complementary to that obtained by 
studies of gas-phase solvation in high-pressure ion 
sources.70-72

Mass Spectrometry of Solvated Ions. These preliminary 
results confirm that electrohydrodynamic ionization mass 
spectrometry can yield two types of basic information 
regarding ion-solvent interaction: the relative abundance 
of the different cluster ions emitted from the liquid surface 
and the subsequent stability of each of these solvated 
species in the gas phase. However recorded mass spectra 
represent a convolution of these two sets of quantitative 
information. The composition and relative abundance of 
the various ions analyzed by the mass spectrometer are not 
identical with those of the emitted species; instead they 
are related by the rate constant for each possible de­
composition process in the gas phase. Consequently the 
distribution of cluster ions actually emitted from the liquid 
surface can be calculated only after all significant de­
composition reactions have been quantitatively charac­
terized. We discuss below how such fundamental infor­
mation might be derived and applied toward a better 
understanding of ion-molecule interaction in liquid so­
lution and in the gas phase.

If the distribution of cluster ions actually emitted from 
the liquid surface does reflect the extent of ion-solvent 
association in solution, then the most abundant cluster 
represents the preferred size of solvation shell. Fur­
thermore any discontinuity in the distribution of emitted 
cluster sizes indicates certain preferred or improbable 
solvation structures. However, for several basic reasons, 
the composition and relative intensity of emitted cluster 
ions may not exactly reflect normal solvation processes in 
the bulk of the liquid phase. The high electric field at the 
emission sites may enhance or inhibit certain types of 
ion-ion, ion-solvent, and solvent-solvent interaction, 
especially when solvent molecules are themselves strongly 
polar. In addition dissociation equilibria may be modified, 
as discussed above for self-protolysis of glycerol. The 
electric field may even facilitate chemical reactions be­
tween solvent and electrolyte which are otherwise un­
important. (We have shown that mass spectra can indicate 
the presence of reaction products.) Electrohydrodynamic 
ionization is obviously a “soft” process with little excess 
energy imparted to electrically charged species as they pass 
from the liquid phase into vacuum; the fact that large, 
weakly bound cluster ions are emitted at all is evidence 
for this, as is the absence of molecular fragmentation 
during ionization of complex organic materials.15,16 
Nevertheless those solvent molecules which are most 
weakly bound to a dissolved cation or anion may be unable 
to accompany that ion across the liquid-vacuum interface; 
therefore the distribution of cluster sizes probably reflects 
only the number of solvent molecules bound to each ion 
with an energy, at the moment of emission, in excess of 
some minimum value. The fundamental requirement that 
emission take place from a liquid surface may result in

modification of behavior characteristic of the bulk. An ion 
in a dielectric liquid with finite electrical conductivity can 
experience an appreciable electrostatic force only if it lies 
within some critical distance from the surface. This 
proximity to the surface may cause the solvation shells of 
such ions to be asymmetric and smaller than those in the 
bulk of the solution.

Electrohydrodynamic ionization mass spectrometry is 
also able to study stability in the gas phase of the various 
cluster ions. The results presented earlier demonstrate 
that the rate of decomposition increases rapidly with the 
number of solvent molecules incorporated in a cluster. It 
is for this reason that mass spectra, recording only those 
ions stable for the entire transit time within the mass 
spectrometer, are inevitably biased toward smaller cluster 
sizes. However a complete knowledge of the rate of each 
possible decomposition would permit reconstruction of the 
spectrum of species actually emitted. In addition, ther­
modynamic information regarding gas-phase decompo­
sition would indicate the relative stability of different 
cluster ions in a nonequilibrium situation, where exchange 
of solvent molecules with the bulk liquid phase is not 
possible. If a certain size of cluster ion is particularly stable 
or unstable in the gas phase, then this will be reflected in 
an abnormal rate of decomposition. On the other hand, 
if solvated cluster ions have no distinct structure then 
decomposition rates will increase monotonically with 
cluster size. For parent ions with the same internal energy, 
decompositions (at least those involving loss of only one 
neutral solvent molecule) should follow first-order kinetics. 
Variation of rate constant with temperature will then yield 
the activation energy for each specific decomposition. 
Emitted cluster ions should have a characteristic tem­
perature which is essentially the same as that of the bulk 
liquid solution near the emission sites. However that liquid 
may become heated above ambient temperature by the 
electrohydrodynamic ionization process. The ion current 
must flow across the potential difference between the 
capillary needle and the emission sites; the majority of this 
energy loss must by dissipated as heat, predominantly by 
thermal conduction through the liquid and along the 
capillary needle.14,21,73

With a conventional double-focusing magnetic mass 
spectrometer, the parent and daughter ions involved in a 
specific decomposition can be monitored by several dif­
ferent measurements. The normal ion peak in a mass 
spectrum obtained at an ion energy ratio of unity gives the 
number of parent ions which have not decomposed within 
the time required for ions of that mass and energy to travel 
through the mass spectrometer. In the same mass 
spectrum, the area within the broadened metastable peak 
at the apparent mass given by eq 5 yields the number of 
daughter ions formed in the second field-free region. The 
normal ion peak due to daughter ions in a mass spectrum 
obtained at the ion energy ratio given by eq 4 is a measure 
of the number of decompositions occurring within the first 
field-free region. Finally, the extent of decomposition while 
parent ions are being accelerated within the ion source is 
reflected in the variation of ion current due to daughter 
ions for ion energy ratios between unity and the value given 
by eq 4. Since electrostatic potential and thereby ion 
energy and transit time can be evaluated as functions of 
position, the shape of the continuum can be converted into 
a direct relationship between decomposition rate and time. 
Such measurements have already been used for the study 
of fast reactions in field ionization sources.198,240,56,74

Development of these techniques will enable quanti­
tative investigation of electrohydrodynamic emission and





knowledge will also be needed to develop and apply this 
new technique for the mass spectrometric analysis of 
dissolved sample materials.
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Ionization Constants and Heats of Ionization 
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By the use of a novel precision indicator method the ionization constants of the HS04 ion have been determined 
at 10 °C intervals from 5 to 55 °C with an error that is probably less than 2%. Because of specific salt effects, 
these constants may be in error by as much as 6%, but any larger value seems highly improbable. The value 
obtained from these data for the heat of ionization at 25 °C is in good agreement with calorimetric measurements. 
Both the ionization constants and the related heats of ionization reported here are in sharp disagreement with 
those obtained from electromotive force measurements. For each of the temperatures studied, the thermodynamic 
quantities AG°, AH°, and AS° have been calculated from the change of the ionization constant with temperature. 
At 25 °C they have the following values: K  = 0.01015, AH° = -5188 cal/mol, AG° = 2721 cal/mol, and AS° 
= -26.52 cal/mol/deg.

When this investigation was started, there existed a 
substantial discrepancy between calorimetric values for the 
heat of ionization of the HS04" ion and that derived from 
electromotive force measurements. From the early 
measurements and calculations of Noyes et al.3 to the then 
contemporary direct calorimetric experiments of Pitzer4 
it was apparent that AH° of ionization of the bisulfate ion 
is near -5 kcal mol'1. In contrast electromotive force 
measurements of cells containing bisulfate-sulfate 
solutions5 led to a value near - 2.2 kcal mol-1.

An experimental resolution of this conflict should be 
based on a method which is different in principle from 
previous calorimetric or electrical techniques. If direct 
calorimetric methods are disallowed, the enthalpy change 
must be obtained from the temperature dependence of the 
ionization constant, Khso4-- Determination of an ionization 
constant of the order of 10“2 is generally difficult, however, 
because in solutions dilute enough to allow precise esti­
mates of activity coefficients the extent of dissociation of 
the acid is very high.

The novel method devised is based on some observations 
made previously by Mullane6 on the effects of neutral salts 
on indicators in dilute unbuffered solutions. The essential 
principle of the procedure is to determine the relative effect 
on the absorption of an acid-base indicator of (1) a set of 
neutral salts, and (2) the monobasic salt of the acid under 
consideration. From the first set of measurements it is 
possible to correct for salt effects, the apparent changes 
in hydrogen ion concentration observed in the second set. 
In contrast to other indicator methods, this one dispenses 
completely with any necessity of knowing the ionization 
constant of the indicator, and uses the actual hydrogen ion 
concentration only as a second-order correction in the 
calculations.

The thermodynamic constants for the ionization of 
HS04" measured by this novel technique are probably still 
the most precise ones available, and they have been cited, 
without documentation, in several authoritative mono­
graphs.7,8 However, there is no published description of 
the methods used to obtain the original data or of the 
treatments that extracted the thermodynamic quantities. 
These details need to be made available so that the re­
liability of our procedures and accuracy of our results can 
be judged independently. Despite the long lapse of time 
since the conclusion of this study, the subject of the 
ionization of HS04“ is still drawing attention.9

Principle of the Method
For an indicator of the type used, methyl orange, the 

equilibrium may be represented by the equation
+HI- = H+ + I- (l)

The corresponding equilibrium constant, K, expressed in 
logarithmic form, is related to concentrations and activity 
coefficients, 7 , by the equation
-log (H+) = -log K  + log [(r)/(+HI-)] +

log [(7H+7r )/(7+Hr)] (2)

For a given reference solution we may write a similar 
equation
-log (H+)0 = -log K  + log [(r)/(+HI- ) ] 0 +

log [(7H+7r )/(7+HI-)]o (3)

Subtracting eq 2 from 3, we obtain 
log [(H+)/(H+)0] + log (flfo) =

[log (r)/(+HI-)]0 -  log [(r)/(+Hr)] (4)

where

[7H*7r /7-H r]s '  (5)
The effect of the addition of neutral salts is merely to 

change the activity coefficients of the indicator and of the 
hydrogen ion. Any change in hydrogen ion concentration 
due to increased dissociation of the indicator is negligible, 
since the original acid concentration is made about 102 
times the indicator concentration. Therefore, for the 
addition of neutral salts
log (flfo) = log [(I-)/(+Hr)]0 -  log [ (n /fH -)]  (6)
When the salt of a “weak" acid and strong base (such as 
Na2S04) is added, however, the removal of hydrogen ion 
has a pronounced effect on log (H+) so that we must retain 
the full equation (primes used to distinguish the equation 
from that given for neutral salts)

log [(H7/(H*)0] + log (flfo) =
log [(I-)/(+H r ) ] 0 -  log [(r)/(+HI-)]' (7)

It is necessary, then to obtain log [(I')/(+HI-)] for the 
indicator solution containing no salt, and containing
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various amounts and kinds of salts, respectively. To do 
this we make use of Beer’s law. When we have the in­
dicator of total concentration, c, in basic solution
log ( /0//) = k cd (8)

D D

where I0 is the intensity of incident light, I the intensity 
of transmitted light, k the extinction coefficient of the 
absorbing substance, c the concentration of the absorbing 
substance, and d the optical path length of the absorption 
cell. In strong acid solution in which the indicator is 
completely in the acid form
log (I0/I) =k cd (9)a a
In any solution of intermediate acidity where the degree 
of dissociation of the indicator is a
log (I0/I) = ack d + (1 -  a)ck dx b a
Since (I )/(+HI-) is equal to a /(1 -  a)

(H  log (Ip/I)x -  log (Jo//),
(+HF) log (J0//)x -  log (J0//)b

Since we use a reference indicator solution instead of pure 
solvent

(I-) log (IJI)X -  log (Jr//)a = n
C HI-) log (It/I)x -  log (/,//)„
Substituting into eq 6 and 7, we obtain for the addition 
of neutral salt
log (flfo) = log R 0 -  log R (13)
and for the salt of a weak acid and a strong base 
log (tT)7(H+)o + log ( f ' / fo )  = log R 0 -  log R' (14)

( 1 0 )

(11)

experimental error for concentrations below 0.01 M. 
Equations 15 and 16 reduce to
log [(H+)'/(H+)o] = log R -  log R' = log S (17) 
(H+)' = (H+)0S (18)

The equilibrium constant for the bisulfate ionization is
(h +) '( s o 42~)

= K  (19)
H SO„

(HSCV)
HSO.

Conservation of mass requires that the following relations 
also be true:
(HSCV) = (H+)0 -  (H+)' = (H+)0(l -  S) (20)
(S042-) = mNa2So4 -  mHSo4- = m -  (H+)0(l -  S) (21)

where mNâ 0f refers to the total of this salt added to the 
solution. Substituting eq 18, 20, and 21 into eq 19 we 
obtain
S[m -  (H+)0(l -  S)] th+Tsq.»-

(1  _  S )  7 h s o 4_
( 2 2 )

Thus we see that our final expression does not contain 
the indicator constant, and contains (H+)0 only as part of 
a small correction in the sulfate ion concentration. Test 
calculations show that the error in K  will not, even in the 
most unfavorable case, exceed 0.3% for an error of 0.1 unit 
in the pH of the stock solution. To obtain K, we compute 
values for T h +7 s o 427 t h s o 4 by means of the completed form 
of the Debye-Hiickel equation

log
7 h +7 s o „ 2-

7 h s o 4‘

- 4 A p 1/2

1 +  a p 1/2
( 2 3 )

Three experimental quantities, (7r//)x, (IT/1)b, and (7r//)a 
are necessary for the evaluation of R. No difficulties are 
encountered in the determination of the first two, but 
because the indicator, methyl orange, has a relatively large 
ionization constant (4 X KT4), an extrapolation procedure 
was used to evaluate (7r/7)a. Small quantities of con­
centrated HC1 were added successively to the working cell 
and the respective transmissions measured. These, after 
conversion to absorbancies and correction for dilution of 
the solution by added acid, were plotted against the re­
ciprocal of the acid concentration and extrapolated to 
infinite H+ concentration. The intercept was taken as log

We have to calculate yet the ionization constant of the 
weak acid HA from the change in H+ concentration due 
to the addition of the salt NaA or KA to the indicator 
solution. In actual practice it has proved to be convenient 
to distinguish between the following two situations: A + 
H+ = HA, and A2“ + H+ = HA“. The following equations 
which are developed for the specific case of S042“ are also 
valid for an ion of the charge type A“.

If we subtract eq 13 from 14 we obtain
log [(H+)7(H+)0] + log (f'/f0) -  log (f/fo) =

logi? -  log-R' (15)
We shall assume that

log (f'/fo) = log (flfo) (16)
for a given ionic strength. This is certainly not true for 
any finite concentration. However, as we go to more and 
more dilute solutions, eq 16 becomes a better and better 
approximation, and for various chlorides is valid within

where A is a constant for a given temperature and solvent 
and a is a parameter which is a function of the respective 
distances of closest approach of the ions. For this work 
a was determined empirically by successive substitutions 
until a straight, practically horizontal line was obtained 
in a plot of K  against p. (A similar procedure has been 
used by Naidich and Ricci.10) This line is then extrap­
olated to = 0.

Experimental Methods and Materials
A photoelectric spectrophotometer was constructed1 

capable of measuring absorbances with a precision better 
than 0.001 unit. A Steinheil spectrograph was used for 
monochromation. Since commercial instruments currently 
available are equivalent in capabilities, the actual in­
strument used will not be described.

The absorption cells were 5 cm in optical path. The 
sample cell had a 200 cm3 flask, connected to a port near 
the midpoint of the long axis of the optical cell, to provide 
a large volume to which salts could be added.

Successive portions of the pure salt to be studied were 
added to the indicator solution in the reference cell. The 
indicator solutions used in this study contained approx­
imately 4 X 10“6 mol of methyl orange and 3-6 X 10“4 mol 
of hydrochloric acid per liter. All of the observations were 
made with light of about 520 nm wavelength. At each 
temperature, a separate series of measurements was made 
of the effects of NaCl, BaCl2, and Na2S04 upon the relative 
absorption of this light by the indicator solution. At 25 
°C similar measurements were also made with KC1, K2S04, 
KN03, and NaN03.

NaCl (Baker’s Analyzed, Fused) was recrystallized once 
from a clear, distilled water solution by addition of 95%
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0.0 o.l 0.2 0.3 0.4

J i
Figure 1. log R 0/R  vs. square root of ionic strength, I ' 12, for sodium 
sulfate and sodium chloride with methyi orange: (O  • )  sodium sulfate 
(two observers); ( 0 )  sodium chloride at 54.6 °C ; (□ )  sodium chloride 
at 4 .7 °C .

alcohol, and was then dried in an oven at 120 °C. KC1 
(Mallinckrodt’s Analytical Reagent) was recrystallized once 
from distilled water and dried at 120 °C. BaCl2-2H20 
(Mallinckrodt’s Analytical Reagent) was recrystallized once 
from distilled water, and was dehydrated and dried at 120 
°C. Na2S04 (Kahlbaum’s, Fused) was recrystallized twice 
from distilled water as the decahydrate and allowed to 
remain in a desiccator until needed. Several months later 
the white crystalline powder was heated in an oven at 120 
°C. K2S04 (De Haen’s) was recrystallized once from 
distilled water and dried at 120 °C.

HC1 was prepared by distillation of a mixture of com­
mercial HC1 and water in an all glass still. Commercial 
HC1 was used in the early part of the work (some of the 
measurements at 15 and 25 °C) but was found to cause 
destruction of the indicator at higher temperatures.

Methyl orange (Grubler and Co.) was recrystallized once 
from water and dried over CaCl2. Stock solutions were 
made by the addition of approximately 5 mg of indicator 
to 4 L of distilled water. The solution was acidified with 
5 or 6 drops of distilled HC1.

TABLE I: Ionization Constants of the 
HS(V Ion at 5-55 °C

Temp, A(obsd) If(obsd) K ( obsd)
°C series 1  series 2  average A(calcd)
NaCl as Reference 
4.7 0.01800

14.95 0.01345
24.9 0.0101s
34.9 0.00756
44.45 0.0057o
54.6 0.0041s

Salt; K  Calculated from Eq 25
O.OI8 2 5  O.OI8 I 3  0.0181s
0.0137o 0.0135s 0.0135g
0 .0 1 0 1 s 0 .0 1 0 1 s 0 .0 1 0 1 s
0 .0 0 7 8 3  0.0077o 0.00757
0.00566 0.00568 0.0056s
0.00416 O.OO4 I 7  0 . 0 0 4 1 7

Bad, as Reference 
4.7 0.01905
14.95 O.OI3 8 5
24.9 0.0107s
34.9 0.00777
44.45 0.0058s
54.6 O.OO4 I 5

Salt; K  Calculated from Eq 26 
0.01945 0.01925 0.01909
0.01425 0.01405 0.01433
0.0107s 0.0107s O.OIO6 9
O.OO8 O7  0.00792 0 . 0 0 7 8 7
O.OO5 8 5  O.OO5 8 7  0 .0 0 5 8 2
0.00413 0.00414 0.00419

Figure 2. log K HS0<- (average) vs. 11T  with sodium chloride as the 
reference salt.

reference point to p1/'2 = 0.0150. The corresponding in­
crement in log ( r /+HDo -  log (T/+HT) was the appro­
priate correction.) The corresponding values for the 
measurements with sodium chloride at 5 and 55 °C appear 
for purposes of comparison. Complete tables of data for 
neutral salt effects of NaCl, KC1, KN03, and BaCl2 are 
available in the original theses,1 as are data comparing the 
effects of K2S04 with Na2S04.

The values of KHSq̂  computed by the methods de­
scribed above are listed in Table I and summarized in 
Figure 2.

Results
The ionization constant of the bisulfate ion was de­

termined at intervals of approximately 10 °C from 5 to 55 
°C. Both barium chloride and sodium chloride were used 
as standards to correct for the neutral salt effect. At each 
temperature, two series of measurements of the effect of 
sodium sulfate on the relative light absorption of the 
indicator solution were made by different observers. Some 
of the data are presented graphically in Figure 1. In 
Figure 1, log (T/+HT)0 -  log (I / +HT) for the sodium 
sulfate series is plotted against the square root of the ionic 
strength. The quantities plotted have been corrected by 
extrapolation so that log (T/+HT)0 refers to a common 
ionic strength, n1/2 = 0.0150, for all the measurements. 
(The quantity to be added to log (T/+HT)0 -  log (T/+HI ) 
for a particular series was obtained by graphical extrap­
olation of the neutral salt curve through the original

Discussion
The largest source of uncertainty affecting the values 

of the K's reported is that there are specific salt effects 
upon the indicator equilibrium at the lowest concentrations 
for which reliable values of K  can be calculated. We have 
so far no way of determining which neutral salt most nearly 
duplicates the effect of sulfate ions (and of the minute 
amounts of hydrogen and of bisulfate ions present) upon 
the methyl orange equilibrium. Experiments at 25 °C 
showed1 that the use of NaCl, BaCl2, and KC1 as reference 
neutral salts for the calculation of K  from experiments 
made with Na2S04 led to different values of K. The K  
from BaCl2, with its doubly charged positive ion, exceeded 
that obtained with NaCl by 6%, whereas the constant from 
KC1 was only 3.5% larger than that from NaCl.

On the other hand, K 's calculated from the salt pairs 
Na2S04-NaCl, Na2S04-NaN03, and K2S04-KC1 agree



within the experimental uncertainty of about 1%; this 
suggests that specific effects on the indicator equilibrium 
may be less pronounced from negative than from positive 
ions. It is still possible that the sulfate ion, with its double 
negative charge, may have an effect on the indicator 
equilibrium different from that of the anions of uni­
univalent neutral salts. However, we would expect for 
theoretical reasons that the large negative indicator ion 
would be more susceptible than the hydrogen or the 
zwitterion to specific salt effects, so that the change from 
chloride ion to sulfate ion should produce less uncertainty 
in K  than the change from sodium to barium ion described 
above. At present we conclude that while the error in the 
K 's calculated from Na2S04-NaCl is probably less than 
2%, it is not impossible that the values of K  tabulated for 
25 °C and below are in error by as much as 6%. The 
uncertainty should become less as we go to higher tem­
peratures. Such a systematic error in K  need not introduce 
a correspondingly large error in AH°, which depends only 
upon the differences in K  at different temperatures. AH° 
would be affected only 3% by a uniform trend from a 
correct K  at one end of the temperature range to one in 
error by 6% at the other end. The heats of ionization 
calculated from the two series of constants agree within 
100 cal at 25 °C; they show their largest difference, 464 
cal, at 55 °C.

The uncertainty resulting from specific salt effects is 
large enough, when compared with the precision of the 
experimental procedure, that we may reasonably hope that 
the reliability of the constants could be improved by 
measurements with some other indicator which shows 
smaller specific salt effects than methyl orange. Methyl 
orange was chosen fcr this work because of its stability, 
and because its behavior in neutral salt solutions had 
already been investigated by several workers.

Measurements are not reported for higher temperatures 
because a test at 65 °C revealed a small but definite fading 
of the indicator solution during a period of 1 h. Further 
work is needed to determine whether suitable procedures, 
or possibly another indicator, will permit measurements 
at 65 °C or higher.

The values of K  obtained from the extrapolations de­
scribed appear in Table I. It was found that the exper­
imental results could be closely represented by empirical 
equations of the form
\ o g K  =  A - B / T - C l o g T  (24)
Such an equation, which implies a constant ACp for the 
ionization process, is thermodynamically plausible; it is also 
convenient in that AH° and ACp° may be obtained simply 
from the constants B and C. The equation adopted for 
the ionization constants derived from investigation of 
sodium chloride and sodium sulfate was
log K  = 61.378 -  1857.1/ T  -  23.093 log T  (25)
That for the series employing barium chloride as a 
standard neutral salt was
log K  = 77.5486 -  2551.8/ T -  28.6778 log T  (26)
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TABLE II: Thermodynamic Properties of the 
Reaction HSO„" = H+ + S042-

Temp, A //°, AG", A S°,
°C .Kfcalcd) cal/mol cal/mol cal/mol/deg

T. F. Young, C. R. Singleterry, and I. M. Klotz

NaCl as Reference Salt
5 0.01797 -4270 2 2 2 2 -23 .34

15 0.01357 -4729 2463 -24 .96
25 O.OIOI5 -5188 2721 -26 .52
35 0.00755 -5647 2993 -28 .03
45 0.0055s -6106 3281 -29 .50
55 0.00412 -6565 3583 -30 .92

BaCl2 as Reference Salt
5 0.01894 -4179 2193 -22 .90

15 0.01432 -4749 2432 -24 .92
25 O.OIO6 5 -5319 2692 -26.86
35 0.00785 -5889 2969 -28.74
45 0.0057 2 -6459 3266 -30.56
55 0.00413 -7029 3581 -32.32

The coefficients of log T given above correspond to ACp° 
= -45.9 cal for the NaCl series, and ACP° = -57 cal for the 
BaCI2 standard. Values of K  computed from these 
equations appear in Table I, which presents the separate 
values of K  obtained by extrapolation from measurements 
by two observers, and the mean of the individual values. 
The NaCl data are presented graphically in Figure 2, in 
which the plotted points represent averaged experimental 
values, and the smooth curve eq 25.

In Table II are presented the values calculated from 
these equations at rounded 10 °C intervals for K, AH°, 
AG°, and AS° of the reaction
h s o 4- ^  H+ + s o 42-

The value obtained from these data for the AH° of 
ionization at 25 °C, -5188 cal mol-1, is in good agreement 
with earlier calorimetric measurements.1,4 Furthermore, 
the ionization constants over the temperature range of 5-55 
°C are in excellent accord with those determined by other 
methods11 during the 3 decades since the completion of 
this study. Thus this particular spectrophotometric 
method is still an appropriate precise technique for de­
termining ionization constants in the range of 10-1 to 10-3.
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A recently developed calorimetric technique is employed to directly determine the enthalpy change accompanying 
the transfer of phenol and aniline from nonpolar to aqueous environments. In conjunction with equilibrium 
studies, complete thermodynamic profiles are obtained for the transfer of phenol from octane, toluene, and 
octanol to water and for the transfer of aniline from toluene to water. The data are interpreted in terms of 
solute-organic solvent and solute-water interactions. These results are discussed in the light of currently accepted 
views concerning the nature of hydrophobic and hydrophilic forces.

Introduction
Several years ago we described the development of a new 

calorimetric technique that allows the direct determination 
of the enthalpy change accompanying the transfer of a 
molecule from a nonpolar to an aqueous environment.1

Our work in this area was stimulated by the fact that 
many investigators were reporting thermochemical data 
on complex biochemical systems that they were unable to 
explain in terms of currently recognized molecular in­
teractions. At the same time, several laboratories were 
suggesting that important contributions to the energetics 
of many biochemical processes arose from the transfer of 
groups from nonpolar to aqueous environments, or the 
reverse.2-4 For example, in the denaturation of a globular 
protein those amino acid side chains originally embedded 
in the relatively nonpolar interior of the macromolecule, 
upon unfolding, become exposed to the highly polar, 
aqueous environment of the solvent. In contrast, the 
binding of an inhibitor or substrate to a macromolecule 
was frequently envisioned as involving a change in the 
environment of the binding species from a purely polar, 
aqueous environment to the relatively nonpolar sur­
roundings of the binding site.5

In general, it was becoming clear that if one was to 
explain the molecular origins of the thermochemical data 
obtained on complex biochemical systems, one had to be 
able to define the thermodynamic contribution arising 
from such polar-nonpolar environmental changes. Un­
fortunately, these data are quite difficult to obtain by 
studying the biological systems themselves since these 
environmental changes invariably occur concurrently with 
charge-charge interactions as well as conformational 
changes.

In order to isolate the thermodynamic changes asso­
ciated purely with the transfer of a macromolecular 
component from one environment to another, one can 
study the thermodynamics accompanying environmental 
changes for small molecules that can serve as models for 
the individual groups that make up these biopolymers. In 
this connection, the free energy change associated with the 
transfer of a small molecule from a nonpolar to an aqueous 
medium would be of interest. Such determinations can 
and have been carried out by studying the equilibrium 
distribution of various compounds between water and some

fThis work was supported by grants from the Rutgers Research 
Council, the Charles and Johanna Busch Memorial Fund, and the 
Research Corporation.

relatively nonpolar organic solvent.6 Alternatively, some 
workers have used solubility measurements to calculate 
partition coefficients.4 The results of such experiments 
have been used to construct free energy tables (hydro- 
phobicity scales) which reflect the relative affinity of 
various compounds and molecular groups for the organic 
and the aqueous phases.

However, to begin to understand on a microscopic level 
what constitutes a hydrophobic or hydrophilic interaction 
as well as to explain much of the accumulated thermo­
chemical data, one must dissect the free energy term into 
its constituent parts. That is to say, one must expand the 
model to include the determination of values for the 
enthalpy, entropy, and heat capacity changes accompa­
nying these distribution experiments. Unfortunately, very 
few data exist for the enthalpy change accompanying the 
transfer of a molecule from a nonpolar to an aqueous 
environment. This probably has been due to the fact that 
no accurate and convenient method for measuring this 
parameter has in the past been available.

In an attempt to alleviate this situation, we initiated a 
program that has resulted in the development of a direct 
and accurate calorimetric technique for measuring the 
enthalpy change accompanying the transfer of a molecule 
from a nonpolar to an aqueous medium. In this paper we 
present the results obtained by application of this tech­
nique to several molecules of general and biological in­
terest.

Experimental Section
Chemicals. Phenol and Aniline were obtained from 

Fisher Scientific Co., Fair Lawn, N.J. and were used 
without further purification.

Chromatoquality toluene and octane were purchased 
from Matheson Coleman and Bell. Grade 1 99% pure 
octanol was obtained from Sigma Chemical Co., St. Louis, 
Mo.

Method
The Calorimeter. The experimental technique makes 

use of an extremely sensitive flow microcalorimeter de­
veloped by Sturtevant in collaboration with Beckman 
Instruments, Palo Alto, Calif.7 The main components of 
the instrument are a precision fluid delivery system and 
a 10 000 junction thermopile which is enclosed within a 
massive aluminum heat sink. The fluid delivery system 
consists of two glass syringes equipped with gas-tight 
Teflon-tipped plungers which are independently driven by

0022-3654/78/2082-0675$01.00/0 ©  1978 American Chemical Society
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Scheme I: Determination of Enthalpies of Transfer 
R-OH(org) + OH'(aq) -» R-O'(aq) + H20  AH l

R-O'(aq) + H+(aq) -*• R-OH(aq) AH 2

H20  -  H+(aq) + OH-(aq) AH 3

R-OH(org) -+ R-OH(aq) Amirans

Afftrans = A H l + A H 2 + A H 3

Scheme II: Determination of Enthalpies of Transfer 
R-NH2(org) + H+(aq) -> R-NH3(aq) AH 2

R-NH3(aq)-> R-NH2(aq) + H+(aq) a H 2'

R-NH2(org) -  R-NH2(aq) A H ^

Afftrans — A H l +  A H 2

two variable speed 10 rpm synchronous motors.
The two fluids are separately delivered to the calo­

rimeter system by passage through Teflon tubes. At the 
entrance to the heat sink, the Teflon tubing is changed to 
platinum tubing (1.0 mm i.d.) which is in good thermal 
contact with the heat sink. This ensures proper equili­
bration of the liquids prior to their entering the thermopile. 
Upon reaching the thermopile the two platinum tubes are 
brought together by means of a Y junction which serves 
to initiate the mixing process. The mixed liquids then pass 
through the platinum tubing which is pressed tightly 
against the inside surface of a 10000 junction thermopile. 
Thus, any heat evolved or absorbed upon mixing the two 
solutions is quantitatively conducted through the ther­
mopile to the massive aluminum heat sink. The resulting 
electrical output (which is proportional to the heat evolved 
or absorbed) is amplified and recorded.

Enthalpies of Transfer. The technique employed in­
volves the extraction of a compound of interest from an 
organic to an aqueous phase in the flow calorimeter de­
scribed above. To avoid excessive heats of solvent mixing 
it is essential to use immiscible phases. The extraction is 
readily accomplished by flowing a dilute alkaline (or acidic) 
aqueous solution against an organic solution of the 
compound to be transferred. Obviously, such a compound 
must possess a site for facile protonation or deprotonation 
so that either an acidic or alkaline aqueous solution can 
be used to ensure complete extraction during the calori­
metric residence time. Previous work has shown that the 
extraction is in fact complete before the solution exits from 
the calorimeter.1

The overall extraction process results in an enthalpy 
change which not only includes the heat associated with 
the transfer of the molecule between the two phases, but 
also the heat of ionization (or protonation) of the com­
pound transferred. In addition, one must correct for the 
heat of formation of water whenever an alkaline extracting 
solution is used. This latter enthalpy is well known and 

Thus can be subtracted from the overall heat of the process. 
On the other hand, a separate experiment must be per­
formed in order to determine the heat of protonation (or 
deprotonation) for each compound transferred.

For the case of a molecule possessing an “active” hy­
drogen, the overall transfer process can be summarized as 
outlined in Scheme I. On the other hand, when dealing 
with compounds such as amines that are transferred 
(extracted) by means of aqueous acid, the overall set of 
reactions reduces to those shown in Scheme II. Thus, 
simply by adding the three processes illustrated in Scheme 
I or the two processes illustrated in Scheme II one obtains 
a value for the enthalpy change associated with trans­
ferring the uncharged molecule from a nonpolar to an 
aqueous environment.
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TABLE I: Enthalpy of Transfer of Phenol and Aniline 
from Toluene to Water at 25 ° C°’b

Compd A i f , ,  A H 2, a  H 2,
trans- kcal kcal kcal A/itrans>
ferred mol'1 mol'1 mol'1 kcal m ol'1

Phenol -9 .1 9  -5 .6 5  +13.34 -1 .5 0  ±0 .13
Aniline -8 .4 8  -7 .2 8  -1 .2 0  + 0.15

0 See Schemes I and II for meaning of symbols. b All 
enthalpies are averages of at least four determinations.
The mean calculated enthalpies of transfer are listed in 
the last column along with the standard errors of the 
mean.

Scheme III: Enthalpy of Transfer of Phenol (PhOH) 
between Two Organic Solvents
PhOH(octane) -> PhOH(H20 ) AH =  -  3.9 kcal mol'1 
PhOH(H20)-> PhOH(toluene) AH =  +1.5 kcal mol'1
PhOH(octane) -+ PhOH(toluene) AH  = -  2.4 kcal mol"1

Results and Discussion
Table I summarizes the enthalpy data obtained for the 

transfer of phenol and aniline from toluene to water. As 
described below, these data can be used to test the new 
calorimetric technique employed in this work.

The enthalpy of transfer of phenol from toluene to water 
is exothermic by 1.5 kcal mol 1 (note: 1 calTh = 4.184 J). 
This value should be compared with the corresponding 
enthalpy of transfer that can he derived from previously 
published heats of solution. Parsons and co-workers found 
the heat of solution (25 °C) of solid phenol in water to be 
+3.04 kcal mol“1.8 Arnett and co-workers determined the 
heat of solution (at 25 °C) of solid phenol in toluene to be 
+4.51 kcal mol'1.9 From these data, one can derive a value 
for the enthalpy of transfer of phenol from toluene to water 
as shown in I.

phenol (solid)

phenol (H20)<---------------------------------- phenol (toluene)
A H t =  - 1.47 kcal mol'1 (I)

The derived value of -1.47 kcal mol'1 for the toluene to 
water transfer is in very good agreement with the 1.5 kcal 
mol“1 determined by means of our direct calorimetric 
technique. This exothermicity probably reflects favorable 
hydrogen bonding between the phenolic hydroxyl group 
and water.

The enthalpy of transfer of aniline from toluene to water 
was found to be -1.2 kcal mol“1 at 25 °C (see Table I). 
Whetsel and Lady determined the enthalpy of complex 
formation between aniline and benzene to be -1.64 kcal 
mol“1.10 By combining these two sets of data, one can 
derive a lower limit of -2.84 kcal mol“1 for the enthalpy 
of formation of a hydrogen bond between water and the 
aromatic amino group of aniline.

Influence of the Organic Solvent. Clearly, different 
organic solvents will provide different “nonpolar 
environments” so that the enthalpy data reported above 
should not be interpreted exclusively in terms of solute- 
water interactions. To determine the degree to which 
solute-organic solvent interactions contribute to the ob­
served enthalpies of transfer, phenol was transferred to 
water from several different organic solvents. The results 
of these studies are summarized in Table II.

These data clearly indicate that the AH° values are 
strongly dependent upon the specific organic solvent 
selected. Furthermore, by combining the data of Table 
II one can derive enthalpy values for the transfer of phenol



TABLE II: Enthalpies of Transfer of Phenol from 
Various Organic Solvents to Water at 25 ° C“ ’ b

a H n a H 2, a H 3,
Transfer kcal kcal kcal A#trans>
process mol'1 mol"1 mol"1 kcal mol"1

Octane -* H20  -1 1 .6 0  -5 .6 5  +13.34 -3 .9 1  ±0.11
Toluene-» H20  -9 .1 9  -5 .6 5  +13.34 -1 .5 0  ±0.13
Octanol -► HjO -5 .0 4  -5 .6 5  +13.34 +2.65 ±0 .18

a See Schemes I and II for meaning of symbols. b All 
enthalpies are averages of at least four determinations.
The mean calculated enthalpies of transfer are listed in 
the last column along with the standard errors of the 
mean.

TABLE III: Enthalpies of Transfer of Phenol between 
Two Organic Solvents at 25 ° C

AUtrans»
Transfer process kcal mol'1

Octane -* toluene -2 .4
Octane -» octanol -6 .5
Toluene -» octanol -4 .1

between two organic solvents as illustrated in Scheme III. 
These data, which are summarized in Table III, provide 
considerable, new insights into the nature of solute-organic 
solvent interactions and deserve further comment.

We have suggested earlier that the 1.5 kcal mol"1 exo- 
thermicity observed for the transfer of phenol from toluene 
to water reflects favorable hydrogen bonding between the 
phenolic hydroxyl group and water. We now see that for 
the octane-water solvent system phenol has a heat of 
transfer of -3.9 kcal mol"1 (see Table II). By combining 
these data we can conclude that phenol has an energet­
ically favorable interaction with toluene (relative to octane) 
of 2.4 kcal mol"1 (see Table III).

This result is in excellent agreement with a spectroscopic 
study carried out by Pimentel and co-workers.11 These 
investigators found a favorable interaction of some -2.3 
kcal mol'1 between phenol and benzene. Thus the derived 
value of -2.4 kcal mol'1 for the transfer of phenol from 
octane to toluene (see Table III) is in very good agreement 
with their findings. In connection with these studies, it 
is interesting to note that Arnett and co-workers9 found 
no free hydroxyl frequency in the infrared spectrum of 
phenol in a base as weak as benzene.

It should be emphasized that compilations such as Table 
III are useful in that they clearly demonstrate that the 
enthalpy changes determined for these transfer processes 
are not all simply a result of interactions with water. In 
addition, as illustrated above for phenol, we are able to 
glean further useful information concerning molecular 
interactions by looking at the derived enthalpies of transfer 
between two organic solvents.

The data in Table II also indicate that the transfer of 
phenol from octanol to water is accompanied by an en­
thalpy change of +2.65 kcal mol"1. This endothermicity 
is probably due to the formation of a hydrogen bond 
between the hydroxyl group of the solute and that of the 
organic solvent. Such a value for this sort of interaction 
can be compared with that derived from heats of solution 
reported in the literature. Parsons and co-workers found 
the heats of solution for phenol in methanol and water to 
be +0.88 and +3.04 kcal mol'1, respectively. From these 
data one can derive a value of +2.16 kcal mol"1 for the 
enthalpy of transfer of phenol from methanol to water. 
Considering the differences in the solvent systems, this 
number agrees rather well with the +2.65 kcal mol"1 de­
termined for the octanol to water transfer.

By combining this result with the data from the oc­
tane-water system, one can derive the AHt for the transfer
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TABLE IV: Thermodynamics of Transfer of Phenol 
and Aniline between Various Organic Solvents 
and Water at 25 ° C

Transfer process

A Gt°, 
kcal 

mol'1

A H t°, 
kcal 

mol'1

A St°, 
cal 

deg'1 
mol'1

Octane -► H20
Phenol
-1 .1 4 -3 .9 -9 .2

Toluene -> H20 + 0.27 -1 .5 -5 .9
Octanol -» HjO + 1.80 + 2.6 + 2.8

Toluene -* H20
Aniline 
+ 1.32 -1 .2 -8 .7

of phenol from octane to octanol. As seen in Table III, a 
value of -6.5 kcal mol"1 is obtained for the hydrogen bond 
assumed to be formed between phenol and octanol. Such 
a result is not unreasonable in light of the work of 
Nagakura12 and Arnett.9 These investigators studied 
hydrogen bond formations between phenol and a number 
of different proton acceptors (ether, dioxane, ethyl acetate, 
Af-methylformamide, N̂ V-dimethylformamide) and found 
AH values ranging from -4 to -6.8 kcal mol“1.

Free Energies of Transfer. Free energies of transfer 
were calculated as previously described by determining 
partition coefficients of the compounds between water and 
various organic solvents.1 These partition coefficients were 
found to be independent of solute concentration over the 
range of 10“1 to 10"4 M. This allows us to conclude that 
our data are not influenced by aggregation of the solute 
molecules.

The free energies of transfer, along with the calori- 
metrically determined enthalpies of transfer, allow the 
calculation of the entropy of transfer. As discussed below, 
knowledge of the sign and magnitude of this entropy 
change leads to further insights into the nature of the 
molecular interactions involved in a given transfer process.

Table IV provides complete thermodynamic profiles for 
the transfer of phenol from several organic solvents to 
water and for the transfer of aniline from toluene to water. 
Significantly, the transfer of phenol from either octane or 
toluene to water is strongly entropy inhibited as is the 
transfer of aniline from toluene to water.

Frank and Evans13 and Kauzmann2 have described 
models in which the transfer of nonpolar groups from 
organic to aqueous medium should result in a decrease in 
entropy due to the ordering of water molecules around the 
hydrophobic groups. The observed entropic inhibition to 
the transfer of phenol and aniline to water is consistent 
with their predictions.

In contrast, the transfer of phenol from octanol to water 
is accompanied by an increase in entropy. This may well 
reflect a high degree of order required for the formation 
of a phenol-octanol hydrogen bond. Clearly, in this solvent 
system octanol does not provide an “inert” nonpolar 
environment.

Conclusion
We believe that we have demonstrated that a great deal 

of new, fundamentally important information concerning 
the nature of solute-solvent interactions can be obtained 
by investigating the thermodynamic changes accompa­
nying the transfer of molecules between organic solvents 
and water.

In the past, such studies were limited to the calculation 
of free energies of transfer from partition coefficients. The 
calorimetric technique described here provides a con­
venient method for determining enthalpies of transfer 
which in turn allows the calculation of entropies of transfer.
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We strongly believe that further application of this 
general technique to additional compounds will lead to the 
recognition of the molecular forces responsible for the 
thermodynamic changes observed in many biochemical 
reactions.
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The hydrogenation reactions of conjugated and nonconjugated dienes on MoS2 catalyst are brought about by 
the 1,2 addition of hydrogen, and the reaction with a mixture of H2 and D2 yields selectively dn and d2 adducts. 
It has been found that the hydrogenation of isoprene on heterogeneous catalysts such as MoS2, ZnO, Cr20 3, 
Pt black, Pd black, and Raney Ni yields more 2-methyl-l-butene than 3-methyl-l-butene, while homogeneous 
catalysts give the opposite selectivity. Upon deuteration of isoprene on MoS2, the deuterium molecular identity 
is maintained more strictly in 3-methyl-l-butene than in 2-methyl-l-butene, which may suggest a repulsive 
effect of the methyl group of isoprene on its adsorption. An extended Hiickel MO calculation for the Mo atom 
or its ions as well as for a cluster of the Mo ions surrounded by four sulfur ions supports the repulsive effect 
of the methyl group on adsorption.

Introduction
The hydrogenation of conjugated dienes on a hetero­

geneous catalyst may be brought about by either 1,2 
addition1,14 or 1,4 addition.2 In a previous paper,3 it has 
been shown that the hydrogenation of butadiene on a MoS2 
catalyst occurs only through the sec-butenyl intermediate 
(rt-allylic species) and that the <7-allylic intermediate does 
not bring about interconversion to the zr-allylic species. In 
the case of the hydrogenation of butadiene on ZnO cat­
alyst, both 1,2 addition and 1,4 addition occur simulta­
neously through different intermediates,4 and the two 
intermediates do not undergo mutual interconversion on 
ZnO during the hydrogenation reaction.

In contrast to the hydrogenation of butadiene on MoS2 
and ZnO, it is well known that the u-allylic complex 
converts easily to the ir-allylic form in Co(CN)53~ and 
PdCl(2-methylallyl)PPh3 as a function of the concentration 
of ligands, CN“ and PPh3,5,6,10 and the prevalence of the 
tr-allylic form yields 1,2 addition while the zr-allylic form 
prefers 1,4 addition. In conformity with these facts, the 
hydrogenation of a series of dienes on MoS2 catalyst has 
been performed, and the selectivity for the hydrogenation 
of dienes by 1,2 addition will be discussed.

Experimental Section
A commercial MoS2 powder (Kanto Chemicals Co.) was 

purified by boiling in a HC1 solution for several hours and 
also in an NaOH solution for several hours, followed by 
washing with distilled water as well as with hot distilled 
water as described in the previous paper.7 The impurity 
metals analyzed by atomic absorption were as follows (in

0022-3654/78/2082-0678$01.00/0

percentage): Fe, 0.02; Mg, 0.0015; Ca, 0.0077; Na, 0.012; 
Mn, 0.0003; Cr < 0.0001; K < 0.1. Auger spectroscopic 
analysis of the evacuated MoS2 at 450 °C for 4 h is shown 
in Figure 1, which indicates no appreciable segregation of 
impurity metals.

X-ray diffraction of the MoS2 powder showed that MoS2 
has a typical 2-H (hexagonal) layer structure, and the 
surface area of the sample evacuated at ca. 450 °C for 
several hours was 15 m2/g  by the BET method with ni­
trogen adsorbent. The reaction was carried out in a closed 
circulating system with a total volume of about 300 mL. 
Analysis of dienes and/or olefins was carried out by on-line 
gas chromatography. The deuterioolefins were prelimi­
narily separated by gas chromatography and were sub­
jected to mass spectrometric analysis with 11 eV ionization 
voltage to obtain parent ions, from which the deuterium 
distribution was computed. The purification of dienes was 
performed by passing over a trap containing molecular 
sieve at room temperature. Hydrogen was purified by 
diffusing through a silver-palladium thimble, and deu­
terium from a commercial cylinder was used after passage 
through a liquid nitrogen temperature trap. Pretreatment 
of the catalyst consisted of evacuation at about 450 °C for
4-5 h, and the reactions were run at room temperature.

Results and Discussion
The hydrogenation of butadiene on MoS2 catalyst occurs 

through the sec-butenyl intermediate (cr-allylic form), 
which does not bring about interconversion to the x-allylic 
intermediate (reaction l) .3 As a result, the deuteration 
of butadiene on MoS2 catalyst gives l-butene-3,4-d2 se-
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TABLE I: Selectivity (%) in the Hydrogenation of Isoprene by Various Catalysts
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C C C
I I l

Catalysts O II ? ? O c-c-c=c c-c=c-c Ref
M o S2 77.0 2 0 . 6 2.4 This work
ZnO 6 8 18 14 15
Cr20 3 8 6 . 6 8.7 4.8 15
Pt black 54 15 31 13
Pd black 32 25 43 13
Raney Ni 42 16 42 13
HCo(CN)s3- a 23 64 1 2 1 0
BrCo(PPh3) 3 b

+ b f 3
4.5 8 6 9.1 1 1

PyCo(dmg) 3 b 23.4 67.8 8 . 8 1 2
Equilibrium 

(25 °C)
10.7 0 . 2 89.1

° In solution of CN'/Co(II) = 6 . b dmg, dimethyl glyoxime; py, pyridine; PPh3, triphenyl phosphine.

TABLE II: Deuteration of Isoprene on a MoS2 Catalyst

Conversion, C
C

1
3 = 0 -0 --c O 1 O 1 0

-
0

II C C
C
1:-c=c-c

% d0 d, d 2 d4 d 0 d, d2 d3 d4 d!. d, d 2 d3 d 4

4.3a 1 . 1 95.0 3.9 1 . 0 84.0 9.1 5.8
5.8a 1.9 95.2 2 . 8 2 . 0 81.0 9.9 7.1
6 ,2 ° 2 . 0 93.4 3.4 1.3 2 . 0 79.8 11.3 7.0

1 1 . 2 1.7 91.6 5.3 1.3 2.4 82.2 8 . 6 6.7 4.5 84.2 8.3 3.0
22.7 4.7 86.4 7.6 1 . 2 3.7 75.8 1 2 . 6 7.9 7.9 73.9 1 0 . 0 3.7
30.3 5.0 84.8 8 . 6 1.5 4.4 74.1 13.6 7.8 15.9 65.5 14.5 4.0

0 Different experimental runs.

TABLE III: Deuteration of c is -1,3-Pentadiene and 1,4-Pentadiene on a MoS2 Catalyst at Room Temperature
Compn,

Reactant Products % do d, d 2 d3 d„
cis-1,3-Pen ta- 77.4 96.6 3.4 0 0 0

diene
1-Pentene 1.3 0 1.5 93.6 4.6 0
2-Pentene 2.5 0 2.3 94.2 3.5 0
trans-1,3- 18.8 94.4 5.6 0 0 0

Pentadiene
1,4-Pentadiene 88.9 95.2 4.8 0 0 0

1-Pentene 2 . 6 2 . 0 9.0 80.6 8 . 1 0.3
2-Pentene 0 . 2
frans-1,3- 8.3 83.0 17.0 0 0 0

Pen tad iene

Scheme I:

c=c-c-c +
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D2 before desorption compared with adsorbed isoprene-^! 
(IV). This expectation is quite well established in the 
deuteration of isoprene on MoS2 catalyst as shown in Table 
II. Furthermore, provided that K3 is larger than Klt 
predominant 2-methyl-l-butene formation in the hy­
drogenation of isoprene on heterogeneous catalysts is quite 
comprehensible. In conformity with the strict 1,2 addition 
oi hydrogen in the hydrogenation of olefins as well as of 
dienes on MoS2 catalyst, the selectivity for hydrogenation 
of the inner double bond relative to the outer double bond 
of polyolefins should be an interesting problem. In this 
sense, the hydrogenation of pentadiene was carried out on

Figure 4. Hydrogenation of the equilibrated 1,3-pentadiene on MoS2 
at room temperature. The initial pressures were as follows: 1,3- 
pentadiene, 20 mmHg; hydrogen, 40 mmHg; (O) frarts- 1,3-pentadiene; 
( • )  c/s-1,3-pentadiene; (*) 1-pentene; (A) frans-2-pentene; (©) 
c/s-2 -pentene.

M oS2 catalysts at room temperature. The selectivity for 
the hydrogenation of the outer double bond given by the
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Figure 7. Arrangements of the isoprene molecule for the total energy 
calculation. The distance between Isoprene and molybdenum ion is 
fixed at 2 A.

isoprene on MoS2 and the different conservation of the 
deuterium molecular identity in 2-methyl-l-butene and
3-methyl-l-butene from the deuteration of isoprene seem 
to be dominated by the steric effect of the methyl group 
in the isoprene molecule on adsorption.

Assuming that the catalytic reaction takes place on the 
side surface of the MoS2 crystal, a total energy calculation 
has been attempted for the models arranged as described 
in Figure 7, where the molybdenum atom is arranged 2 A 
below the molecular plane of isoprene for both the Mo(cT) 
and M o(dn)(S2“)4 cluster, and the molybdenum atom in 
conformation I is arranged to be equal distance from the 
four carbon atoms. The calculations have been done by 
assuming the double bond length interacting with the 
molybdenum ion or atom is 1.337 or 1.47 A, where the 
value of 1.47 was postulated to be equal to the bond length 
o f ethylene coordinated to the platinum complex. The 
total energy calculation for each conformation is sum­
marized in Table V, where the d electrons are changed 
from d6 to d2 depending on the valence state of molyb­
denum, Mo atom to M o4+ ion. From this calculation, it 
may be concluded that conformation I is the most prof­
itable arrangement for an isoprene molecule interacting 
with a single molybdenum atom or ion. In contrast with 
this, the arrangement of the cluster alienated from the 
methyl group, conformation V, becomes the most stable 
conformation as has been infered above. The calculation 
on the transoid form of the isoprene molecule (the two 
double bonds in a trans conformation) gives quite similar 
results, that is, an arrangement like conformation II gives

the lowest total energy for the interaction with the M o 
atom or its ions, while the arrangement corresponding to 
conformation V is the most profitable coordination for the 
cluster. The results of these calculations, accordingly, seem 
to support the postulate that the steric effect of the methyl 
group may dominate the selectivity for the hydrogenation 
of isoprene on heterogeneous catalysts, and may reveal the 
possibility for selective hydrogenation of the inner double 
bond by sheltering the outer double bond with steric 
effects from attached groups. The opposite selectivity for 
the hydrogenation of isoprene by homogeneous catalysts 
giving 3-methyl-l-butene predominantly might be caused 
by the different electrophilic reactivity of the two unequal 
double bonds with the hydrogen coordinated to the 
complex.
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Figure 1. The spectral absorption index of a 4.3 M solution of cupric 
chloride as determined from a Kramers-Kronig phase-shift analysis of 
measured spectral reflectance.

Figure 2. The spectral absorption index of cupric chloride solutions 
as compared with the spectral absorption index of water.

cos <p(v)]. The value of k(v) for any absorber is directly 
proportional to the number of absorbers per unit volume 
and thus to the molar concentration of the absorber.

In the present study we have determined k{v)s for 0.5 
and 1.0 M solutions of CuCl2 and CuBr2. In order to 
determine the effects of these solutes on the water 
spectrum, we can take the difference between k(v)s for the 
solution and afe(i/)w where a is the ratio of the molar 
concentration of water in the solution to the molar con­
centration of water in normal liquid water; thus, a is simply 
the ratio of the number density of water molecules in the 
solution to the number density of water molecules in 
normal water. In order to summarize our work, we have 
computed the ratio of the difference k(v)s -  ak(v)y/ to the 
molar concentration M o f the solute. Plots of this quantity 
[k(v)s -  ak{v)w\/M are given in Figures 2 and 3 for CuCl2 
and CuBr2, respectively.

In the plots in these figures the ordinate values are 
negative in regions where the solution is more transparent 
than water and positive in regions where the solution is 
more absorbing than water. The regions in which the 
solutions are more transparent usually involve shifts in the 
major bands of bulk water caused by the solute. The 
curves in the figures represent the mean values of the 
curves obtained with 0.5 and 1.0 M solutions of the salts. 
Throughout most of the spectrum the ordinates of the 
curves have an estimated uncertainty of approximately 
±0.003.

Results
In the relative absorption curve shown in Figure 2 for 

the CuCl2 solutions we note a small negative excursion near

Figure 3. The spectral absorption index of cupric bromide solutions 
as compared with the spectral absorption index of water.

3600 cm"1 followed by a positive excursion near 3300 cm"1 
which we tentatively attribute to a shift of the vh i>3 
fundamental band of bulk water. Similarly, there is a 
larger negative excursion near 700 cm"1 followed by a large 
rise near 450 cm"1, which we similarly attribute to a shift 
of the librational band of bulk water. In addition to these 
excursions, there are three fairly well-defined absorption 
maxima in the curves. These maxima occur at 3080,1680, 
and 930 cm"1; the relative strength / k(v)s di> of these bands 
are proportional to the CuCl2 concentration in the 0.5-1.0 
M range.

Similar well-defined maxima appear in the curves shown 
in Figure 3 for the CuBr2 solutions at 3080,1635, and 940 
cm"1. In the relative absorption curve in Figure 3, there 
is a large negative excursion near 600 cm"1 along with a 
large positive excursion near 450 cm“1, which we tentatively 
attribute to a shift of the librational band of bulk water 
in the solution. There are no clearly defined excursions 
in the vicinity of the vx, v3 band appearing near 3400 cm"1 
in the spectrum of pure water.

Smaller absorption maxima appear in the curves of 
Figures 2 and 3 between 3600 and 3200 cm"1. Other peaks 
appearing in the curves are so small that they fall within 
the ±0.003 uncertainty mentioned earlier.

Discussion of Results
In our earlier studies of acids6 we found that well-defined 

positive peaks in a relative absorption curve similar to the 
ones in Figures 2 and 3 could be attributed to the H30 + 
ion, which is a well-defined entity in acid solutions. It is 
well known that the cupric compounds of present interest 
are regarded as hydrolyzing salts. In aqueous solution 
reactions of the type

Cu2+ + 4H20  Ti Cu(OH), + 2H30 +

are to be expected. However, the absorption bands in 
Figures 2 and 3 differ in both frequency and general 
contour from bands that have been attributed to the H30 + 
ion. On the basis of the known dissociation constants and 
measured pH values for the solutions, we find that only 
one out of every 200 Cu2+ ions is in the form Cu(OH)+ or 
Cu(OH)2. In view of this extremely low concentration, it 
is not surprising that the H30 + bands are not observable 
in Figures 2 and 3.

We suggest that the strong absorption peaks in the 
curves in Figures 2 and 3 can be attributed to water 
molecules associated with the Cu2+ ions in quasi-stable 
groups. In certain crystals the Cu2+ ion is connected by 
ligands to neighboring oxygen atoms7 including those in 
the water of crystallization. In a study of the nuclear



Energy Surfaces of Hydrogen Bond Systems

TABLE I: Band Frequencies (cm 1 ) of H20  Molecules
n3 "2

Bulk water at 27 ° C 3390 1640 570
Ice at -  7 ° C 3260 1640 810
CuClj solution 3080 1680 930
CuBr, solution 3080 1635 940
CuS04 solution 3090 -16 8 0

-1 6 0 0
910°

CuS04 -5H20  crystal 3160 -1 6 5 0 910°

° Overlapped by the i>l fundamental of SO„2" at 870 
cm"1.

magnetic resonance o f 170 , Swift and Connick8 have 
suggested that the ion Cu(H20 )62+ exists in aqueous so­
lutions of cupric salts and has a lifetime of the order of 
10“8 to 10“9 s. In analogy to ligand bonds between Cu2+ 
and neighboring 0  atoms in crystals, the bonded 0  atoms 
form a distorted octahedron with four 0  atoms in the 
equatorial plane at a distance of approximately 2 A from 
the Cu2+ ion and with two axial 0  atoms at a greater 
distance.

We suggest that the peaks in Figures 2 and 3 are as­
sociated with water molecules bound to Cu2+ ions in 
quasi-stable groups. The broad bands near 3080 cm-1 can 
be attributed to the overlapping vu and v3 fundamentals 
of bound water molecules and the narrower bands near 
1650 cm-1 can be attributed to the v2 fundamental of such 
molecules. The v2 band in bulk water is itself quite narrow 
as compared with the other water bands. Athough there 
is clear evidence for the presence of the v2 bands in Figures 
2 and 3, the exact frequencies of the v2 bands may be 
somewhat in error as a result of the subtraction process 
involving two narrow bands. Similarly, we propose that 
the bands near 930 cm"1 can be attributed to the librational 
motion vL o f bound water molecules in the local lattice.

In Table I, we list the frequencies of these bands as they 
appear in water, in ice, and in solutions containing cupric 
ions. We also include the frequencies of the bands ob­

served in a CuS04-5H20  crystal. The vlt v3, and vL bands 
of H20  molecules associated with Cu2+ ions are signifi­
cantly shifted from their positions in the bulk water and 
ice spectra. The frequencies of the weaker v2 band of H20  
in various materials do not differ greatly from one another; 
further careful study of this band by transmission methods 
might be useful.

It is tempting to suggest that the small absorption 
maxima in the 3600-3200-cm"1 regions in Figures 2 and 
3 and in the spectrum of CuS04 solutions1 may be at­
tributed to H20  molecules at the axial positions in the 
Cu(H20 )62+ octahedron. However, because the observed 
absorption maxima are scarcely greater than our estimated 
uncertainty of ±0.003, such a suggestion is probably not 
justified.

If our suggestions regarding the bands in cupric solutions 
are correct, it is probably possible to subject the Cu- 
(H20 )62+ ion or other complex to a normal coordinate 
analysis. Other modes of vibration of the groups involved 
would probably result in absorption bands in the far in­
frared. If our suggestions are correct, it is to be expected 
that ions of the other transition elements form similar 
types of association with water in aqueous solutions.
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Polarizability, Proton Transfer, and Symmetry of Energy Surfaces 
of Phenol-n-Propylamine Hydrogen Bonds. Infrared Investigations

Georg Zundel* and Anton Nagyrevi1
Physikalisch-Chemisches Institut der Universität, Theresienstrasse 41, D-8 München 2, West Germany (Received August 5, 1977)

Chlorophenol + n-propylamine systems (ratio 1:1) are studied in deuterioacetonitrile, pure and with the addition 
of water. The proton transfer equilibria in the OH -N — 0 ”-H +N hydrogen bonds are determined from bands 
of chlorophenol and n-propylamine molecules. Furthermore, an IR continuum indicates when these hydrogen 
bonds are easily polarizable. 50% proton transfer is observed with the water-free systems for ApKa = 3.25, 
i.e., when the pKa of the phenol is 3.25 values smaller than that of n-propylamine. Hence for ApKa = 3.25 
the OH—N — O“—H+N hydrogen bonds are largely symmetrical. An IR continuum indicates that these hydrogen 
bonds are easily polarizable in a relatively large ApK& region around ApKa = 3.25. In these polarizable hydrogen 
bonds double minimum energy surfaces are present. Water molecules shift the proton transfer equilibrium 
in favor of the polar O"—H+N proton boundary structure.

I. Introduction
Transfer of the proton in B iH—B2 — B f —H+B2 hy­

drogen bonds has been studied earlier with various 
methods.1“268 Dielectric studies have shown7’20 that sigmoid

1 Present address: Department de Chimie, Université de Montréal, 
Montréal, Québec, Canada.

curves are found when the dipole moment change Ap is 
plotted vs. ApKa, i.e., pA aB2H+ -  P-K^h- With phenol- 
triethylamine systems the dipole moment changes are very 
large with complete transfer. Ratajczak and Sobcyzk,7 for 
instance, observed nearly 10 D. Similar sigmoid curves are 
observed when the absorbance of UV3 or IR bands of the 
acceptor or donor groups are plotted vs. ApK&, i.e., the
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TABLE I: Results with Phenol-n-Propylamine Systems

G. Zundel and A. Nagyrevi

Letters in Proton
Substance Figure 3 pAa Apifa transfer, % K t log K 'p

Pure n-propylamine 
in methanol 

n-Propylamine with the

10.708 (33)

following hydrogen 
bond donor:

Phenol a 9.89 (33) 0.82 0 0 — OO
4-Chlorophenol b 9.18 (33) 1.53 1 0.01 -2 .0
3-ChlorophenoI c 8.85 (33) 1.86 3 0.031 -1 .5
2-Chlorophenol d 8.49 (33) 2.22 6 0.064 -1 .2
3,5-Dichlorophenol e 7.92 (34) 2.79 15 0.176 -0 .75
2,4-Dichlorophenol f 7.75 (34) 2.96 23 0.30 -0 .53
2,3-Dichlorophenol g 7.44(33) 3.27 84 5.25 + 0.72
2,4,5-Trichlorophenol h 6.00(33) 4.71 99 99 + 2.0
Pentachlorophenol i 5.26 (33) 5.45 100 OO OO

proton transfer equilibria can be determined from these 
bands.6,14,22-26 The position of the proton transfer equilibria 
depends not only on the nature of acceptors B, but also 
on the environment in which the B1H—B2 — Bj —H+B2 
bonds are present, as was shown by Jadzin and Mateki.13 
Especially water molecules in the neighborhood of these 
hydrogen bonds shift these equilibria in favor of the polar 
proton boundary structure.22 A quantitative formulation 
regarding these equilibria was already given in 1964 by 
Huyskens and Zeegers-Huyskens:4

log.K pT = ?A p X a + C"

whereby the solvation influence is taken into account by 
C' and the interdependence of the two proton boundary 
structures by £.

When B x = B2 in hydrogen bonds of the types (BiH - 
•B2)+ ^  (B1—HB2)+, double minimum energy surfaces or 
very broad flat wells are present, and the polarizability of 
these bonds is 1-2 orders of magnitude larger than usual 
polarizabilities o f electron systems. This polarizability 
decreases with increasing splitting of the two lowest levels, 
i.e., with decreasing barrier in the energy surface.27-31 As 
a result of this polarizability, various strong interactions 
o f these hydrogen bonds with their environment occur, by 
which the energy surfaces become strongly deformed and 
the energy levels shifted. In the IR spectra, continua are 
observed, when, as in the case for solutions, the strength 
of these interaction effects shows a broad distribution. 
These continua indicate the presence of such easily po­
larizable hydrogen bonds.27-32

The question was whether BXH -B 2 — B f —H+B2 bonds 
may also be easily polarizable when Bx ^  B2 and how 
sensitively polarizability and the occurrence of IR continua 
depend on the degree of asymmetry of the energy surfaces. 
Various authors have already studied these problems with 
H2P 0 4-N  base systems,23 with carboxylic acid-N base 
systems,22 with polyhistidine-carboxylic acid systems,24 and 
with phosphinoxide-HCl systems.268 The investigations 
have shown that these proton transfer hydrogen bonds are 
easily polarizable over a relatively large Apifa region 
around the symmetrical system. This paper studies 
whether and under what conditions hydrogen bonds be­
tween chlorophenols and n-propylamine become easily 
polarizable proton transfer hydrogen bonds.

II. Results and Discussion
Trideuterioacetonitrile solutions of chlorophenols and 

n-propylamine (ratio 1:1) are studied. Typical IR spectra 
are shown in Figure 1. Furthermore, 2-chlorophenol- 
n-propylamine, 3-chlorophenol-n-propylamine, and 3,5- 
dichlorophenol-n-propylamine systems are investigated 
in trideuterioacetonitrile solutions as a function of the

Figure 1. IR spectra of trideuterioacetonitrile solutions of 1:1 phenol 
+  n-propylamine mixtures, layer thickness 19.18 ¡on, temperature 25.0
±  0.3 °C: (— ) phenol +  n-propylamine; (------) 2.3-dichlorophenol +
n-propylamine.

wove number cm' 1

Figure 2. IR spectra of solutions in methanol (a) and trideuterio­
acetonitrile (b) layer thickness 24.16 ¿tm, temperature 25.0 ±  0.3 °C.
(a) Solutions in methanol: (— ) n-propylamine 0.83 M, (------ ) n-
propylamine chloride 0.76 M. Solutions in trideuterioacetonitrile: (b)
(— ) phenol +  n-propylamine, (....... ) 2 -chlorophenol +  n-propylamine,
(------) pentachlorophenol +  n-propylamine; (c) (— ) phenol +  n-
propylamine, (.........) 3-chlorophenol +  n-propylamine, (------ ) 2,4-di-
chlorophenol +  n-propylamine; (d) (— ) phenol +  n-propylamine, (------)
3,5-dichlorophenol +  n-propylamine.

addition of water molecules.
II.l. 1:1 Systems without Water. In Table I, all results 

with water-free 1:1 systems are summarized.
Degree of Proton Transfer. To find out which bands 

can be used to determine the position of the proton 
transfer equilibria, we first plotted spectra o f n-propyl- 
amine and n-propylamine chloride in methanol (n- 
propylamine chloride is not soluble in deuterioacetonitrile). 
The characteristic change of an amine band with addition 
of the proton is shown in Figure 2a. The -N H 2 bending 
vibration at 1596 cm-1 vanishes and the antisymmetrical 
bending vibration of the -N H 3+ groups arises at 1631 cm-1. 
Another amine band vanishes with proton addition at 1376 
cm-1. Similar changes are observed with phenol bands, as 
shown in Figure 4. In the series n-propylamine with 
various phenols, the n-propylamine chloride band at 1631
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Figure 3. Phenol +  n-propylamine, ratio 1:1, in water-free tri- 
deuterioacetonitrile: (a) phenol + ,  (b) 4-chlorophenol + ,  (c) 3-
chlorophenol + ,  (d) 2-chlorophenol + ,  (e) 3,5-dichlorophenol + , (f) 
2,4-dichlorophenol + ,  (g) 2,3-dichlorophenol + , (h) 2,3,5-trichlorophenol 
+ ,  and (i) pentachlorophenol +  n-propylamine system. (— ) Percent
proton transfer; (----- ) absorbance of the continuum at about 1750 cm" 1
dependent on ApKa.

cm"1 is used to determine the proton transfer equilibria, 
since different phenol or phenolate bands are present in 
the various systems.

In Figure 2b-d  selected examples show how the band 
of the -N H 3+ bending vibration increases in the series 
phenol- to pentachlorophenol-n-propvlamine systems. 
The percentage of proton transfer is obtained by com­
paring the integral absorbance of this band in the various 
systems with the same band in the pentachlorophenol 
system, in which the transfer o f the proton to the amine 
molecules is complete. The latter is demonstrated by the 
fact that no bands of nonprotonated n-propylamine are 
present. This is especially true with regard to the n- 
propylamine band at 1376 cm"1.

The degree of proton transfer dependent on the ApKa 
value of the various systems (ApKa = pK^u* -  pKa0H) is 
plotted in Figure 3 as solid line. The KT and log KT values 
calculated from the percent proton transfer are given in 
Table I.

Proton Transfer Dependent on ApK&. The degree of 
proton transfer, solid line in Figure 3, demonstrates the 
following: In the case o f the water-free trideuterio- 
acetonitrile solutions of chlorophenols and n-propylamine 
in the ratio 1:1, 50% proton transfer occurs at ApKa = 3.25, 
i.e., when the pKa of the phenols is 3.25 values smaller than 
that of the protonated n-propylamine.

Recently Beier and Schuster26*1 determined the position 
of the proton transfer equilibrium in the case of the 4- 
nitrophenol-piperidine system in acetonitrile by UV 
spectroscopy. They found 91 % proton transfer. The ApKa 
of this system amounts to 3.95. Hence, this value fits very 
well in our proton transfer curve.

Studying substituted phenol-n-propylamine systems in 
benzene, Zeegers-Huyskens6 found 50% proton transfer 
at ApK& = 1.5. Studying substituted phenol-triethylamine 
systems in nonpolar solvents, Ratajczak and Sobczyk7 
found 50% proton transfer at ApKa = 5.0. The comparison 
of all these results shows that the proton transfer equilibria 
in the OH—N 0~—H+N bonds strongly depend on the 
solvent, i.e., the environment in which these bonds are 
present.

Polarizability and Symmetry of Energy Surfaces. Are 
these OH—N ^  O“—H+N bonds easily polarizable? In 
Figure 1 the spectra of the phenol +  n-propylamine system 
and the 2,3-dichlorophenol + n-propylamine system are 
plotted. With the 2,3-dichlorophenol + n-propylamine 
system, a background absorbance, i.e., a continuous ab­
sorbance, is observed which begins at about 3000 cm“1 and 
extends toward smaller wave numbers. The proton 
transfer curve in Figure 3 shows that the phenol system 
is largely asymmetrical, whereas the 2,3-dichlorophenol + 
n-propylamine system is present in the region in which 
both proton boundary structures of the O H -N  *=* 0 '- H +N 
bonds are of considerable weight, i.e., where these hydrogen 
bonds are more or less symmetrical. When both proton 
boundary structures have the same weight, both structures 
have the same free energy. Thus the continuum dem­
onstrates that, as expected, the OH—N ^  0 " -H +N bonds 
with the largely symmetrical 2,3-chlorophenol +  n- 
propylamine system are easily polarizable.

The absorbance of these continua evaluated as described 
in the Experimental Section is plotted as a dashed line in 
Figure 3. Consideration of this absorbance and o f the 
proton transfer curve (solid line in this figure) indicates 
that the absorbance of the continuum (at about 1750 cm“1) 
shows a plateau in a relatively large ApKa region in which 
both proton boundary structures of the O H -N  — O '—H+N 
bonds have appreciable weight. This demonstrates that 
these bonds are easily polarizable in a relatively large ApK& 
region.

Hydrogen bonds with double minima or a very broad 
flat well are easily polarizable. This polarizability is larger 
the smaller the distance of the two lowest levels, i.e., the 
higher the barrier in the energy surface is.27"31 With 
carboxylic acid + N base systems it was already shown that 
double minima are present in the hydrogen bonds when 
these bonds are easily polarizable.22 The same is true for 
the phenol +  n-propylamine systems. When instead of 
double minima broad flat wells were present, bands of 
acceptors should be in a position in between the positions 
in which these bands are observed with protonated and 
nonprotonated species. With carboxylic acid-carboxylate 
hydrogen bonds this was demonstrated by Hadzi and 
Nowak.35 Thus, if broad flat single minima were present 
in the OH—N *=* O“—H+N bonds in the transition region, 
a band in a position between the NH3 and NH2 bending 
vibrations should be observed instead of the NH3 bending 
vibration. This is not the case. Thus double minima are 
present in the OH—N *=* O“—H+N bonds in the transition 
region.

Comparison of proton transfer curve and absorbance of 
the continuum in Figure 3 shows the following: When the 
proton is already largely located on one side o f the hy­
drogen bond, the absorbance of the continuum is weaker, 
but does not completely vanish. This demonstrates, in 
good agreement with theory,36“38 that the increase in 
residence time in the lower well is much more rapid than 
is the decrease in the fluctuation frequency o f the proton, 
i.e., even if the residence time of the proton in the higher 
well is short, the polarizability is smaller, but still ap­
preciable.

II.2. Influence of Water on the Proton Transfer 
Equilibrium. In the series of measurements in which the 
influence of water on the proton transfer equilibria is 
studied, phenol and phenolate bands as well as the n- 
propylamine band at 1376 cm"1 are evaluated to determine 
the degree of proton transfer. To find out which bands 
can be used, we first plotted spectra of the phenols and 
phenolates. Figure 4 shows bands which appear or dis-
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wave number cm*

Figure 4. IR bands of phenol and phenolate solutions in trideuterio- 
acetonitrile, layer thickness 19.18 ¿im, temperature 25 ±  0.3 °C, (— )
phenol. (------ ) phenolate: (a, b) 3-chlorophenol and sodium 3-
chiorophenolate; (c, d) 2-chlorophenol and sodium 2-chlorophenolate; 
(e, f) 3,5-dichlorophenol and sodium 3,5-dichlorophenolate.

appear with proton removal from the phenol molecules.
The absorbance of some bands of these substances 

already changes, however, when water is added to solutions 
of the pure substances. Therefore, we studied first the 
influence of water on the bands in the deuterioacetonitrile 
solutions of the pure substances. To determine the degree 
of proton transfer only those bands are used which do not 
show any changes dependent on water addition under 
these conditions. All bands shown in Figure 4 are within 
experimental error completely independent of the addition 
of water to the solutions o f pure substances. Therefore 
these bands were used to determine the degree of proton 
transfer.

The percentage of proton transfer is obtained by 
comparing the integral absorbance of these bands with the 
phenol + n-propylamine systems with the corresponding 
bands in the spectra of the deuterioacetonitrile solutions 
o f the pure phenols, phenolates, and pure n-propylamine 
solutions.

In Figure 5 the degree of proton transfer is plotted vs. 
the addition of water molecules for the systems 3- 
chlorophenol +  n-propylamine, 2-chlorophenol +  n- 
propylamine, and 3,5-dichlorophenol + n-propylamine. It 
is shown that with all three systems the percent proton 
transfer obtained from the phenol, phenolate, and n- 
propylamine bands agree within experimental and eval­
uation errors.

With all systems the percent proton transfer increases 
with the addition o f water molecules. Hence, as with 
carboxylic acid + N base22 and polyhistidine + carboxylic 
acid systems24 water molecules shift the proton transfer 
equilibria O H -N  — 0 —H+N in favor of the polar proton 
boundary structure. Increasing weight of the polar 
structure favors dissociation of the hydrogen bonds in 
aqueous solutions, as earlier demonstrated with electro­
chemical methods by Vinogradov et al.39

The shift of the proton transfer equilibria toward the 
polar structure due to addition of water molecules increases 
from the 3-chlorophenol + n-propylamine system to the
3,5-dichlorophenol + n-propylamine system. This can 
easily be understood, since in this series the degree of 
asymmetry of the OH—N — 0 —H+N bonds decreases, i.e., 
the polarizability of the hydrogen bonds increases. When 
the polarizability is larger the induced dipole interaction 
o f the hydrogen bonds with the water molecules is stronger 
and therefore a larger shift in the proton transfer equilibria 
is observed.

III. Conclusions
Hydrogen bonds of the types (B H -B )+ ^  (B -H B )+ or 

(BH—B)“ ^  (B—HB)“, i.e., bonds having the same donor

G. Zundel and A. Nagyrevi

Figure 5. Proton transfer in percent as function of the number of water 
molecules per phenol +  amine pair, (a) 3-Chlorophenol +  n- 
propylamine: (— • )  from the chlorophenolate band at 1539 cm '1;
(------A) from the chlorophenol band at 1155 cm '1; ( • • • • + )  from the
n-propylamine band at 1376 cm'1, (b) 2-Chlorophenol +  n-propylamine:
(— • )  from the chlorophenolate band at 1572 cm '1; (------A) from the
chlorophenol band at 1246 cm '1; ( • • • •+ )  from the n-propylamine band 
at 1376 cm"1, (c) 3,5-Dichlorophenol +  n-propylamine: (— • )  from 
the chlorophenolate band at 1533 cm"1; (------A) from the chloro­
phenolate band at 970 cm '1; ( • • • •+ )  from the n-propylamine band at 
1376 cm '1.

and acceptor groups, are easily polarizable. This was 
demonstrated earlier by IR continua found with a large 
number of systems (Table I in ref 31). The reasons for 
these polarizabilities are double minimum energy surfaces 
or energy surfaces with a very broad flat well.27“31

In ref 31 p 740 //, it has been discussed whether BjH—B2 
^  B1"—H+B2 bonds may be easily polarizable, too, when 
Bj ^  B2. This question could not be answered, since the 
experimental evidence available at that time was not 
sufficient.

In the meantime investigations of phosphinoxide-HCl,26® 
carboxylic acid-N base,22 H2P 0 4-N  base,23 and poly­
histidine-carboxylic acid24 systems have shown that 
BjH—B2 5=* Bj — H+B bonds have largely symmetrical 
energy surfaces over a considerable region of ApATa values. 
These ApKa values, at which the systems are largely 
symmetrical, are different for the various types of systems. 
With all types of systems, however, IR continua indicate 
that the BjH—B2 — B f—H+B2 bonds are easily polarizable 
with systems over a relatively large ApKa region around 
the ApKa for 50% proton transfer.

This result is confirmed by the investigations of the 
chlorophenol +  n-propylamine systems presented here. 
The O H -N  ^  0 " -H +N bonds formed between phenol and 
n-propylamine molecules are easily polarizable in relatively 
large ApKa regions around ApKa = 3.25. Double minimum 
energy surfaces are present in these hydrogen bonds.

IV. Experimental Section
Material. The substances, purity, and sources were as 

follows: phenol, purissimum, Merck-Schuchardt AG;
2-chlorophenol and 3-chlorophenol, purum, Fluka AG, 
Buchs; 4-chlorophenol, purissimum, Fluka AG, Buchs;
2.3- dichlorophenol, 98%, EGA Chemie KG, Steinheim;
2.4- dichlorophenol and 3,5-dichlorophenol, purum, 
Merck-Schuchardt AG; 2,4,5-trichlorophenol and penta- 
chlorophenol, purissimum, Fluka AG, Buchs; n-propyl­
amine for synthesis, Merck-Schuchardt AG; trideuterio- 
acetonitrile for spectroscopy, E. Merck, Darmstadt. The 
phenolates were prepared from the phenols.
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The polarized infrared spectra of oriented polycrystalline films of one polymorph of bromoacetic acid have 
been recorded. The observed factor group splittings are consistent with a hydrogen-bonded polymeric structure. 
The enhanced resolution afforded by the infrared polarization studies along with appropriate factor group analyses 
has allowed approximation of both site and factor group symmetries. These are discussed in relation to recent 
x-ray crystallographic data.

Introduction
It is firmly established that carboxylic acids in the solid 

state may form more than one hydrogen-bonded structure, 
since a number o f crystalline acids have been studied by 
x-ray diffraction. These compounds often exist in poly­
morphic modifications, however, many of which have not 
been studied structurally.

Recent studies on a variety of compounds have shown 
that structures may be predicted through the polarized 
infrared spectra of oriented polycrystalline films.1“4 
Single-crystal and oriented polycrystal polarized mid- 
infrared spectra for a-chloroacetic acid5 are consistent with 
a hydrogen-bonded polymer structure or the hydrogen- 
bonded tetramer structure more recently found by x-ray 
diffraction studies.6 Polarized mid-infrared spectra of 
oriented polycrystalline films of y-chloroacetic acid7 are 
consistent with a polymer structure, while /3-chloroacetic 
acid single-crystal polarized infrared spectra are consistent 
with a hydrogen-bonded dimer7 in agreement with recent 
x-ray studies.8 Vibrational analyses on polycrystalline but 
nonoriented samples of both bromoacetic9 and iodoacetic10 
acids have supported dimeric structures.

The vibrational spectra of dimeric carboxylic acids are 
complicated by the fact that the fundamental modes occur 
as phase-related pairs. The monomeric units are weakly 
coupled and the selection rules derived from group-the­
oretical arguments are not rigorous. In an attempt to 
solidly establish the solid-state structure of bromoacetic 
acid via vibrational spectroscopy, the infrared spectrum 
of crystalline bromoacetic acid has been reinvestigated 
using the polarized infrared technique. As the room- 
temperature and low-temperature spectra of solid but 
nonoriented bromoacetic acid are similar to the melt, the 
structure of the polymorph of bromoacetic acid under 
investigation was thought to remain unchanged. For this 
reason, the dimeric structure was chosen as a starting point 
for the analysis of the polarized infrared data.

Three polymorphs of bromoacetic acid have been 
reported11 of which two are stable only at elevated 
pressures. However, a recent x-ray diffraction study12 
reported crystal-structure data for two polymorphs of 
bromoacetic acid. These were prepared by evaporation 
from different solvents. The results of the vibrational 
study of crystalline bromoacetic acid presented in this

f Supported in part by the U. S. Air Force under contract No. 
F33615-77-C-5013.

* Present Address: Olin Corporation, Lake Charles, La. 70605.

0022-3654/78/2082-0690$01.00/0

study will be discussed in relationship to the x-ray dif­
fraction results. Since the crystal structures of two po­
lymorphs are known, this investigation further serves to 
indicate the usefulness of recording polarized infrared 
spectra of polycrystalline compounds in terms of the 
structural arguments that can be forwarded.

Experimental Section
Reagent grade bromoacetic acid purchased from 

Matheson Coleman and Bell was purified by vacuum 
distillation. The fraction used in all experiments was 
collected at 74 °C under a vacuum of less than 1 Torr. The 
samples were stored in vacuo and redistilled frequently.

Oriented polycrystals of organic liquids have been grown 
by simply cooling the sample between alkali halide 
plates.1314 In the present cases, oriented polycrystalline 
films of bromoacetic acid were prepared by warming the 
sample to just above its melting point (48 °C) and then 
pressing the sample between KBr windows. The sample 
was then placed in a desiccator where crystallization was 
allowed to occur. A qualitative indication as to the degree 
of orientation was provided by observing the degree o f light 
extinction produced by the sample between crossed Po- 
laroids. If the sample was sufficiently oriented, the cell 
was transferred to a conventional liquid-nitrogen Dewar 
or to the sample compartment of a Cryogenic Technology, 
Inc., Model 20 Cryostat. The sample was allowed to cool 
to the desired temperature before recording of the spectra.

Spectra were recorded on a Perkin-Elmer Model 180 
infrared spectrophotometer. The estimated accuracy of 
the frequencies is at worst ±1 cm“1 for measurements on 
different samples. For different polarizer settings for a 
particular sample, the precision, which is more significant 
than the accuracy, is estimated to be at least ±0.2 cm“1.

Results
Typical mid-infrared spectra of oriented polycrystalline 

bromoacetic acid at 77 K are shown in the two traces in 
Figure 1. The differences between the top and bottom 
spectra me due to a 90° rotation of the wire-grid polarizer. 
The sample chosen shows excellent orientation and no 
vibrational modes yielded maximum or minimum inten­
sities at polarizer settings other than 90° apart. The 
corresponding infrared data are given in Table I. 
Comparison of spectra at temperatures as low as 20 K  with 
room-temperature spectra show little variation. Changes 
in the spectra that were observed are those due to typical 
band sharpening upon cooling and also the observation of

©  1978 American Chemical Society
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Figure 1.
Table I).

±= L -~ r  ! I - : r

Polarized infrared spectrum of crystalline bromoacetic acid. Top trace: 6 +  90° spectrum. Bottom trace: 6 spectrum (see text and

a few additional bands at lower temperatures. These new 
bands were observed only when the polarized infrared 
technique was utilized and are readily attributed to res­
olution of factor group components. It is important to note 
that the spectra recorded at a given temperature for all 
crystal films was independent of sample preparation. This 
indicates that the same polymorph is being investigated 
in all cases. Except for frequency shifts with the OH 
vibrational modes as the temperature was lowered, the 
experimentally observed frequencies were also essentially 
temperature independent.

Three crystallographic modifications of bromoacetic acid 
were proposed in 196111 with no information reported 
concerning their molecular or crystallographic symmetry. 
Leiserowitz and vor der Brück12 have recently reported two 
crystallographic forms of bromoacetic acid as indicated by 
x-ray diffraction studies. Form I was grown by slow 
evaporation from carbon tetrachloride while form II was 
prepared by slow evaporation from methylcyclohexane. 
The x-ray diffraction results are summarized in Table II.

It is of real interest to determine whether our crystal-film 
structure is the same as one of those reported. Crystals 
of bromoacetic acid were grown from both carbon tetra­
chloride and methylcyclohexane and mid-infrared survey 
spectra (Nujol mulls) of these samples were compared with 
mid-infrared survey spectra of crystal films of bromoacetic 
acid. Differences are noted in the spectra of the samples 
recrystallized from the two different solvents but they are 
fairly minor; striking differences are observed between 
these spectra and spectra obtained from crystal films. 
Figure 2 shows a portion of the mid-infrared spectrum 
(1400-600 cm-1) comparing bromoacetic acid recrystallized 
from carbon tetrachloride (upper trace) with a nonpo­
larized crystal-film spectrum of bromoacetic acid (lower 
trace). Both spectra were recorded at room temperature. 
The two spectra show many differences. Three of these 
differences are as follows: (1) A very strong band at about 
1200 cm '1 exists in the crystal-film spectrum, which has 
been assigned to the CH2 wag. This mode is apparently

Figure 2. Upper trace: Nujol-mull infrared spectrum (1400-600 cm"1) 
of bromoacetic acid recrystallized from CCI* recorded at room tem­
perature. Lower trace: mid-infrared spectrum (1400-600 cm '1) of 
a crystal film of bromoacetic acid recorded at room temperature.

greatly shifted in the Nujol-mull spectrum of bromoacetic 
acid recrystallized from CC14, since it is not clearly visible. 
(2) The OH out-of-plane deformation at about 900 cm '1 
in the Nujol-mull spectrum is shifted to about 870 cm '1 
in the crystal-film spectrum. (3) The CBr stretching mode 
shows a shift from about 630 cm-1 in the Nujol-mull 
spectrum to 729 cm '1 in the crystal-film spectrum. These 
observations are certainly convincing evidence that the 
oriented polycrystals grown from the melt between alkali 
halide windows are of a different structural modification
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TABLE I: Infrared Spectral Data0 for Crystalline TABLE II: X-Ray Diffraction Results for Two
Bromoacetic Acid Polymorphs of Bromoacetic Acid“

Oriented crystal
Nonoriented crystal 77 K

298 Kb 77 Kc e c’ d e + 90c-d Assign
3213.4

2900-3200 3223.8

3141.9
3212.8

P o 5

-3 1 5 3
3132.7 
3018.9 I

3009 3009.4
3018.0

2962.6 I

>vs( C H 2)

2954 2955
2960.6
2594.0 )

>v(CH2)

2580 2594.4

2487.7
2591.9

1
2481 2490.7

2486.7 ! 
2269.2 i

2282.9
2268.5 1

1814 1892 .6 1823.9 1824.1
1720 1720

1703.4
1700.2

^(C =0)

1446.0
1445.6 8̂ (OH)

-1 4 3 3
1397.4

1392.8
1385 1385.7

1380.6
1380.3

6 (CH2) (scissors)

1316.0
1315.1

1296 1313.1
1296.5

1294.4

v(C-O)

1197.3
1197 1200.3

1150.8
1193.3

>S(CH2) (wag)

1150.3
1151 1153.3

1141.1 1141.2
j-S (CH2) (twist)

930.0
926.9 >8 (OH)

871 886.2

913.2
915.3

900 902.3
895.7

895.1

5 (CH2) (rock)

887.4
874.8 [,(C-C)

731.3
730.8 U c -B r )

729 730.1

669.1
670.3

«  (C02) (scissors)
656 668.4
539 541.9 538.7 538.5 6(C02) (wag)

420.5
418.9 8̂ (C 02) (rock)

410

° All frequencies in cm"1. b Reference 8 . c This work. 
d Relative polarizer angle.

than the polymorphs reported by Leiserowitz and vor der 
Bruck.12 This apparent third modification will be indi­
cated as form III. The relatively high frequency (729 cm4 ) 
for the carbon-bromine stretching vibration is consistent

II (Dimer) (from
I (Dimer) (from CC14) methylcyclohexane)
Monoclinic 
T2,/c (C2hs)
Z  = 4
Monomer site C , 
Dimer site C¡ 
Conformation angle 9°

Orthorhombic 
P cc n  (£>,„■ °)
Z =  8
Monomer site C i 
Dimer site C¡ 
Conformation angle 22°

0 L. Leiserowitz and D. vor der Brück, C ryst. S tru ct. 
C om m u n ., 4, 647 (1975).

with a conformational angle of about 0° in other carbonyl 
compounds.15 This can be compared with the confor­
mational angles of 9° for form I and 22° for form II. The 
form III polymorph can be obtained from the bromoacetic 
acid recrystallized from CC14 by simply melting the sample, 
pressing the melt between alkali halide windows, and 
allowing the sample to cool. The conclusion that we are 
studying a third crystalline modification, whose structure 
is unknown, makes the analysis of the polarized spectra 
somewhat more complex and speculative.

It should be noted that form III has been prepared by 
cooling a liquid film between two alkali halide windows 
under pressure. This polymorph is presumably metastable 
at ambient conditions and if disturbed by scratching or 
scraping will convert to one of the more stable polymorphs. 
Such behavior has been noticed previously with chloro- 
acetic acid. The y polymorph is formed when liquid 
chloroacetic acid is cooled between alkali halide windows 
and is readily converted to the a polymorph upon me­
chanical disturbance.7 It cannot, therefore, be removed 
from the windows and studied in other ways.

Discussion
The analysis of the polarized infrared spectra of bro­

moacetic acid begins with the following pertinent obser­
vations. (1) For any molecular vibrational mode of the 
cyclic dimer, only two bands are observed in the crystal. 
It appears that there are two components for all bands. 
(2) There are a number of relatively strong infrared bands 
observed in the polarized spectra that appear at frequency 
separations greater than one would expect for factor group 
components but which are not resolved in the nonpolarized 
spectra. The C -0  stretching region illustrates this be­
havior (see Table I). The single medium-strong band at 
1296 cm"1 in the crystal-film spectrum of a nonoriented 
sample of bromoacetic acid yields bands at 1316.0 cm"1 
(strong) and 1296.5 cm"1 at one polarizer setting in the 
polarized spectra. With a 90° rotation of the polarizer, 
bands at 1315.1 cm"1 and 1294.4 cm"1 (strong) are observed. 
The bottom trace of Figure 3 illustrates the former be­
havior while the top trace shows the latter.

The CH2 scissoring mode (1385.7 cm"1 in the nonpo­
larized spectrum) also illustrates this behavior. At the 
setting of the polarizer shown in the top trace of Figure 
3, two bands at 1397.4 cm“1 and 1380.6 cm"1 are observed. 
With a 90° rotation of the polarizer (bottom trace) two 
other bands with frequencies 1392.8 cm"1 and 1380.3 cm"1 
are observed.

A previous analysis of poly crystalline, nonoriented 
bromoacetic acid9 indicated that there were bands at 1385 
and 1296 cm"1 in the infrared (non-Raman observable) and 
bands at 1395 and 1306 cm"1 in the Raman spectrum 
(non-infrared observable). This indicates the presence of 
a center of symmetry and, by implication, a hydrogen- 
bonded dimer structure. The very large splittings observed 
in the polarized spectra, 20 cm"1 for the C -0  stretch and
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1000 (00
Figure 5. Upper traces: A portion of the polarized infrared spectra 
of an oriented sample of crystalline bromoacetic acid at 77 K. Lower 
trace: A portion of the nonpolarized infrared spectrum of a nonoriented 
sample of polycrystalline bromoacetic acid at 77 K.

are shown for D2h). The observation of two such com­
ponents for all bands restricts the bromoacetic acid site 
symmetry to C1; which is the only other possible symmetry 
for the bromoacetic acid monomer. Hence, the confor­
mational angle cannot be 0° (see above).

The bottom diagram of Figure 4 shows the correlation 
between a C: site and C ,̂ and factor groups. A similar 
correlation exists between C, and D2. Note that three 
infrared-active factor group components are predicted for 
each molecular mode. This is the prediction for a general 
crystal orientation. We have found that carboxylic acids, 
which crystallize in the orthorhombic system, crystallize 
with one of the crystallographic axes perpendicular to the 
alkali halide windows under these conditions.13,14 When 
this occurs, only two factor group components are ob­
served. These predictions lead us to the conclusion that 
the proper crystal system could be orthorhombic if there 
were eight molecules per unit cell. In such a crystal system 
we would expect, if our experimental observations were 
made parallel to one crystal axis, four factor group 
components for each fundamental. Two of the four should 
be polarized in one way while the other two should be 
polarized in the opposite way. It should be noted that 
eight molecules per unit cell requires, in the case of a C2u 
factor group, that two different sets of Ci sites be occupied. 
For the D2h factor group only one set of sites is required 
for the eight molecules.

A tetrameric structure similar to that of a-chloroacetic 
acid6 is possible for a D^ factor group, but seems unlikely. 
Such a structure would require a C, site symmetry for the 
tetramer which implies a Bravais cell containing 16 mo­
nomer units—an unusually large Bravais cell.

I f the crystal is monoclinic the factor group symmetry 
must be C2, Cs, or C2h. The observed number of factor

P. F. Krause, J. E. Katon, and R. W. Mason

group components (four) are inconsistent with a Cs site in 
any of these factor groups. Hence, we again reach the 
conclusion that the conformational angle cannot be 0°.

If we consider the situation in which the crystal face 
which is being observed is one containing the unique b axis 
of a monoclinic crystal, however, we find the observed 
results are consistent with the following possibilities: a 
C2 or Cs factor group containing four molecules per Bravais 
cell and occupying two sets of Cx sites; a C2h factor group 
containing eight molecules per unit cell and occupying two 
sets of Cj sites. Finally, the monoclinic system does 
provide a more likely possibility for a hydrogen-bonded 
tetramer structure. The space groups C2h2, C2h4, and C2h6 
all have C, sites with two molecules per site. This would 
lead to eight monomer units per Bravais cell, again with 
predicted factor group splittings and polarizations con­
sistent with observations.

We may conclude from our experimental results that 
form III is either a hydrogen-bonded polymer or tetramer 
and that the conformation angle is not 0°. The number 
of possible space groups is rather large, however, since the 
crystal may be either orthorhombic or monoclinic.

The importance of obtaining as complete a spectrum as 
possible is indicated in Figure 5. The traces at the top 
show the 1000-750 cm“1 region of the polarized infrared 
spectrum of an oriented sample of crystalline bromoacetic 
acid at 77 K. The bottom trace shows the same region at 
the same temperature but the sample is nonoriented and 
obviously the spectrum is a nonpolarized one. The upper 
traces differ by a 90° rotation of the polarizer. In this 
region, three fundamentals should be observed— an OH 
deformation, a CH2 rock, and a carbon-carbon stretching 
mode. As can be seen from the nonoriented sample 
spectrum, only two bands are observed and it would be 
difficult to draw structural conclusions. In the polarized 
spectrum eight bands are observed and, even making 
allowance for factor group splittings, twice as many bands 
are observed in the polarized spectrum. The new as­
signments are included in Table I. We feel this is striking 
evidence for the advantage of using polarized spectra with 
oriented samples.
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F igu re  1. Photoelectron spectrum of benzo[c]phenanthrene and 
electronic absorption spectrum of its cation radical, (a) Photoelectron 
spectrum and AIP diagram, (b) Electronic spectrum, (c) Calculated 
spectrum for the cation.

F ig u re  2. Correlation between the difference in ionization potentials 
(AIP) and the transition energy estimated from the optical spectra:2 
(1) naphthalene, (2) anthracene, (3) tetracene, (4) phenanthrene, (5) 
1,2-benzanthracene, (6) chrysene, (7) picene, (8) triphenylene, (9) 
1,2;3,4-dibenzanthracene, (10) 1,2;7,8-dibenzochrysene, (11) 3,4- 
benzophenanthrene, (12) pyrene, (13) 1,2-benzopyrene, (14) perylene, 
(15) 1,12-benzperylene, (16) coronene, (17) biphenylene, (18) azulene, 
(19) acenaphthylene, (20) fluoranthene.

The fair correlation in Figure 2 indicates that the 
molecular structure changes little upon ionization which 
is already apparent by the sharp line profile of PES with 
most intensities concentrated on the 0-0 bands.5,7-9

(ii) Triethylenediamine and Triethylamine. Tri- 
ethylenediamine (TED) is an interesting aliphatic amine 
giving rise to two bands in the photoelectron spectrum at 
7.52 and 9.65 eV which are ascribed to the ionization of 
electrons in the a /(n+) and a2"(n_) orbitals, respectively.10,11 
Vibrational analysis of the bands led to the conclusion that 
the first and the second ionic states were dominantly 
excited in the C-C stretching (c4) and the N -C-C  bending

Figure 3. Electronic absorption and ESR spectra of TED and TEA cation 
radical. The fine curve in the optical spectrum represents the absorption 
of triethylamine cation radical. The inset shows schematic diagram 
of photoelectron spectrum of TED. The shaded area in the ESR spectra 
represents the accompanying unwanted signal due to the concomitantly 
produced matrix radicals. The sharp doublet at the extremities in the 
ESR spectrum is the signal due to hydrogen atoms concomitantly 
produced in the sample cell upon irradiation.

(r6) modes as schematically shown in the insert o f Figure 
3.11 These PES data immediately predict that the cation 
radical of TED should absorb fairly strongly at about 2
eV (= 9.65-7.52 eV).

The optical and ESR spectra of TED in the Freon 
mixture after y irradiation are shown in Figure 3. The 
ESR spectrum agrees with the known spectrum of the 
cation in fluids12 and in viscous solutions13 except for the 
accompanying unwanted signal due to the concomitantly 
produced matrix radicals which are shaded in Figure 3. 
Since the optical band with Xma; at 470 nm behaved in 
parallel with the ESR signal, it is most assuredly corre­
sponding to the predicted transition at about 2 eV. A 
CNDO/S calculation for the TED cation also predicts the 
transition of a /(n +) -*  a2" ( n j  at about 1.4 eV with an 
oscillator strength of 0.08. The latter compares favorably 
with the experimentally determined /  = 0.106 (see e of 
Figure 3).

In contrast to the diamine triethylamine (TEA) yielded 
an undeterminate absorption extending over the whole 
visible region with the intensity one order of magnitude 
smaller than that of the band at \max 470 nm of the TED 
cation (see Figure 3). The assignment of the diffuse 
absorption is not immediately known (probably it is related 
to various <r-n excitations as judged from PES of TEA14), 
but the accompanying triplet ESR spectrum shown in 
Figure 3 clearly indicates that the monoamine also has 
become its cation radical in the irradiated Freon mixture 
solution. The splitting constant of about 25 G of the triplet 
is fairly close to aN 21 G calculated for the planar NH3+ 
cation radical.15

(iii) Aniline and Its N-Methyl Derivatives. The pho­
toelectron spectra of anilines have been studied by a 
number of workers.14,16 The first three bands appearing
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that the ionization is a one-electron process.
In summary, all the optical spectra obtained by the 

irradiation method are endorsed by PES which guarantees 
the assignment of the spectra to the cation radicals of 
solute molecules. Since there seems to be no other sys­
tematic method of producing cation radicals, the method 
described above should be exploited to accumulate optical 
data of cation radicals to remedy the paucity of infor­
mation on the electronic states of this important group of 
molecules.
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The Kerr Effect of Carbon Disulfide and Other Organic Liquids in the Ultraviolet1 3

James W. Lewis4 and William H. Orttung*

Department of Chemistry, University of California, Riverside, California 92521 (Received September 20, 1977)

A short-path Kerr cell of novel design was used to measure Kerr constant ratios, B(\)/B(400 nm), for liquid 
carbon disulfide, benzene, and five substituted benzenes in the ultraviolet. For carbon disulfide, the ratio was 
+3.59 ±  0.05 at 272 nm, the sign being determined by two methods. Earlier workers reported negative ratios 
in this wavelength region. The dispersion of the molecular optical anisotropy of carbon disulfide was estimated 
by the Bom-Langevin theory, which proved inadequate, and by an extension of the Scholte theory for nonspherical 
molecules. The latter theory gave results in agreement with estimates from light scattering depolarization data 
on the vapor. Hyperpolarizability contributions to the optical anisotropy were not observed in the dispersion 
data.

Introduction
The wavelength dependence of the Kerr effect provides 

information about dispersion of the molecular polariza­
bility anisotropy. This information in turn can be related 
to the absorption spectrum and, in favorable cases, can be 
used to determine the polarization of transitions and other 
molecular properties.5,6 The Kerr constant is also sensitive 
to the optical local field. Since the local field function 
should change with the wavelength of the light, the dis­
persion of the Kerr effect can be used to test local field 
models.

Previous experimental work had been done primarily 
in the visible part of the spectrum.7' 9 For the study of 
electronic transitions and for the purpose of analyzing local 
field effects over the largest range it was important that 
measurements be made in the ultraviolet. Only two such 
studies had been made in the past.10,11 For carbon di­
sulfide, it was reported that in the transmitting region 
between the weak absorption at 323 nm and the strong 
absorption centered at 210 nm, the Kerr constant was 
negative and had a magnitude 8-10 times larger than that 
of the positive Kerr constant at 400 nm.11 This is a 
surprising result since in the vapor the first allowed 
transition is known to be polarized parallel to the long 
molecular axis.12,13

Data on carbon disulfide are also o f interest from the 
standpoint of local field theories since the molecule has 
a large polarizability anisotropy and is poorly represented 
by a spherical shape. These characteristics are often 
neglected in the application of local field theories. In this 
work, however, a theory of the Kerr effect o f nonpolar 
liquids is derived which uses the Scholte14 local field. T his 
theory is appropriate for spheroidal molecules with large 
anisotropies.

The Kerr constant of carbon disulfide between the two 
absorbing regions was measured in the present work by 
two different methods and the sign was found to be 
positive. The magnitude was analyzed using both the 
Bom-Langevin theory and the theory based on the Scholte 
local field. The latter theory did not need to assume that 
the relative importance of hyperpolarizability greatly 
increases in the ultraviolet. Measurements are also re­
ported for several liquids not previously studied outside 
the visible part of the spectrum.

Experimental Section
Method. The light incident on the Kerr cell was linearly 

polarized at an angle of 45° to the field in the cell. (All 
angles are measured counterclockwise looking toward the 
light source.) The optical electric field can be decomposed
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fast axis of the plate parallel to the original polarization 
direction and the analyzer rotated 5° from the crossed 
position, R "  became noticably larger than R/ for cell 
voltages as small as 2 kV. Progressively larger differences 
were obtained for larger voltages. For a cell voltage of 6 
kV, R "  -  R/ was approximately equal to R/ -  Rc. This 
gave clear evidence that B was positive at 272 nm. A 
similar run at 364 nm also found R "  -  Rt' increasing as 
the field in the cell increased, consistent with the known 
positive sign of B at the wavelength. Since previous 
workers11 using a similar method had reached the opposite 
conclusion about the sign of B at 272 nm, the measure­
ments with the strain compensator were made.

Keeping the orientation of the strain compensator fixed, 
runs were made at 400 and 272 nm. The presence of the 
compensator made 50 approximately 20 times larger than 
that found with the cell alone. The increase in 50 made 
it possible to determine the sign of B from the intercept 
of eq 5. The intercept of both the 400- and 272-nm runs 
was positive. A series of measurements of RJRq for the 
compensator alone at 30-nm intervals between 400 and 270 
nm showed that Rc -  Rn was a smoothly increasing function 
over this range. These measurements confirmed that B 
was positive for carbon disulfide at 272 nm.

Theoretical Development
The earliest theory of the Kerr constant, which used the 

Scholte14 local field, was that of Klages.18 Approximations 
in the theory, however, make it unsuitable for strongly 
anisotropic molecules such as CS2. The extension of the 
theory given here corrects the deficiencies for spheroidal 
nonpolar molecules.

In the following derivations, Greek subscript will be used 
to denote vectors and tensors. Thus xa represents the three 
components of a vector. If a Greek subscript appears twice 
in the same symbol or in a product of symbols, summation 
over that index is implied. The initial subscript 1 or 0 will 
be used to denote optical or static frequency, respectively.

The electric field E]a, displacement D]a, and polarization 
P\a, due to a light wave propagating through a continuous 
medium, are related by

-Dia = eia/3-®ij3 = E\u + 47rPto (6)

where r specifies the orientation of the molecule, and U ( t , 

E0) is its field-dependent potential energy. Equation 11 
assumes that classical statistical mechanics is valid, and 
treats the molecule as though it is in a cavity in a con­
tinuous dielectric medium.

The moment may be expressed in terms of an optical 
polarizability Tlaß and an optical local field Fia as follows:

= ViaßFits (12 )
where rriaB is a property of the molecule in vacuo. It may 
include hyperpolarizability effects due to the large static 
local field F0a:

^laß — « l a ß  4  1 /  2 7 laßy 6 P  Oy P  05 ( 1 3 )

where is the polarizability tensor in small fields and 
a nonpolar molecule is assumed. Note that is defined 
in terms of both optical and static fields.

Consider the static or optical local field Fa to be the sum 
of a cavity field Ga, and a reaction field Ra, and express 
the linear relationship of these vectors to Ea the average 
field in the medium, or to ma as follows:

Pa ~ laßPß > (*a ~ SaßPß > P a  ~  f a ß ^ ß  (14)
Then, from eq 12 and 13 (neglecting hyperpolarizabilities) 
and the above definition of Fa, in cases where aaß, laä, g„ß, 
and f a ff are diagonal with principal values a m , l m , g m , and 
fm (m = 1, 2, 3 or x, y, z will be used for the coordinate 
component subscript), we have:

lm = g m l(l-«m fm )  (1 5 )
for nonpolar molecules.

For the model of an ellipsoidal cavity with semi-axes a, 
b ,  and c in a medium of dielectric constant e, the cavity 
field factors are14

êm
e

e +  (1 -  e)Am
(16 )

where the Am’s are the so-called demagnetizing factors.20 
If the molecule is considered to be a dielectric ellipsoid 
which exactly fills the cavity, and has principal dielectric 
constants em' along the ellipsoid axes, then the polariza­
bility components are14

where eiaB is the dielectric tensor at the optical frequency. 
For the Kerr effect, the medium is axially symmetric 
around the static electric field E{ko and clafl is diagonal. Let 
in represent the ith principal value of In particular, 
let i = p or s refer to the values parallel or perpendicular 
to So«- The two independent components of eq 6 may then 
be written

eip - 4 = 47rPiP/Elp (7)
eis -  1 = ^ P J E U (8)

If €U is replaced by rz,2, the square of the refractive index, 
and if P\; is replaced by N{m[aeia), where N  is the number 
of molecules per cm3, mia is the induced moment, and e[a 
is a unit vector for i = p or s; then eq 7 and 8 may be 
written:

np2 -  1 = ATiN(mlaepa)/Elp (9)

ns2 ~ 1 = 4:TTN(mlaeaa)/Els (10 )

Our objective is to express the Kerr constant B, as 
defined in eq 2, in terms of the molecular averages ap­
pearing on the right of eq 9 and 10. Thus, if i = p or s

_ gbe em ' -  1
“ m ' T l +  (em ~ l  )Am
and the reaction field factors are14 

3 A m (1 -  A m )(e -  1) 
m abc e + (1 -  e)Am

(17 )

(18)

For optical fields, e and the tm' values are replaced by n2 
and nm'2.

The potential energy of the ellipsoid in the static field 
(required for eq 11) is18,21
U = - ' l 2m0ci*E0a (19 )

where m0a* is the external moment with components18

m0 m* =
em -  1 ^Om lom Pom (20)

At this point it is convenient to introduce two auxiliary 
symbols:

k0m
em ~ £
6m' -  1 ’«Or (21)

(mlaeia) =
f(m¡aeia)e U(T'E° )/feTdr

f  e ~ U ( T , E  0 ) /k T  d T ( H )
and an “ external polarizability”

«Om * — «Om^Om (22)





goes from 15.5 A at 546 nm to 27.7 A3 at 272 nm. Over 
the same range a12 goes from 5.4 to 4.4 A3. The decrease 
in a12 found using this theory is unexpected since the 
polarizability would be expected to increase as the strong 
absorptions in the ultraviolet are approached. The ab­
sorption at 323 nm is too weak to have a noticeable effect.

Extended Klages Theory. To use eq 33 to calculate A«, 
at 272 nm, separate values of «u and a12 at 546 nm were 
taken from an analysis of vapor phase refractive index and 
light scattering measurements.26 By interpolation of the 
results o f Alms et al., an is 15.6 A3 and tq2 is 5.5 A3.26 The 
static polarizabilities were estimated using Gans27 method, 
that is, by adding 5% to the values of the optical polar­
izabilities extrapolated to infinite wavelength.26 This gives 
a0i = 14.7 A3 and a02 = 5.58 A3.

The value chosen for ab2 was 18.0 A3. This value was 
obtained by assuming the molecular volume to be the same 
as that of two sulfur atoms of van der Waals radius 1.85 
A. The mean radius, r, of such a molecule is 2.32 A. The 
value of ab2 chosen was equal to (2.32 + 0.3)3. The addition 
of 0.3 A to the radius determined from molecular di­
mensions has been shown to be reasonable for amino 
acids.28 For carbon disulfide this method gives for the 
cavity used in the model a volume midway between that 
determined from van der Waals radii and that determined 
from assuming that the molecules occupy the entire liquid 
volume. The demagnetizing factor d , was determined by 
calculating B at 546 nm for various values of d j using eq
33 and neglecting hyperpolarizability.29 Agreement with 
the experimental value of B at this wavelength was ob­
tained for d x = 0.19. Only A1 is independent since d j + 
2d2 = 1. This value corresponds to a spheroid with axial 
ratio 1.82:1,20 which is close to the geometric expectation.

Using these values of ab2 and Ah and assuming that the 
dispersion of a12 may be neglected, the Kerr constant at 
272 nm can be calculated for a range of values of au using 
eq 33. Agreement is obtained with the experimental value, 
B = 2.20 X 10“6, for au = 23.3 A3. The change in A«, in 
going from 546 to 272 nm is 7.65 A3. This may be con­
trasted to the change in Acq of 13.2 A3 over the same range 
calculated using the Born-Langevin equation.

A check on the consistency of this result is obtained by 
calculating the refractive index using the Scholte theory. 
The expression for refractive index is

n 2 -  1 =  4irNa^* ( 3 6 )

Using this equation n may be calculated at 546 and 272 
nm for the values of used above for the Kerr constant. 
This gives n = 1.678 at 546 nm and n = 1.989 at 272 nm. 
Since the calculated value at 546 nm is slightly larger than 
the observed value, the values of the cqfs used above are 
sufficiently large. The fact that a smaller value is cal­
culated at 272 nm than is observed indicates that a12 
increased over the wavelength range studied. In order to 
account for the observed index of refraction, cq2 must 
increase by at least 0.6 A3 over the range 546-272 nm. This 
increase is in better agreement with the expected behavior 
of cq2 than is the 1 A3 decrease calculated using eq 34 and 
35.

The values of Acq at 272 nm calculated using eq 33 and
34 can be compared to the value of Acq obtained by ex­
trapolation o f the results o f depolarized Rayleigh 
scattering26 to 272 nm, which gives Acq = 14.5 A3. Use of 
the nonlinear curve26 would produce a somewhat larger 
value of Acq in better agreement with the value, 17.8 A3, 
determined using eq 33 and neglecting hyperpolarizability. 
It is reasonable to conclude, therefore, that the light 
scattering data support the use of the extended Klages
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theory over the Born-Langevin theory for liquid K en data. 

Discussion
The positive sign of the Ken constant of carbon disulfide 

at 272 nm reported here is in agreement with the as­
signment of the first fully allowed absorption in the 
spectrum of the liquid to a transition polarized parallel to 
the long axis of the molecule. The rapid increase in B 
around 272 nm indicates that the allowed perpendicular 
transition on the long wavelength side of the first allowed 
parallel transition found recently in solid samples30 is not 
in that position in the liquid. As a perpendicular transition 
is approached the Kerr constant would be expected to 
decrease.

Bogaard et al.31 measured the temperature dependence 
of the Kerr constant of carbon disulfide vapor, at 632.8 nm, 
and found that the hyperpolarizability term accounted for 
approximately 10% of the Kerr effect at room tempera­
ture. The agreement obtained in the present work between 
Acq at 272 nm calculated neglecting hyperpolarizability and 
the A«, estimated by extrapolating light scattering data 
indicates that the relative importance of the hyperpo­
larizability term to B does not greatly increase in going 
from 546 to 272 nm. Further separation of polarizability 
anisotropy and hyperpolarizability contributions requires 
the measurement of the oscillator strengths of the nearby 
absorptions in the liquid. This would allow the dispersion 
of Acq to be calculated independently.

The cause of the larger optical anisotropy, Acq at 272 
nm calculated with the Born-Langevin theory, is the 
Lorentz optical local field used in that theory. Even the 
Onsager-Bottcher local field (which is more suitable for 
spherical molecules with small polarizability anisotropies 
than the Lorentz local field) is not appropriate for liquid 
carbon disulfide.29 The Scholte local field used in the 
extended version of Klages’ theory increases more rapidly 
with decreasing wavelength and thus requires a smaller 
increase in Acq to explain the wavelength dependence of 
the Kerr effect.
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Figure 1. Power conservation for luminescence: PL, incident excitation 
laser power; Pp transmitted power, Pb fluorescence or phosphorescence 
emission power; Pm, thermal power deposited as heat.

The quantity d n 7 f) in photons s '1 is the number of 
photons emitted in an incremental bandwidth centered at 
vf. We may rewrite (3) in the form

The ratio vh / { v f ) takes account of the Stokes shift, which 
entails some deposition of heat in the sample even for a 
100% luminescence quantum yield. The absorption A may 
be measured with an ordinary spectrophotometer. The 
thermal blooming technique1 offers a novel means of 
measuring P^.

One arrangement for the thermal blooming measure­
ments is shown in Figure 2. A laser beam of appropriate 
frequency to excite the luminescence is brought to a focus 
with a lens and then allowed to expand. The sample is 
located one Rayleigh length past the focal plane. Recall 
that the Rayleigh length ZR is a measure of the depth of 
focus. It is given by ZR =  t t w 02 / \ l  where XL is the laser 
wavelength and w0 is the characteristic parameter of the 
intensity distribution in the focal plane, which for a TEM«, 
Gaussian beam is proportional to exp[-2r2/tc02], where r 
is the radial distance from the axis of the beam.

Heat generated in the region of the absorption increases 
the local temperature, modifies the refractive index, and 
induces what is, in fact, an optical lens. For most liquids 
it is a negative lens. A measurement is performed by 
opening rapidly a shutter located at the focal plane. The 
thermal lens develops over a period of a few tenths of 
second. During that time, the laser beam may be observed 
as a spot on a plane located a few meters past the sample. 
The spot “ blooms” or increases in size. It is not actually 
necessary to measure the size of the spot; a tiny photodiode 
detector positioned carefully at the center of the spot 
produces a photocurrent which is proportional to the laser 
intensity on axis and thus inversely proportional to the 
beam area. As the area blooms, the photocurrent di­
minishes according to the expression1

7(f) = 70[1 -  0(1 + tcl'2t T l + 7 202(1 + fc/2£)-2r ‘
(6 )

Here 9 is directly proportional to Pt h
6 = P th(d n /d T )/X Lfc (7 )

where (dn/dT) is the temperature dependence of the 
refractive index and k  is the thermal conductivity. The 
parameter ic is a characteristic time for thermal diffusion.

This time dependent photosignal (6) may be displayed 
on an oscilloscope. A typical example is shown in Figure
3. The important parameter 9 can be obtained by detailed 
curve fitting, by examining the initial slope, or by 
measuring the initial photocurrent before the lens develops 
70 and the final photocurrent at long times The last

Figure 2. Experimental configuration for a therma blooming experiment: 
L, lens; S, shutter; SC, sample cell; PD, photodiode detector, OSC, 
oscilloscope; D,, focal length; D2, Rayleigh length; D3, arbitrary but large.

Figure 3. Typical photocurrent signal for thermal blooming. The 
continuous line is experimental. At t =  0, a shutter is opened and the 
photocurrent increases instantly to a maximum and then falls. The filled 
circles are individual points on a theoretical curve which obeys (6 ) with 
parameter values I0 =  121.8; fc =  56.8 ms; 9 =  -0.337.

method is most practical for manual computation. One 
calculates

7 = (70 -  7oo)/7„ (8a)

and obtains 9 as

d = 1 -  (1 +  27)1/2 (8b )

Note that according to (7), 9 will be negative for most 
liquids.

Almost as convenient is an examination of the initial 
slope of 7(i). For small t, we expand (6) to generate

7(f) = 70[1 + 26 f / f c + (202 -  46 )(t/te)3 + 0 (£ 4)] (9 )

The initial slope m  is

m = 26110tc (1 0 )

For the dilute solutions used in quantum yield deter­
minations, one assumes that the thermooptic properties 
are solely determined by the solvent, while the optical 
properties are dominated by the solute. Consequently, one 
might measure 9 as just described and evaluate Pth ac­
cording to (7) using tabulated data for the solvent. Then 
Pth may be used in (5) to obtain the quantum yield. This 
apparently was the approach chosen by Hu and Whin- 
nery.1 We verified that such a procedure “ works” for the 
present study. However, the precision with which we know 
thermooptic coefficients is inadequate for careful mea­
surements. Furthermore, the direct approach places a very 
strong burden on the experiment to match the many 
assumptions involved in deriving (6), (7), and (8). Con-
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TABLE I: Thermal Blooming Data for Fluorescein

J. H. Brannon and D. Magde

Concn, Absorption, Slope, m  
Molecule mol dm'3 A  (arbitrary)

Fluorescein 5.34 X 10'6 0.63 4.9 ± 1
Fluorescein 2.60 X 10'6 0.38 5.0 ± 0.5
Basic fuchsin 0.25 43.6 ± 5
Basic fuchsin 0.102 46.5 ± 3

dence, but that improvement to the 1-2% level would 
benefit from automated signal averaging.

Water, because of its large thermal conductivity and 
small dn /dT , is among the “ least sensitive” solvents for 
thermal blooming. In fact, Pth must be from 10 to 30 times 
larger than in typical organic solvents to induce the same
d. Using values from the International Critical Tables,8 
(dn /dT ) = 5.3 X KT6 K 1, k = 5.9 X 10'3 W cm '1 K 1, in
(7), we find 6 = lSP^ where Pth is in watts. Similarly, the 
aberration limit in (15) becomes Pth <  0.12 W. While d 
need not be as large as unity, measurement precision 
improves if it can be kept larger than, e.g., one-tenth. At 
such high power levels, we observed a dark photode­
composition product for the sodium fluorescein solutions 
after irradiation of several tens of seconds. We chose, 
therefore, to employ an initial slope analysis and opened 
the shutter only for 1-2 s at intervals of about 4 min. Since 
the initial change should also be free from optical aber­
ration effects which accumulate only as the phase retar­
dation becomes too large, we concentrated on rather 
strongly absorbing solutions, for which A could be mea­
sured directly and precisely and for which a large change 
in /(f)  occurs during the initial linear period.

IV. Results
In Table I are the data for the thermal blooming 

measurements on fluorescein and the reference at two 
different concentrations each. Error estimates are 95% 
confidence limits assuming Student’s t distribution for four 
to six recorded traces for each condition. The laser was 
operated with feedback control to keep the output con­
stant, so we have PLr = P a ­

using these data in (14), together with the Stokes factor
1.07 calculated from parameters discussed above, we find 
4>f = 0.95 ±  0.03.

Finally, we measured the relative yield for the reference 
absorber, fuchsin, using the currently preferred4 “ optically 
dilute” method with fluorescein as the standard. We found 
that the quantum yield was safely below 1 %. Since the 
basic fuchsin was of indeterminate purity, no quantitative 
value was assigned.

V. Discussion
Sodium fluorescein is probably the second best char­

acterized luminescence standard after quinine sulfate. 
Methods for purification and conditions for reproducibility 
o f the yield have been documented4’5 and were employed 
in the present study. When the procedures are followed, 
the yield is not very sensitive to small variations in such 
parameters as temperature, concentration, or oxygen 
tension. Significant overlap of the absorption and emission 
spectra which can lead to reabsorption-reemission 
problems is the major concern. It is considered4,5 good 
practice, when using standard methods, to keep the 
concentration below 10“6 mol dm ,'3 even though the in­
trinsic yield does not vary until much higher concentra­
tions are reached.9 Thermal blooming is much less re­
stricted in this regard, since it is only necessary that lu­
minescence escape from a region of submillimeter di­
mension. No harm occurs if absorption takes place 
elsewhere in the solutions. Even so, our thermal blooming

data refer to concentrations only a few times 10"6 mol dm '3. 
Our result, therefore, is to be compared directly with 
conventional values for $ f.

Demas and Crosby4 critically reviewed the literature and 
suggested that <pf = 0.90 for fluorescein should be adopted 
as a compromise interim value, which should be “ accurate 
within 10% and probably within 5% ” . Our result agrees 
with this. It agrees even better with those values they 
regarded as most reliable, which were near 0.92 and 0.93. 
More recently, Heller and co-workers5 found values ranging 
from 0.91 to 0.94, under various conditions of purification 
and excitation, relative to the standard quinine sulfate 
taken to have 4>{ = 0.55 in 1 N H2S 04. This latter number, 
in turn, is considered4 secure to within ±0.03. However 
two recent redeterminations suggest that this number 
might, in fact, be about 2% low. Adams and co-workers10 
used a photoacoustic method. (Their values are for 0.1 N 
H2S 0 4 as solvent and must be corrected4,5 before com­
parison with 1 N data.) Gelernt and co-workers11 used 
refined conventional calorimetry. This small change would 
bring Heller’s relative value into coincidence with our 
absolute determination. This entire discussion involves 
refinements within the claimed error limits of each in­
dividual measurement, which have never been less than 
5% of absolute value. For a primary standard no one has 
really improved on Melhuish’s now classic contribution.12 
It is necessary to add, furthermore, that Ware and 
Rothman13 recently carried our precision relative mea­
surements, which on the internal evidence appear as re­
liable as any, which lead to a quantum yield greater than 
unity for diphenylanthracene in cyclohexane unless the 
value for the quinine standard is reduced slightly below 
0.55. (Again the discrepancy does not exceed expected 
errors.) On the present balance of evidence, however, it 
appears that the quantum yield for purified fluorescein 
at standard conditions is more likely to lie between 0.90 
and 0.95 than in the range 0.90-0.85.

This review of the fluorescein question reveals that what 
slow progress is being made in refining luminescence yield 
standards comes from statistical averaging over inde­
pendent determinations. There has been little progress 
in basic methodology in two decades, although now correct 
procedure is better documented and instruments are more 
convenient and widespread. We believe that the thermal 
blooming offers excellent prospects for significant re­
duction in the experimental uncertainty with which se­
lected standards are measured.

The conventional approach for absolute yield deter­
minations, which we take to be the substitution method 
using some well characterized scatterer, is most susceptible 
to the criticism that it has a long history and new 
breakthroughs are unlikely. It is not only tedious to carry 
out fully all the calibrations, but just as important it is 
difficult and tedious to document. Even if exceptionally 
accurate measurements were made, they might prove 
difficult to recognize.

Calorimetric methods have always been popular in 
principle,14,16 but have not produced superior precision in 
practice. Perhaps few photophysical laboratories have 
wished to face also the challenges of precision calorimetry 
by conventional methods. It is premature to speculate on 
the ultimate prospects for photoacoustic methods.

An approach16 grounded in chemical actinometry ap­
pears capable of high precision, but has not yet been fully 
implemented. It does require assumptions about the 
actinometer, for example with regard to its constancy over 
wavelength, which are plausible but perhaps hard to prove 
to accuracies approaching or below 1 %.
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The phosphate radicals were produced by the reaction of eaq" with peroxodiphosphate ions and their spectra 
and acid-base equilibria were determined: H2P 0 4 (Amax 520 nm, emax 1850 M"1 cm-1) HPÔ4 (Amai 510 nm,
emax 1550 M '1 cm '1) PÔ42'  (\maï 530 nm, enax 2150 M '1 cm '1). The reaction of OH with phosphate ions
was also examined and discrepancies in the literature are discussed. The rate constants for the reactions of 
the acid-base forms of the phosphate radical, as well as those of the sulfate radical, with several inorganic 
compounds were determined. These reactions involve either hydrogen abstraction or one-electron oxidation. 
The radicals formed by H abstraction from H20 2, H P032-, and H2P 0 2'  can reduce peroxodisulfate and per­
oxodiphosphate efficiently and thus propagate a chain reaction. The rate constants for the abstraction reactions 
are similar for S04” and H2P 04 but slower for HP04'  and P 042'. The rate constants for oxidation differ 
considerably for the different radicals and substrates. From these rates it is concluded that the oxidation 
capabilities decrease in the order S04'  > H2P 04 > HP04“ > P 042“.

Introduction
The reactions of sulfate (S 04~) and phosphate (H2P 0 4, 

H P04~, P 042“) radicals with organic compounds in aqueous 
solutions have been recently studied by various techniques. 
Spectrophotometric pulse radiolysis experiments were used 
to measure the rate constants for these reactions2' 12 while 
ESR spectroscopy was used to identify many o f the 
radicals produced by these reactions.10-16 Differences 
between the reactivities of the various radicals were noticed 
and were found to cause changes in the mode of reactions 
with certain compounds, for example, when hydrogen 
abstraction and one-electron oxidation are competing 
processes (compare, e.g., ref 12 and 16). • In the present 
study the reactions of sulfate and phosphate radicals with 
inorganic compounds were examined in order to compare 
their relative oxidizing capabilities. In general, two types 
of reaction were found to take place, i.e., hydrogen ab­
straction and electron transfer. The differences observed 
among the electron transfer rate constants suggest that the 
oxidizing capabilities decrease in the order S 04', H2P 0 4, 
H P 04~, P 0 42'. A comparison of these radicals with OH 
led to reexamination of the reaction of OH with phosphate 
ions and of the spectra and dissociation constants of the 
phosphate radical.

Experimental Section
The formation of the sulfate and phosphate radicals 

from the corresponding peroxo dianions in irradiated 
aqueous solutions and the determination of their rate 
constants by spectrophotometric pulse radiolysis were 
described previously.9

Peroxodiphosphate was prepared electrochemically and 
purified by the method described previously.17 Peroxo­
disulfate was obtained from Sigma Chemical Co. as a 
sodium salt. Most inorganic compounds used were Baker 
Analyzed Reagents, except hydrazine and hydroxylamine 
which were from Fisher and sodium hypophosphite from 
Heico.

All details of the experiments were similar to those used 
in our previous work.9

Results and Discussion
Hydrogen Abstraction by Sulfate and Phosphate 

Radicals. The sulfate and phosphate radicals can react

with inorganic compounds either by an electron transfer 
oxidation or by hydrogen abstraction. Abstraction can 
occur from N -H  or P -H  bonds as observed, for example, 
with NH2OH, N 2H4, H2P 0 2',  and HPOa2'. The reaction 
can be described, e.g., by

S 04- + HP032- -  SO„2'  + H+ + P 032'  (1)

The radicals resulting from the above mentioned and 
several other compounds were directly observed by 
ESR.1216 Some of these radicals may reduce peroxodi­
sulfate and peroxodiphosphate ions, e.g.

P 032'  + S20 82'  + H20  -  H2P 04- + S 042- -  S 04- (2)

and thus propagate a chain reaction, similar to that ob­
served with certain alcohols.9,18 This mechanism was tested 
for several inorganic compounds by measuring the G values 
for decomposition o f peroxodisulfate and peroxodi­
phosphate. The results are summarized in Table I.

It is seen from Table I that both peroxo dianions studied 
develop chain reaction with H P 0 32', H2P 0 2", and H20 2, 
but not with NH2OH or S032'. Apparently NH20  and S03'  
radicals do not reduce the peroxo dianions efficiently. The 
length of the chain is influenced more strongly by the 
concentration of the peroxo dianion than by that of the 
other solute. This finding indicates that the reduction of 
the peroxo dianion such as reaction 2 has a lower rate 
constant than the other step involved in the propagation. 
A similar conclusion was previously drawn from experi­
ments with organic substrates.9

The length of the chain reaction involving peroxodi­
phosphate is strongly dependent upon the pH o f the 
solution. When the pH increases H2P20 82'  dissociates into 
HP20 83'  and then P20 84'. Reduction of these anions 
becomes more difficult as the charge increases18 and, 
therefore, propagation step 2 becomes less efficient and 
the G value decreases sharply. Another effect of pH on 
reaction 2 can be caused by acid-base equilibria of the 
reducing radical, such as P 0 3H ' *± P 0 32'  for which pK =
5.9 was determined.12 This equilibrium must be the main 
cause of the decrease in the chain reaction with peroxo­
disulfate. This decrease, however, is found to be much less 
pronounced than that observed in the peroxodiphosphate 
system. The reaction of S 04" with O H ' at high pH7,12 
should not affect the chain length because the OH radical
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However, in these solutions the reaction

OH + H P 042'  -» O H " -  Hp 6 4'  (4)

may also contribute to the buildup of absorption. We 
measured the rate constant for the latter reaction in N20  
saturated solutions of Na2H P04 by monitoring the buildup 
of absorption at 560 nm and found a value of 1.5 X 105 M 1 
s '1. This value is lower than that (7.9 X  105) reported 
previously.20 The difference may result from the fact that 
with our computer controlled apparatus we were able to 
use very low doses and average over 50 pulses to obtain 
a good signal-to-noise ratio, while minimizing the effect 
of the second-order reactions such as OH +  OH. With k4 
being only 1.5 X  105 M '1 s '1 the value of (1.2 ±  0.3) X  106 
M“1 s '1 measured in the S20 82 system can be assigned to 
k3 without any correction.

The reaction of S 0 4'  with H2P 0 4" was found to be 
immeasurably slow (<7 X 104 M '1 s"1) and so was the 
opposite reaction of H2P 0 4 with S 0 42'. Apparently the 
redox potentials of these two radicals are somewhat similar. 
The reaction of OH with H2P 0 4" was also examined and 
found to be slower than reported previously (see below).

Spectra and Dissociation Constants of the Phosphate 
Radical. The results presented above indicate that OH' 
can be oxidized by all the acid-base forms of the phosphate 
radical. Oxidation by P 0 42'  was measured to have a rate 
constant of 5 X  105 M“1 s“1 (Table II). Oxidation by H P04 
and H2P 0 4 cannot be experimentally measured because 
these species exist only in neutral or acidic solutions. 
However, based on their behavior in oxidizing other anions, 
it can be concluded that they should oxidize OH" more 
rapidly than P 0 42'  does. These arguments can be reversed 
to suggest that oxidation of the phosphate anions by OH 
radicals should become more rapid in going from H2P 0 4', 
to H P 042-, to P 0 43'. Previous measurements20 indicated 
a higher rate constant for H2P 0 4'  than for H P 042',  con­
trary to this suggestion. However, since our measurement 
of the rate constant for OH +  HP042'  showed a lower value 
than that previously reported,20 we decided to reexamine 
the OH +  H2P 0 4'  reaction as well.

Using 1 M solutions of NaH2P 0 4 and observing the 
transient absorption of the phosphate radical in the 
500-550-nm region, it was found that the absorption 
produced in this system is very much lower than that 
observed from the reaction of eaq'  with peroxodiphosphate 
at the same pH. A discrepancy also exists when the results 
of Black and Hayon21 are compared with those of Levey 
and Hart.18 The former authors oxidized phosphate ions 
and found an increasing absorption as the pH increased, 
while the latter reduced peroxodiphosphate ions and 
observed decreasing absorption as the pH increased. This 
apparent disagreement can be explained if the reaction of 
H2P 0 4- with OH is very slow and does not take place 
efficiently even at 1 M phosphate. The small absorption 
produced in 1 M H2P 0 4 solutions, as observed 
previously20,21 and in the present work, can be rationalized 
by a direct effect of radiation on the solute to produce a 
small yield of phosphate radicals.

In our experiments with N20  saturated 1 M H2P 0 4'  we 
observe an absorption immediately after the pulse which 
corresponds to a phosphate radical yield of G =  0.4. This 
was followed by an increase of absorption with time up to 
a level approximately twice as high, i.e., only a small 
portion of the OH radicals oxidize H2P 0 4 . The rate 
constant derived from the buildup of adsorption is ~  (3 
±  1) X 104 M '1 s '1, which, because of incomplete sca­
venging, suggests a rate constant for OH +  H2P 0 4'  lower 
than this value. Furthermore, the addition of methanol
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Figure 1. Absorption spectra and dissociation constants of the 
phosphate radicals, (a) Spectra of the three acid-base forms of the 
phosphate radical. Recorded using aqueous solutions of 2.5 X  10“2 
M peroxodiphosphate ions at pH 4 (V ), pH 7 (O), and pH 11 (A ). The 
transient absorption was monitored 2 -1 0  /¿s after the pulse, after the 
formation was complete, and in the case of pH 4 it was extrapolated 
to time zero because some decay was observable, (b) Effect of pH 
on the absorbance at 540 nm. The curve was calculated from the 
plateau values using pK-, =  5.7 and pK 2 =  8.9.

(1 X  10“5 to 1 X  10'4 M) did not affect the initial “ direct 
action” portion of the absorbance but decreased that 
portion which is formed more slowly, because of compe­
tition for OH radicals. The decrease indicates a value for 
fe(OH + H2P 0 4 ) of only ~ l - 2  X 104 M '1 s '1. These 
measurements are not very accurate, but nevertheless they 
show that OH reacts with H2P 0 4~ much more slowly than 
with H P 042'  and than reported previously.20

The increased absorbance with pH, observed in the pulse 
radiolysis of phosphate ions,20,21 may result from the in­
creased reactivity of OH with phosphate and not neces­
sarily represent the dissociation of the phosphate radical. 
It is, therefore, necessary to determine the pK values using 
the peroxodiphosphate system. Experiments were carried 
out with 2.5 X  10'2 M solutions of peroxodiphosphate and 
the results presented in Figure la show that the absorption 
maximum of the phosphate radical clearly shifts with pH. 
Although the peaks are broad, detailed monitoring of the 
absorption shows shifts from 520 nm at pH 4 to 510 nm 
at pH 7 and up to 530 nm at pH 11. The extinction 
coefficients, however, differ by less than 40%, contrary to 
the large differences reported previously.18'20,21 The error 
in the experiments20,21 using phosphate ion oxidation by 
OH radicals results, as mentioned above, from the very 
limited extent of scavenging of OH by the phosphate, 
especially at low pH. The low value observed18 at high pH 
using peroxodisphosphate may also result from incomplete 
scavenging of the eaq'  since the rate constant decreases by 
over an order of magnitude upon dissociation of the 
peroxodiphosphate into P20 84'.

The shifts in the spectra shown in Figure la  allow the 
determination of the pK values as shown in Figure lb. The 
calculated best-fit curve gives pKx = 5.7 ±  0.2 and pK2 =
3.9 ±  0.1. The first pK happens to be very similar to that 
reported previously, while the second pK  is lower than the 
previous values (10.1, 10.7)20,21 measured using solutions 
of phosphate ions. Those higher values were probably 
affected by the acid-base equilibria of the parent phos­
phate ions which change the extent of OH scavenging by 
the phosphate.

Comparison with Reactions of Hydroxyl Radicals. In 
comparing the reactions of OH with those of S 0 4" and 
H2P 04 it can be seen that in hydrogen abstraction reactions 
OH radicals exhibit a higher reactivity. Their rate con­
stants are about an order of magnitude higher than those 
of S 04 and H2P 0 4, whether H abstraction from inorganic
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A CNDO type semiempirical molecular orbital method has been applied to the prediction of intermolecular 
geometries and relative binding energies of some small hydrogen-bonded dimers containing nitrogen and fluoride 
intermolecular hydrogen bonds, and the molecule malonaldehyde which exhibits an intramolecular O-H bond. 
The predominant part of the attraction of these complexes comes from the electrostatic interaction energy. 
The calculation of good monomer ionization potentials is suggested to be an important part of the ability of 
a semiempirical MO method to predict dimerization energies. The molecule malonaldehyde is shown to slightly 
favor Cs symmetry with a hydrogen bond distance in good agreement with experiment and the results of 
nonempirical calculations.

Introduction
The prediction of the geometries of hydrogen-bonded 

molecular complexes is an area that lends itself to 
treatment by theoretical methods. These interactions 
between molecules play a decisive role in biological pro­
cesses. The most satisfactory procedures whereby such 
calculations are attempted are those using a nonempirical 
or ab initio formalism. Despite the number of quantum 
mechanical calculations of a semiempirical or approximate 
nature, relatively few have dealt with predicting the 
orientation of molecules in dimers or molecular complexes. 
Foretelling an energy minimum is a demanding under­
taking basically due to the kinds of contributions present. 
There are electrostatic contributions which may range from 
simple dipole-dipole to H bonding. There also may be 
polarization, charge transfer, exchange repulsion, and 
dispersion terms.

The Hartree-Fock SCF-MO or “ supermolecule” ap­
proach normally does not treat dispersion forces.1 Most 
approximate MO methods would neglect exchange as well. 
Perturbation theory calculations using multipole expan­
sions of the interaction operator as suggested by London2,3 
are useful but do not account for intermolecular exchange. 
At long range these forces are mostly attractive; the ex­
change repulsion needs to be included to obtain a mini­
mum. However, recent work on polar and nonpolar 
complexes has shown that the predominant term re­
sponsible for distinguishing the most stable orientation of 
a complex is the difference in the electrostatic interac­
tions.4-6 It may then be worthwhile to consider approx­
imate MO methods which neglect exchange repulsion and 
dispersion but give fairly good estimates of electrostatic 
interaction energies. In this way, a general picture of the 
most stable geometry of the complex may be produced. 
We report here the use of such an approach to investigate 
hydrogen bonding interactions in several molecules.

In this work we have applied a modified CNDO method 
developed recently by Hojer and Meza.7 This method has 
previously been applied to water dimers and trimers.8 The 
binding energies of these complexes were found to be in 
good agreement with ab initio calculations. The method 
had been parametrized to yield good ionization potentials, 
heats of atomization, and dipole moments for molecules. 
The stabilization energy of a donor-acceptor complex has 
been shown to be proportional to the ionization potential 
of the donor.9'10 Although charge transfer could be thought 
to be responsible for this effect, the main contributions
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to the van der Waals interactions for such complexes are 
not from charge-transfer forces.11

The purpose of this work is to study the results of 
applying this approximate MO method which gives good 
ionization potentials on molecules, to some small H-bonded 
dimers and ions, and an intramolecular H-bonded molecule 
which might form a symmetric structure. The systems 
were chosen because there were ab initio calculations and 
experimental data available for them. Our goal is to show 
that the method has promise o f being applicable to the 
calculation of intermolecular interactions on much larger 
H-bonded systems. Ab initio methods are, of course, the 
preferred ones for such small systems as they are more 
reliable. However, we wish to establish that this par­
ametrized method will be viable on small H-bonded 
molecules and could then be extended to treat larger 
systems on which ab initio calculations are impractical. It 
is especially important to develop a method which can 
treat biomolecular H bonding.

Method
The CNDO-structured equations o f Hojer and Meza7 

were used along with their suggested parameters and 
orbital exponents by rewriting a CNDO program and 
inserting the new equations. The main features such as 
the ZDO approximation and the calculations o f the 
Coulomb integrals over 2s functions are retained by the 
method. Optimized orbital exponents from minimal basis 
set ab initio atomic calculations are used.12 The number 
of one- and two-center repulsion integrals calculated is 
increased because different radial exponents are employed 
for each type o f orbital. Thus, the repulsion integral 
between an s electron in orbital p on A and a p electron 
in orbital y on B is given by

1 %  =  T ab  =  < 2 s i ( l ) 2 s | ( 2 ) l l / r 11l2 s i( l)2 s S (2 )>

In this way, the proper radial dependence o f the orbital 
is retained as well as rotational invariance through the use 
of s orbitals.

The one-center core integrals, U^, are calculated from 
the ionization potential of an orbital with s radial de­
pendence by

Ip = ~U,i -  Z (n {  -  5 s,)t sa'a
l e  A

where nlA is the occupation number of orbital l on atom 
A in the ground state electronic configuration. The 
ionization potential used for the first and second row atoms

©  1978 Am erican Chem ical Society
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Electron Paramagnetic Resonance Spectra of the Group 4 Hexafluoride Anion Radicals1
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Anisotropic EPR spectra detected at 30 K in y-irradiated powdered BaGeF6, K2SnF6, and BaPbF6 have been 
assigned to the hexafluoride anion radicals GeF63~, SnF63~, and PbF63~, respectively. These species are members 
of a series of paramagnetic hexafluorides of the elements of groups 4-7 which constitutes one of the largest 
known groups of isoelectronic free radicals. The nature of the semioccupied orbital in this type of radical is 
discussed in the light of unpaired electron spin densities computed from the measured hyperfine interactions 
for the hexafluorides.

Introduction
We have, in recent years, studied the EPR spectra of 

various hexafluoride radicals. These have included the 
neutral halogen hexafluorides,3 and the anionic hexa­
fluorides of the group 64 and group 5 elements.5,6 The 
purpose of the present article is to report and discuss data 
for the analogous radical anions of the group 4 elements: 
GeF63“, SnF63 , and PbF63 . In addition we shall try to 
correlate the data for this group of radicals with those for 
the other hexafluorides discovered earlier.

Experimental Section
The radicals GeF63“, SnF63~, and PbF63“ were prepared 

by y irradiation at 77 K of powdered BaGeF6, K^SnFg, and 
BaPbFg, respectively. Barium hexafluorogermanate was 
prepared by dissolving G e02 in HF and adding BaCl2, 
upon which BaGeF6 was precipitated.7 Potassium hex- 
afluorostannate was prepared by the action of SF4 on Sn02 
in the presence o f KC1 in a Monel vessel.8 Barium hex- 
afluoroplumbate was prepared from P b 0 2 and BaC03 
heated to 600 °C in a stream of N2 to yield9 BaPb03. The 
latter was fluorinated with elementary fluorine in a Monel 
vessel at 500 °C, yielding BaPbFg.10

EPR spectra of the irradiated compounds were exam­
ined with a Varian E12 spectrometer previously described.3 
The spectrometer was equipped with an Oxford Instru­
ments liquid helium cryostat (ESR 9).

Results
The most abundant isotopes of all three elements 

germanium, tin, and lead have zero spin. Since an im­
portant feature of the EPR spectra of the hexafluoride

radicals is the central-atom hyperfine interaction it was 
necessary to obtain the satellite spectra of the magnetic 
isotopes 73Ge, I19Sn, and 207Pb. In the latter case, the 
spectrum of 207PbF63” was detected in natural abundance; 
the spectra of 73GeF63~ and 119SnF63“ were detected in 
isotopically enriched samples. The spectra of 207PbF63~ and 
73GeF63“ possessed the characteristic anisotropic 19F hy­
perfine structure of the halogen hexafluorides,3 indicative 
of an Oh ground-state symmetry. A successful analysis of 
the anisotropic 19F hyperfine structure of 119SnF63~ has not 
yet been achieved because of considerable deviation from 
Oh symmetry.

The 73Ge nucleus has spin 9/ 2, and a negative magnetic 
moment. The 73Ge hyperfine interaction in GeF63“ is 
approximately -1780 MHz, a magnitude so large that only 
transitions having positive values of m, were available.11 
In the case of 119Sn and 207Pb (both of which have spin I 
= V 2) the hyperfine interactions exceeded the microwave 
frequency, so that only one “ normal” EPR transition was 
detectable, although a “ forbidden” transition at higher 
field enabled the magnetic parameters to be determined.11 
The strong central features in the observed transitions of 
I19SnFg3 and 207PbF63_ were analyzed for 119Sn and 207Pb 
hyperfine interactions with a computerized solution of the 
Breit-Rabi12 and Nafe-Nelson13 equations.

The 19F hyperfine interactions in 73GeF63~ and 207PbF63~ 
were analyzed by the same methods which we employed 
for the halogen hexafluorides.3 Although having con­
siderably larger line widths than C1F6, the 19F manifolds 
of the spectra of GeF63“ and 207PbF63 were characteristic 
of an octahedral arrangement of six 19F nuclei about the 
central atom. In the case of SnF6 3 in K 2SnF6 the 19F
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halide crystals.19’20 The comparison shows that, from the 
point o f view of their central-atom hyperfine interactions, 
which are isotropic and of magnitudes comparable to those 
o f T1F64” and PbF63-, a molecular description is entirely 
appropriate. The anisotropy in the “ ligand” hyperfine 
interaction also favors a molecular description. For this 
reason we have included in Table II data for Si3+ in LiF.21 
Its 19F hyperfine anisotropy is quite compatible with the 
other data when converted to a F(2p) contribution to the 
SOMO, although it is regrettable that no 29Si hyperfine 
satellites could be detected for this species. A prediction 
o f the 29Si hyperfine interaction can be made from Table 
II and the MWHS atomic parameters:14 -3700 ±  300 MHz. 
The failure21 to detect 29Si signals in samples where the 
signal/noise ratio for the main spectrum was ~100:1 casts 
doubt on the identification of silicon as the impurity el­
ement.
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The number of electron paramagnetic resonance (EPR) parameters for copper(II) ions held in lattice positions 
in dehydrated low exchanged sodium Y zeolites, as well as the relative intensity of each set of g values observed 
in the spectrum, was found to vary as a function of evacuation time at ambient temperature prior to activation. 
The usual procedure of evacuating the sample for 15-60 min before beginning the thermal treatment in hourly 
increments resulted in the following parameters for low Cu(II) exchanged Y zeolites: g j1 = 2.38(110), gx’ = 
2.06(20), g|2 = 2.30(175), g±2 = 2.03, and in some cases g|3 = 2.36(125), where the numbers in parentheses are 
the observed hyperfine splittings (in Gauss). Prolonged evacuation of the low Cu(II) ion exchanged Y zeolites 
yielded gj]1 = 2.37(125), g±l = 2.06(20), g¡¡2 = 2.32(160), and g±2 = 2.03 following dehydration to 400-500 °C. 
Parameters similar to the latter values were obtained for highly ion exchanged Cu-Y zeolites following partial 
reduction with hydrogen or carbon monoxide, as well as upon partial reoxidation of the latter samples with 
oxygen or nitric oxide. The second set of EPR parameters is attributed to copper(II) ions located in sites in 
the small cages, while the g1 and g2 subsets of the first group are due to copper(II) ions localized in the zeolite 
supercages. Most of these sites provide a distorted trigonal environment for the divalent copper ions. By 
correlating the zeolite treatments reported in the literature to the present results, the disparity among previously 
given EPR parameters for Cu(II)-Y zeolites can be explained in most cases.

Introduction
Metal cation exchanged zeolites are successful catalysts 

for a wide range of chemical reactions. The metal atoms 
or ions are the active sites, and many of those having 
unpaired electrons have been characterized by electron 
paramagnetic resonance (EPR). The resultant spectra 
have been used to interpret the oxidation states of the 
lattice-held ions and the degree of complexation by various 
ligands. Of current interest are the transition metal ion 
exchanged zeolites, and the systems consisting of the first 
row transition metal ions in Y zeolite, viz., chromium,2 
manganese,3,4 iron,5,6 cobalt,7-9 nickel,2,10 and copper,10-22 
have been the most intensively studied by EPR. Because 
of the numerous lattice sites that these ions can occupy, 
speculation as to the location of these cations in the

dehydrated Y zeolites, with the exception of Mn(II),3’4 is 
not usually made. It is generally accepted that the cations 
in the hydrated zeolites exist as rather free aquo complexes 
located mainly in the supercages of the zeolite structure.

Unfortunately, little EPR data have been obtained for 
transition metal containing A zeolites. Due to the sim­
plicity of the A zeolite structure, there are only three 
nonequivalent sites occupied by monovalent cations, but 
only one o f these general sites (in or near the six rings) 
usually stabilizes divalent cations.23 By using diffuse 
reflectance spectroscopic methods or single crystal x-ray 
structure determination techniques, the location of Cr(II),24 
Mn(II),25 Co(II),26,27 and Ni(II)28 in dehydrated A zeolites 
has been asserted. The bare cations are found to be lo­
cated near the center of the six-ring windows and to be
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TABLE I: Experimental EPR Parameters Reported for Copper(II) in Dehydrated Low Ion Exchanged Y  Zeolites“ ’6
% Cu(II)

exchanged £111 8i 8 II2 8 l2 Ref
1 2.377(129) 2.062(20.5) 2.325(160) 11
2 2.33(170)d 2.06 12
4 2.35(120) 2.058 2.31(175) 2.058 13
4 2.38(108) c 2.30(175) 14
5 2.386(130) 2.084(16) 2.323(176) 2.048(24) 15
7 2.37(120) 2.07(22) 2.32(160) 2.06 16

10 2.38(107) 2.06 2.30(175) 17
11 2.26(130) 2.062(20) 2.32(154) 18
14 2.38(130) 2.06(13) 2.31(153) 19
14 2.346(160)d 2.071(16.4)d,e 20
14 2.382(137)d 2.077(15)d 2.328(171)d 2.06(26)d 21
14 2.38(126) 2.08 2.32(162) 2.05(22) 22
17 2.38(108) c 2.30(175) c 14

° The dehydration procedures used are as follows in order of reference numbers: (11) heat at 383 K in air for 8 h, 
increase temperature to 473 K for 8 h, and then heat in 0 2 at 673 K for 72 h; (12) heat at 673 K; (13) heat at 423 K; (14) 
evacuate and then heat to 673 K stepwise under a dynamic vacuum; (15) evacuate at 343 K; (16) evacuate overnight and 
then heat to 773 K; (17) evacuate 1 h and then heat to 773 K stepwise under a dynamic vacuum; (18) evacuate at 373 K, 
add 0 2, and then evacuate stepwise to 773 K; (19) not given; (20) evacuate and then activate stepwise to 673 K under a 
dynamic vacuum; (21) heat to 623 K and evacuate 2 h; and (22) evacuate and heat to 472 K in 4-5-h under a dynamic 
vacuum. 6 Numbers in parentheses are the observed hyperfine splittings (in Gauss unless stated otherwise, 1 G = 1.070 X 
104 (ge/g) cm”1). c Observed, but the g value was not given. d Hyperfine splitting is given in units of 104 cm-1. e A 
strong line at g «  2.05 was also observed.

TABLE II: Chemical Composition (mequiv g”1 ) of the Hydrated CuY Zeolites

Cu(II) Na+
Sample Found Calcd“ Found Calcd“ % Cu(II) per unit i
CuY-0 0.000 0.000 3.21 3.21 0.0 0.0
CuY-1 0.033 0.032 3.16 3.18 1.0 0.3
CuY-2 0.068 0.070 3.07 3.13 2.2 0.6
CuY-4 0.136 4.3 1.2
CuY-10 0.316 0.314 2.90 2.89 9.8 2.7
CuY-17 0.555 17.4 4.9
CuY-32 1.028 32.0 9.0
CuY-60 1.932 60.2 16.9
CuY-68 2.167 2.170 1.03 1.03 67.8 19.0

° The values were calculated from the chemical composition of the parent NaY zeolite and the percent copper(II) (column 
6). The degree of hydration was found to be approximately the same for all of the samples (^ 260 H2Q/unit cell).

coordinated to three oxygens in the ring. This results in 
the approximate D3h ligand field symmetry around the 
cations.

This symmetry, as well as others, is also possible to 
attain in the Y zeolites. X-ray structure determinations 
have been carried out for a dehydrated Cu(II) Y zeolite 
(from powder photographs)29 and for hydrated and 
dehydrated Cu(II)-faujasite.30 In both studies, it was 
found that the copper(II) ions strongly preferred site I' (site 
FA in the latter work), which has approximately D3h 
symmetry. No attempt has been made to correlate the 
structural data with EPR results. This might be due to 
the great variance (shown in Table I) between EPR pa­
rameters obtained by different research groups working 
with similar Cu(II)-Y zeolites. It should be noted that the 
structural studies made use of highly exchanged zeolites, 
while most EPR investigations used low exchange levels 
so that the paramagnetic ions were distributed widely 
enough to prevent the pairing of copper spins.

The present study was undertaken to correlate sample 
treatment with the resultant EPR parameters, to clarify 
the assignment of the parameters to the spectra, and to 
extend our knowledge of actual copper(II) ion locations 
in low exchanged Y zeolites.

Experimental Section
Materials. CuNa-Y samples with various Cu(II) con­

tents were prepared from a Linde N a-Y zeolite (lot no. 
13544-76). This zeolite was ion exchanged with Cu(N-
0 3)2-3H20  solutions of different concentrations in order

to obtain samples with different Cu(II) contents. The 
general procedure was to add the zeolite to the Cu(II) 
solution such that the ratio of solution to solid was 20 
cm3/g , stir continuously for 4 h at ambient temperature, 
and then filter the solution and wash the collected zeolite 
10 times using a total of 20 cm3 of H20 /g  of solid. The 
zeolite was subsequently dried at ambient temperature in 
an open vessel placed in a fume hood. The Cu(N 03)2 
content of the solution determined the final solution pH, 
as well as the amount of Cu(II) ion exchanged into the 
zeolite, e.g., 0.01 M Cu(II): pH 7.1 and CuY-10. The 
samples are denoted as CuY followed by a figure showing 
the exchange level of Cu(II) in percent of the total cation 
exchange capacity. The CuY-2 sample was prepared from 
a zeolite-0.01 M Cu(II) solution that was made alkaline 
by the addition of 0.1 M NaOH (final pH 9.0). CuY-68 
was obtained by equilibrating the zeolite consecutively with 
two portions of 0.10 M Cu(II). The composition of the 
samples is given in Table II. The copper(II) concen­
trations were determined by atomic absorption mea­
surements following back-exchange of the zeolites by Ag(I).

The sources and purification of the gases used have been 
previously reported.17

Sample Treatments. In the usual activation procedure, 
the zeolites were degassed to either 400 or 500 °C under 
vacuum (lCT* Torr) in a conventional EPR batch cell (cell 
volume to zeolite mass ratio «200 cm3/g). The temper­
ature was raised hourly in 100 °C increments after first 
evacuating the cell for 0.5-1 h at room temperature. 
Following this, oxidation was usually carried out at the
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maximum dehydration temperature with 50-400 Torr of 
0 2 for a short period of time. This treatment was usually 
applied to samples prepared as thin platelets,14 but 
identical EPR parameters were obtained when the treated 
zeolites were in powder form.

Three of the Cu-Y zeolites were subjected to prolonged 
dynamic evacuation (10-4 Torr) at ambient temperature 
before being thermally dehydrated using the temperature 
programming given above. Following various periods of 
the initial evacuation, the samples were cooled to 77 K and 
EPR spectra were obtained. After warming to room 
temperature, the evacuation was continued. Water vapor 
was added to the samples in 20-Torr portions following the 
thermal activation. In this series of experiments, powdered 
zeolites were used.

In another set of experiments, the samples were sub­
jected to various reduction and reoxidation treatments 
after dehydration. In the Results section, reference will 
be made to the following reduction procedures: (I) activate 
to 500 °C and reduce with 50 Torr of H2 at 500 °C for 3 
h; (II) reduce with 300 Torr of H2 at 500 °C for 18 h; (III) 
dehydrate to 400 °C, oxidize with 50 Torr of 0 2 for 0.25 
h at 400 °C, and reduce three times with 300 Torr of H2 
for 1 h at 200 °C; (IV) dehydrate to 200 °C and reduce at 
200 °C with 300 Torr of H2 for 2 h; (V) activate to 400 °C 
and reduce with 400 Torr of H2 at 200 °C for 0.25 h; (VI) 
dehydration to 500 °C, equilibration with 300 Torr of CO 
at 500 °C for 3 h, evacuate 2 h and equilibrate with 23 Torr 
of NO for 2 h, evacuate and add 265 Torr of CO at 500 °C, 
equilibrate for 2 h and then evacuate 0.5 h; (VII) dehy­
dration at 400 °C and reduction by six treatments at 400 
°C with 400 Torr of CO (total reduction time 66 h); and 
(VIII) oxidize with 500 Torr of 0 2, evacuate, and then 
reduce with 300 Torr of CO at 500 °C for 3 h. The re­
oxidation treatments used were the following: (IX) heat 
for 3 h at 500 °C in the presence of 50 Torr of 0 2; (X) 
oxidize with 300 Torr of 0 2 at 500 °C for 18 h; (XI) 
equilibration with 20-22 Torr of NO at ambient tem­
perature; (XII) add 43 Torr of NO and equilibrate at 
ambient temperature for 14 h; and (XIII) equilibration 
with 30 Torr of NO at 25 °C for 0.5 h.

EPR Spectroscopy. The EPR spectra were obtained at 
77 K with a Varian E-6S spectrometer equipped with a 
TE102 mode cavity as described previously.17 The g values 
are reported relative to a 2,2-diphenyl-l-picrylhydrazil 
(DPPH) or phosphorus-doped silicon standard or to a 
sample of pitch in KC1. Usually the estimated error in the 
g values is ±0.005 and in the hyperfine splittings is ±2 G. 
However, the estimated errors in the parameters for CuY-1 
and CuY-2 are approximately double these figures. Spin 
concentrations were determined by numerical double 
integration of the spectra and comparison to a reference 
spectrum obtained with a single crystal of copper(II) 
sulfate.

Results
The preparation of Cu-Y  zeolites by ion exchange in 

aqueous media is a rather straightforward procedure, but 
a diverse range o f treatments can be used to prepare the 
materials for subsequent chemical, spectroscopic, and 
catalytic studies. In the present work, the influence on 
the resultant EPR parameters of CuO in or on a Cu-Y 
zeolite will be described. The changes in the EPR pa­
rameters, especially the parallel hyperfine splittings, 
obtained for activated Cu(II) ion exchanged Y zeolites for 
which the duration of evacuation at ambient temperature 
prior to dehydration was varied will be presented. These 
parameters will be compared with those obtained by 
partial reduction of the copper ions with hydrogen or

Figure 1. The variation of magnetic field position of the g  ±  hyperfine 
ines of CuY-10 as a function of sample treatment. The final treatment 
consisted of equilibration with water vapor for 1 h followed by evacuation 
at 295 K for 46 h. y is the maximum estimated error (see the Ex­
perimental Section) in the g  values, several of which are designated 
by arrows.

carbon monoxide and with those observed after partial 
reoxidation of the zeolites by oxygen or nitric oxide.

Cu-2 Containing CuO. The air-dried Cu-Y zeolites, 
except CuY-2, were all light blue with a gradation from 
nearly white (CuY-1) to a definite blue (CuY-68). CuY-2 
was a light brown or tan in color. This sample had been 
prepared in a solution where the pH had been artificially 
adjusted to a value of 9, and this resulted in the precip­
itation of the copper that remained in solution following 
partial exchange of the zeolite. The initial color o f the 
precipitate was light blue, but the color turned to light 
brown upon air drying at slightly higher than ambient 
temperature. The zeolite did not change color upon 
back-exchange overnight in the dark at approximately 70 
°C with silver ions.

The tan color is assumed to be due to CuO, probably 
in a hydrated state, formed in or on the zeolite. The 
quantity of this oxide was calculated to be about 0.012 g/g 
of anhydrous zeolite, but an x-ray powder diffraction 
pattern of the hydrated sample failed to demonstrate the 
presence of any crystalline CuO. A portion of anhydrous 
N a-Y mixed with black 100% CuO (Baker Analyzed) in 
the proportions given above gave a diffraction pattern of 
CuO that could be seen only very faintly above the 
background. The appearance of the mixed sample was an 
off-white light grayish color. Upon activation of the ion 
exchanged zeolite sample, a dark grayish color resulted and 
a set of weak lines corresponding to CuO was detected in 
the x-ray diffraction pattern of the sample. The presence 
of CuO in or on the CuY-2 zeolite did not interfere with 
the EPR analysis of the lattice-held divalent copper ions.

Evacuation and Thermal Treatments. A wide variety 
of activation (dehydration) procedures had been previously 
employed for Cu-Y  zeolites, as is evident from Table I. 
Some of those involved long periods of evacuation prior 
to heat treatment, while others used short evacuation or 
even no evacuation at all. Therefore, the effect of varying 
the duration of evacuation previous to the activation was 
studied. The air-dried low exchanged Cu-Y zeolites ex­
hibited one set of g values with no hyperfine splitting 
(designated as |A|) observed in the gx region. Upon 
evacuation at ambient temperature, a second set o f EPR 
parameters arose, and following prolonged evacuation this 
became the dominant set. As indicated in Table III, g±2 
consisted of a single strong line. This line became more 
intense than the signal by 6 h of evacuation for CuY-1 
and by 18 h of evacuation for CuY-10. Figure 1 indicates
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TABLE IV : g Values and Hyperfine Splittings“ (in G) for Cu-Y Zeolites Dehydrated at 400-500 °C Following a 
Brief Period of Evacuation (<1 h)

Sample g II1 g||2 g  II3 gi' g l 2b
CuY-1 2.378(108) 2.044(21) 2.055(17) 2.027
CuY-2 2.380(110) 2.039(18) 2.051(15) 2.022
CuY-4 2.380(110) 2.300(175) 2.049(21) 2.060(18) 2.030
CuY-10 2.383(108) 2.308(174) 2.36(123) 2.060(20) 2.073(19) 2.040
CuY-17 2.386(108) 2.300(175) 2.36(125) 2.058(20) 2.059(20) 2.037

“ The numbers in parentheses are hyperfine splitting values. b The g  value is obtained from the center of the line.

that were nearly identical. In addition, the parallel hy­
perfine splittings belonging to the most intense lines (gn1 
and g||2) were entirely different from the splittings listed 
in Table III. Magnifying the spectra by increasing the 
receiver gain of the spectrometer resulted in the detection 
of a third set of hyperfine splittings (A (¡3). The evacuation 
technique used was particularly important in determining 
the EPR parameters. For example, following the evac­
uation of CuY-10 for only 2 min and then allowing the 
sample to stand at ambient temperature for 23 h, EPR 
analysis yielded g\\ = 2.379(131) and gx = 2.056, where the 
number in parentheses is the hyperfine splitting in units 
of Gauss. After activation to 500 °C, the spectral parallel 
components were g j1 = 2.371(121) and g j2 = 2.304(158), 
which are approximately the same parameters as those 
obtained following prolonged evacuation and subsequent 
activation.

Reductions with Hydrogen. The above zeolite sample 
was reduced using reduction procedure I, and the resulting 
spectrum is shown in Figure 3A. The Cu(II) concentration 
was calculated from the spectrum to be approximately 0.15 
Cu(II)/unit cell (corresponding to CuY-0.5), and the EPR 
parameters were observed to be g j1 = 2.364(121), g^1 = 
2.060(20), g«2 = 2.324(160), and g x2 = 2.025. The low-field 
{mI = -3 /2 ) components of the two g values appeared to 
be resolved, and this agreed with the hyperfine splittings 
indicated. However, the resolution might be due to or 
enhanced by resolved hyperfine splittings for the 65Cu 
isotope (31% abundance) that are approximately 7% 
larger than the splittings due to 63Cu, although such 
resolution is not noted for the high-field parallel com­
ponents. From the g± lines, it is apparent that the g1 signal 
was more intense than the g2 line. Upon evacuation for 
26 h at ambinet temperature, the entire spectrum de­
creased in intensity. In addition, the g±2 line decreased 
greatly in intensity while a signal (g±3) at g = 2.017 grew 
to be about as strong as g±l. No particular change in the 
g\\ region of the spectrum was evident. Reoxidation using 
procedure IX led to complete restoration of the activated 
Cu(II)-Y spectrum with EPR spectral components in the 
parallel region of A j1 = 120 G and A f  = 160 G.

A fresh portion of CuY-10 was evacuated briefly and 
then activated at 500 °C, and the resultant spectrum 
yielded the EPR parameters given in Table IV. The 
sample was then reduced using reduction procedure II and 
reoxidized after evacuating for 0.25 h at the elevated 
temperature by using reoxidation procedure X. The re­
duced sample was bright reddish-pink (x-ray powder 
diffraction demonstrated the presence of metallic copper 
crystallites having diameters of at least 30 nm when an­
other portion of CuY-10 was activated and reduced using 
the same procedure) and did not exhibit an EPR signal. 
The reoxidation converted 74% of the copper to divalent 
copper held in lattice sites, as determined from the in­
tensity o f the EPR spectrum, and the EPR parallel pa­
rameters of the reoxidized zeolite were gj1 = 2.380(109) and 
g||2 = 2.302(172). After subjecting the sample to reoxi­
dation procedure X  for a second time, an EPR spectrum

Figure 3. The EPR spectra of hydrogen reduced samples of (A) CuY-10 
and (B) CuY-68 that were treated as follows: (A) reduction procedure 
I after equilibrating in vacuo for 23 h and (B) reduction procedure III.

with unchanged parameters was obtained with an intensity 
equivalent to 92% of that obtained with the initial acti­
vated sample. Although the sample appeared light gray, 
x-ray diffraction analysis failed to show the presence of 
CuO.

After evacuating for 1 h at room temperature, a sample 
of CuY-68 was reduced using reduction procedure III, and 
the H2 was then evacuated at 200 °C for 0.25 h. The EPR 
spectrum shown in Figure 3B was obtained, where the 
calculated Cu(II) concentration was 0.4 Cu(II)/unit cell 
(equivalent to CuY-1.4), and the experimental parameters 
were g,,1 = 2.361(126), g±l = 2.059(20), g„2 = 2.315(155), 
and g±2 = 2.023. The latter set of g values was the more 
intense set and no evidence of gx 3 = 2.017 was found. 
After recording the above spectrum, the sample was 
completely reduced at 400 °C with hydrogen and then 
reoxidized for 5 days according to procedure XI. The 
subsequent EPR spectrum indicated the Cu(II) content 
at lattice sites to be equivalent to CuY-1.5; the observed 
parameters were g»1 = 2.371(125), g ±* = 2.066(19), g f  = 
2.322(156), and g x = 2.033. The same parameters were 
obtained by reduction of CuY-68 according to procedure 
IV following a 1-h evacuation.

A sample of CuY-60 was activated to 500 °C, completely 
reduced using reduction procedure II, and evacuated for 
1 h at the elevated temperature. After adding oxygen at 
approximately 450 °C, reoxidation procedure IX  was 
carried out. At the given pressure of oxidant, less than 
50% of the copper was reoxidized to Cu(II). The resultant 
EPR spectrum indicated that approximately 50% of the
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TABLE V : EPR Parameters“ for the Spectra of CuY-10 Shown in Figure 4
Spectrum «II1 « i ‘ «11 « i

A
B
C
D

2.374(126)
2.385(109)
2.385(109)
2.380(110)

2.0836
2.054(13)
2.051(13)
2.052(13)

2.305(172)
2.304(170)

2.0256
2.0256 2.367(122)

“ The numbers in parentheses are the hyperfine splittings (in Gauss). b The g  value indicates the center of the 
perpendicular line.

9<h,d)

Figure 4. The EPR spectra of CuY-10 observed after the following 
consecutive treatments: (A) evacuation at 298 K for 0.5 h; (B) reduction 
procedure V I and reoxidation procedure X II; (C) heating at 473 K for 
0.5 h; (D) evacuation for 0.5 h at 473 K and then 0.5 h at 573 K; (E) 
evacuation at 773 K for 16.5 h; and (F) reoxidation procedure X III.

reoxidized copper existed as spin-paired copper ions with 
= 2.16 and with the remaining copper ions having 

spectral parallel components of 128 G (Aj1) and 159 G 
(A||2). For comparison, CuY-32 was reduced to CuY-17 
using reduction procedure V. The EPR parameters were 
g»1 = 2.359(124), gLl = 2.059(20), «||2 = 2.306(157), and gL2 
= 2.022, where the g1 set was more intense than the g2 set. 
The « av values corresponding to the g1 and g2 sets of 
parameters for the three partially hydrogen-reduced 
samples were 2.160 ±  0.001 and 2.121 ±  0.004, respectively, 
where « av = (g\\ + 2g±)/3.

Reductions with Carbon Monoxide. The partial re­
ductions described above were carried out using hydrogen 
gas as the reducing agent, while the following reductions 
were carried out using carbon monoxide so that water 
could not be formed. After evacuating for 0.5 h, CuY-10 
was reduced using procedure VI and reoxidized by pro­
cedure XII. The spectra obtained for the g\\ region are 
shown in Figure 4. No Cu(II) signal was observed after 
the reduction and, although the sample was white, the 
distinctive EPR spectrum of the Cu+-N O  complex31 was 
not apparent upon the addition of NO as the oxidant. The 
reasons for this have been discussed elsewhere.17 The 
signal marked by the light vertical line in Figure 4 is the 
first line o f the Mn(II) spectrum. The amplifications of 
spectra B and C and of spectra D, E, and F are approx­
imately 64 and 51 times, respectively, that of spectrum A. 
The set of splittings corresponding to «||3 disappeared upon 
addition of NO but reappeared upon equilibration for 3

Figure 5. The EPR spectra of CuY-60 following stepwise activation 
to 773 K (A), oxidation with 0 2, and subsequent reduction with CO at 
773 K for 3 h (B).

days. Following a 0.5-h heat treatment at 200 °C, mass 
spectrometric analysis showed that part of the NO had 
been converted into N2 (along with a small quantity of 
N20 ). After evacuation of these gases, g f  was quite 
pronounced. The EPR parameters of the spectra in Figure 
4 are listed in Table V, and it can be noted that two g± 
values were observed, but a third could not be discerned.

Reducing a CuY-60 sample using reduction procedure 
VII, a sample corresponding to CuY-2.4 was obtained that 
exhibited the following EPR parameters: « j1 = 2.378(123), 
g±l = 2.073(20), «||2 = 2.325(159), and g j  = 2.035. The 
intensities of the two sets of «  values were approximately 
equal, and the spectrum indicated that no spin-paired 
copper was present. This sample was then completely 
reduced with CO at 500 °C and subsequently reoxidized 
using procedure XI. After 20 h, a Cu(II) EPR signal was 
barely visible above the very strong Cu+-N O  spectrum. 
After standing for 68 h, an evacuation was carried out for 
2 h, which destroyed the Cu+-N O  complex and yielded a 
Cu(II) signal proportional to that of CuY-3. The two sets 
of parameters of similar intensity were « j1 = 2.378(123), 
« /  = 2.071(19), «|,2 = 2.320(155), and « ±2 = 2.038.

Beginning with a fresh sample of CuY-60, activation was 
carried out to 500 °C after a 1-h evacuation period. The 
resultant EPR spectrum was typical of Y zeolites highly 
exchanged with Cu(II) (g-t = 2.16) and is shown in Figure 
5A. Reduction procedure VIII was then carried out, and 
spectrum exhibited in Figure 5B was subsequently ob­
tained. The indicated hyperfine splitting values were A j1 
= 128 G and A j2 = 154 G, while the isotropic line dem­
onstrated that spin-paired copper ions were still present. 
Analysis of the gas phase over the reduced zeolite by mass 
spectrometry showed that C 0 2 had been formed during
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the reduction. The remaining Cu(II) ions were reduced 
by two more CO treatments and then reoxidation pro­
cedure IX  was applied. The intensity of the EPR spectrum 
that resulted was intermediate between those of the 
spectra in Figure 5, while the A values observed after the 
first CO reduction were regenerated. Spectrum 5B ap­
proximates those obtained by partial reduction and partial 
reoxidation of CuY-60 using hydrogen.

Discussion
Evacuation of Cu-Y Zeolites. Upon evacuation of the 

low exchanged zeolites, e.g., CuY-1, CuY-4, and CuY-10, 
for 1 min to remove oxygen from the sample cell, a rather 
uniform set of EPR parameters were usually obtained, viz., 
gy = 2.38 ±  0.01, gx = 2.05 ±  0.001, and Ay = 122 ±  3 G. 
However, as observed in Table III, a hyperfine splitting 
of 136 G was found for CuY-2, but upon further evacuation 
the value decreased to approximately 120 G. Upon re­
peating the experiment with a fresh portion of CuY-2, 
identical results were obtained. Similar high initial 
splittings for CuY-10 and CuY-32 were obtained (135 G 
in each case) by evacuating the sample cell for only 0.25 
min instead of 1 min. The latter hyperfine splitting value 
was also observed for these materials when the evacuation 
step was eliminated. Therefore, the presence of CuO in 
or on CuY-2 seemed to influence the hyperfine splitting 
value observed in the EPR spectrum after a brief evac­
uation, perhaps by hindering and delaying the removal of 
water from the supercages of the zeolite.

The set of parameters with values of gy «  2.38(135), g± 
«  2.05, and gav «  2.16 is assigned to the hexaaquocopper(II) 
complex. For comparison, Cu(H20 )62+ in a 60% glyce­
rine-40 % water mixture at 253 K was found to have gav 
= 2.199 withgy = 2.400(~137) andgx = 2.099(~13).32 It 
is evident that the present experimental gav value is lower 
than the frozen solution value,32 and it is also lower than 
the gav values of 2.192 and of 2.194 attributed to the 
hexaaquo complex exchanged into Dowex 50W.33,34 
Evacuation of the zeolites for 1-2 h resulted in the an­
isotropic spectrum with the approximate EPR parameters 
o f g\\ = 2.37(122), g x = 2.06(18), and gav = 2.16. This 
spectrum might be due to Cu(II) ions in a more-or-less 
square based penta-coordinated environment. Upon 
prolonged evacuation, a third set of parameters arose (see 
Table III) with gav = 2.12-2.13. This set is attributed to 
the tetraaquocopper(II) complex, and the gav value can be 
compared with that of gav = 2.135 for the square-planar 
Cu(NH3)42+ complex in Y zeolites.14 The aquo complexes 
were not observed to be in a solution-like environment in 
these zeolites insofar as dynamic Jahn-Teller distortions35 
and rapid tumbling36 did not average the anisotropy nor 
appreciably broaden the spectra even at room temperature. 
It should be pointed out that gav is the pseudoisotropic 
value of g[ that would be found at ambient temperature 
in solution when the viscosity is such as to allow the 
molecules to tumble freely. This assumes that no change 
in structure or bond lengths occurs upon freezing.

Addition of axial ligands to a square-planar copper (II) 
complex leads to an increase in the value of g and a de­
crease in A || (when the magnitude of A| is negative, as it 
is for most copper(II) complexes). Considering the pa­
rameters observed for the hexaaquo and tetraaquo com­
plexes, values o f g\\ = 2.35-2.38 and Ay < 160 G would be 
expected for a square-pyramidal-type of pentaaquo- 
copper(H) complex. Considerable error might be involved 
in these estimates because the fifth ligand would tend to 
pull the copper ion out of the plane of the four equatorial 
ligands, and this should result in a decrease in the in-plane 
bonding strength, which would lead to an increase in the

g values. The effect on the hyperfine splittings is less 
certain. Analogous to this treatment would be the situation 
where one of the weak axially coordinated water ligands 
would be replaced by a stronger ligand. This might be the 
case if the pentaaquo complex were attracted to the zeolite 
skeletal wall in the sixth coordination site, such as might 
occur when much of the zeolitic water is removed by 
evacuation at ambient temperature for a short time. Thus, 
in fact, the Cu(II) ion is probably still six coordinate, but 
the interaction with the zeolite results in nonequivalent 
axial ligand fields and produces a pseudo-five-coordinate 
environment around the copper ions.

In addition to the EPR parameters attributed to the 
aquo complexes, a symmetric line at g = 2.27 with a 
peak-to-peak width o f «100 G appeared after evacuating 
CuY-2 for about 15 h. This line grew in intensity for the 
next 50 h, after which the intensity became constant. This 
g value is the same as that reported for CuO.37 Upon 
activating the zeolite to 500 °C for 3 h under a dynamic 
vacuum, the signal disappeared but reappeared after 
rehydration of the sample with water vapor. These ob­
servations indicate that the symmetric line should probably 
be attributed to a disordered surface species such as 
[Cu(OH)„]2~n or [Cu(H20 )„ ]2+ rather than to CuO. A 
symmetric line such as this was not evident with CuY-1 
nor with CuY-10.

Activated and Reduced Cu-Y Zeolites. Figures 1 and 
2A indicate that upon prolonged evacuation of CuY-10, 
three gx values were observed. Subsequent activation 
resulted in spectrum B of Figure 2, where the g x portion 
of this spectrum is identical with the spectrum obtained 
by dehydration following a brief evacuation period (values 
given in Table IV), and an illustration of the latter 
spectrum is given elsewhere.17 The g x value is usually 
quoted to be «2.06 (see Table I), but in reference to Figure 
1 and the spectra in Figure 2 it seems evident that two gx 
values should be assigned instead, and these would cor­
respond to the g x values of the two strongest signals 
observed for the thermally activated samples. This would 
result in the g x value given in Table IV to be converted 
from g x = 2.05 ±  0.01 to gx x = 2.06 ±  0.01 and gx = 2.03 
±  0.01. The two weak high field lines in Figure 2, as well 
as a line near the third gy1 line {mI = + 1 /2 ) result from 
a monoaquo- or diaquocopper(II) complex that will not be 
discussed here.

A strong gx3 line is evident in Figure 2A, although a set 
of corresponding gy3 lines differing from g 1 and gy2 was 
not observed. Considering the data in Table III, gy3 and 
Ay3 must approximate the gy2 parameters, e.g., gy3 = 2.32 
and Ay3 = 155 G. Upon activation, the gy parameters 
changed very little but g x3 disappeared and gx2 showed 
a growth in intensity. In addition, there is a diminution 
in the overall EPR intensity. Since gy1, gy2, Ay1, and Ay2 
change very little in magnitude, especially for CuY-10, 
similar symmetries surrounding the Cu(II) ions are in­
dicated for the evacuated and the activated zeolites. Upon 
rehydration, the copper(II)-hexaaquo complex was easily 
re-formed, and the loss in EPR intensity was regained.

Activation following a brief evacuation resulted in 
different EPR parameters, which were given in Table IV. 
Under these conditions, the zeolites proceed from a hy­
drated state to a dehydrated state rather quickly, and it 
might be expected that most of the Cu(II) ions would be 
rapidly stripped of their waters. The parameters of gy1 = 
2.38(110) and gxl = 2.06(18) for the resultant zeolites 
demonstrate that the Cu(II) geometry is axial and is either
(a) of a type between square-coplanar and tetrahedral, (b) 
a square-pyramidal configuration, or (c) a rhombically or



tetragonally elongated octahedral configuration with the 
complex having rather strong covalent bonding.38 A Cu(II) 
ion in a square-coplanar environment would be expected 
to have a much greater |A||| value. In case (a), |A| would 
indicate the symmetry to be analogous to compressed 
tetrahedral, such as that observed for copper-doped di- 
chloro(l,10-phenanthroline)zinc39 and dichloro(spar- 
teine)zinc(II),40 for which g\\ = gz = 2.297(123) and 
2.299(90.4), respectively, where the lower g values result 
from coordination through nitrogen rather than oxygen 
and where the unpaired electron is assigned to the diy 
orbital. Case (b) would not occur in a dehydrated cop- 
per(II)-Y zeolite, and case (c) would not be expected to 
make much of a contribution with copper(II) ion ex­
changed zeolites although site I in the hexagonal prism41 
could supply an octahedral environment. It is well known 
that divalent copper does not show an affinity for site I.29,30 
Most of the cation sites in Y zeolite have trigonal C3„ or 
Dm symmetry. It is pertinent to note that Klier et al. have 
presented calculations42 which indicate that the Cu(II) ions 
in these locations may lie off of the trigonal axis such that 
two 0(3) (or 0 (2)) lattice atoms are closer to the cation 
than the third 0(3) (or 0(2)) atom. This would correspond 
to a distorted trigonal symmetry (possibly noncoplanar) 
with the unpaired electron in the d̂ Ay* or diy orbital. 
Although gxx and g>y should then be different, it is expected 
that the difference would be too small to detect using 
powdered samples. It is of interest to note that g| = g2 = 
2.252(181) for copper-doped tetrapyridinezinc(II) per- 
oxydisulfate,43 where the distortion is from a square 
configuration (d*2. /  orbital) rather than a tetrahedral one.

Partial reduction of highly exchanged Cu(II)-Y zeolites 
which had been quickly dehydrated yielded the same EPR 
parameters as those observed for activated samples of low 
Cu(II) content that had been subjected to a prolonged 
evacuation treatment (hyperfine splittings of about 125 
and 160 G, see Figures 2A and 3B). Since this is true when 
using either H2 or CO as the reducing agent, it appears that 
the EPR parameters derived from the extensively evac­
uated samples were not due to Cu(0H)„ species. Partial 
reoxidation of the reduced materials at either ambient 
temperature or at elevated temperatures using 0 2 or NO 
regenerated the same spectra, the EPR parameters of 
which are now attributed to divalent copper ions located 
in the small cages since these ions are the last ones to 
undergo reduction. However, the behavior of the lower 
Cu(II)-containing Y zeolites was somewhat different. 
Although the exhibited A\\ values for the latter samples 
that had been subjected to prolonged evacuation followed 
by activation, partial reduction, and reoxidation fit the 
pattern described above, e.g., see Figure 3A, the CuY < 
17 samples that were quickly dehydrated did not. These 
samples yielded hyperfine splittings of approximately 110 
and 175 G as reported in Table IV. Upon reoxidation with 
NO (Figure 4) or 0 2 at ambient or elevated temperature, 
the latter A[ values were regenerated. This suggests that 
the location of copper ions in Y zeolites is dependent upon 
the exchange level (that is, upon the number of sodium 
ions, which can block the 6-ring windows between the 
supercage and sodalite units, that remain in the unit cell), 
as well as the sample treatment.

Consideration of the Redox Cycle and Cation Locations. 
The above discussion demonstrates that the activation 
technique employed determines the location of the re­
maining copper(II) ions in partially reduced Cu-Y zeolites, 
where all o f the zeolites under consideration were ex­
changed with the divalent cation from aqueous solutions 
using short equilibration times. Following complete re­
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duction at high temperatures, reoxidation resulted in the 
observation that the first reoxidized copper(II) ions were 
located in the same type of sites as those occupied by the 
last Cu(II) ions to undergo reduction. This was demon­
strated by the following events:

(a) prolonged evacuation of CuY-10 prior to thermal 
treatment resulted in the same EPR parameters

• [g,,1 = 2.37(125), g±' = 2.06(20), g f  = 2.32(160), and
g±2 = 2.03] after activation, after partial reduction 
by hydrogen, as well as after reoxidation by oxygen 
following complete reduction;

(b) “ fast” evacuation of CuY-10 for 1 h prior to thermal 
treatment resulted in a different but constant set 
of EPR parameters [g||‘ = 2.38(110), gx4 = 2.06(20), 
g||2 = 2.30(175), and g 2 = 2.03] following the same 
three treatments as in case (a);

(c) “ fast” evacuation o f CuY-10 prior to thermal 
treatment resulted in the same EPR parameters as 
those for case (b) when carbon monoxide rather 
than hydrogen was used as the reductant and nitric 
oxide was used as the oxidant instead of oxygen;

(d) “ fast” evacuation of highly exchanged samples, e.g., 
CuY-32,60, and 68, resulted in the EPR parameters 
given in case (a) upon partial reduction with hy­
drogen and after partial reoxidation by oxygen 
following complete reduction of Cu(II) ions;

(e) “ fast” evacuation of CuY-60 resulted in the same 
EPR parameters as cases (a) and (d) following 
partial reduction by carbon monoxide and after 
partial reoxidation with nitric oxide at ambient 
temperature following complete reduction of the 
copper(II) ions.

Thus, these examples show that the zeolites exhibit a 
memory effect or that some of the copper ions were re­
duced in place and did not undergo migration even at 773 
K during the reduction.

The possible mechanisms for the hydrogen reduction of 
Cu-Y zeolites have been previously discussed.17'44,45 The 
quantity of hydrogen consumed during a mild reduction 
is approximately stoichiometrically equivalent to the 
number of copper ions reduced to the univalent state,17,46 
and the rate-limiting step has been suggested to be the 
migration of Cu(II) ions from the small cages to the su­
percages where reduction occurs.44 This is expected to be 
true also when the larger CO molecule is used as the re­
ductant. Support for this is provided by the general 
observations that the presence of water increases the rate 
of hydrogen reduction and the presence of ammonia in­
creases the rate of carbon monoxide reduction of divalent 
copper. However, it would appear that the Cu(I) ions can 
easily migrate back into the small cages since the rate­
determining step for further reduction and for reoxidation 
has been proposed to be the migration of the univalent 
cation from the small cages back into the supercages.44 
This might again suggest a memory effect of the Y zeolite 
lattice.

Hydrogen reduction of Cu-Y zeolites under more severe 
conditions results in a hydrogen consumption that can 
approach the quantity required for complete reduction of 
Cu(II) to Cu(O).44 It has been shown for highly exchanged 
Cu-Y zeolites that at 673 K the reduction to metallic 
copper is incomplete17,45 and some of the consumed hy­
drogen is held in a copper hydride moiety,45 although large 
(on the order of 30 nm) copper crystallites are found. It 
has now been demonstrated that the reoxidation of Cu(0), 
as well as of the copper hydride species, resulted in the 
regeneration of the EPR spectra obtained after the initial 
activations. In the cases where a quantity o f CuO was
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formed upon reoxidation, an additional prolonged or more 
severe reoxidation converted at least part of the CuO into 
the desired lattice-held copper(II) ions. The memory effect 
might, at first thought, simply depend upon the localized 
formation of hydroxyl groups or oxygen vacancies created 
during the reduction process. Although hydroxyl groups 
and water have been shown by infrared and volumetric 
techniques to be qualitatively presence after reduction of 
C u-Y  zeolites,17 a study utilizing diffuse reflectance 
spectroscopy has failed to detect these moieties following 
prolonged reduction, where the method is estimated to be 
able to detect 0.01 water molecule and 0.1 hydroxyl group 
per copper atom.45 In addition, it might be expected that 
simple oxidation of the Y zeolite by oxygen should destroy 
any hydroxyls or lattice oxygen vacancies present. Thus, 
the possible memory effect requires further investigation.

Figure 4 and Table V demonstrate that, upon reoxi­
dation of a reduced CuY-10 sample that had been quickly 
evacuated initially, the first hyperfine splitting value 
observed was A«1 = 109 G. This was followed by the 
appearance of A f  = 172 G and then by Ay3 = 122 G. This 
was the same order observed for quickly evacuated acti­
vated samples as the copper (II) content was sequentially 
increased (Table IV). Upon prolonged evacuation of 
CuY-10, A]2 ~  160 G was observed to be more intense than 
An1 ~  120 G (Figure 2A), which was the same ordering as 
those observed for partially reduced highly exchanged 
Cu-Y zeolites (Figures 3B and 5B). These observations 
show that a certain site in each case is energetically 
preferred over other sites. However, upon nearly complete 
reduction of divalent copper ions in these Y zeolites, the 
intensities of the two sets of lines become approximately 
equal, refer to Figure 3A. This might indicate that the 
copper(II) ions yielding A|2 = 160 G are slightly more 
exposed than are those that produce A.;1 = 120 G. This 
is in contrast to the expectation when considering the 
sequential appearance of lines for quickly evacuated 
samples (Table IV) and for the slowly reoxidized samples 
(Table V and Figure 4), if the assumption is made that the 
A || «= 120 G hyperfine splitting is due in each case to Cu(II) 
ions in the same lattice site. Therefore, an unambiguous 
assignment o f EPR parameters to copper(II) ions in 
specific lattice exchange sites cannot yet be made.

Correlation with Other Studies. A structure deter­
mination has been completed for dehydrated CuY-57 using 
powder diffraction data,29 and the EPR spectrum of such 
a sample would consist of a single symmetric line, such as 
the one shown in Figure 5A, narrowed by spin exchange 
interactions between Cu(II) ions. A low ion exchanged 
Cu-Y sample dehydrated according to the procedure used 
for CuY-57 (heated in oxygen before evacuation) would 
exhibit g,,1 = 2.37(125), = 2.06(20), £,|2 = 2.32(160), and
g±2 = 2.03, e.g., see the first entry in Table I. This is also 
true o f the activation treatment reported for the fully 
exchanged faujasite, for which the locations of the copper 
ions have been reported.30 Even though the Si/A l ratios 
are the same within experimental error for the materials 
used in the structural studies, the distribution of aluminum 
atoms might not be the same in the synthetic Y zeolite as 
in the natural faujasite. However, the reported locations 
o f the Cu(II) ions in the two structures are in good 
agreement, e.g., 11.1 Cu2+ in site I'29 vs. 11.4 and 2.8 Cu2+ 
ions in I'A and I'B, respectively,30 where I'A corresponds 
closely to site F. This agreement shows that the distri­
butions of aluminum atoms in the natural faujasite and 
synthetic Y zeolite samples must be very similar.

The structure determination of the highly exchanged 
hydrated Cu(II)-faujasite, prepared by equilibration in a

divalent copper solution for 3 weeks at ambient tem­
perature, indicated the presence of 6.3 Cu(II) ion/unit cell 
in the sodalite cage in site F, while the remaining metal 
ions were not located.30 From consideration o f ion ex­
change data, it has been proposed that in low Cu(II) 
exchanged Y zeolite samples prepared by using equili­
bration times of 2 weeks, the aquocopper(II) complexes 
are preferentially held in the sodalite cages.47 In contrast, 
an equilibration time of 16 h yielded Cu-Y samples in 
which the supercages contained all of the aquocopper(II) 
species.48 Following activation, most of the divalent ions 
were located in the small cages.30,48 This agrees with a 
recent study of the conductivity and dielectric dispersions 
of a few zeolites in which relaxation measurements on a 
dehydrated Cu(II)-Y zeolite indicated copper migration 
within the sodalite unit.49 Since the Cu-Y zeolites in the 
present study were prepared by equilibration in the ex­
changing solutions for only 4 h, the proposal that the 
Cu(II)-aquo complexes are in the supercages is in 
agreement with the sitings previously reported. The 
copper(II) ion exchange process in Y zeolites appears to 
be analogous to the two steps (fast and slow) observed for 
the exchange of Ca2+ into N a-X  zeolite,60'51 where the slow 
step is the migration of Ca2+ into the small cages.

Conclusions
When the ion exchange of N a-Y  zeolites with low 

concentrations of copper(II) is carried out at ambient 
temperature with short equilibration times, e.g., 4 h, the 
exchanged hydrated copper(II) ions are located in the 
supercages. The free rotation of these complexes is 
hindered, probably by orientation through hydrogen 
bonding between the coordinated water and the negatively 
charged zeolite lattice. It appears that rapid dehydration 
tends to leave the divalent cations in the supercages, where 
the cations exhibit distinctive EPR parameters, but slow 
dehydration by prolonged evacuation allows the Cu(II) ions 
to migrate into the small cages. Following activation, 
cations in the latter positions exhibit a different distinctive 
set of EPR parameters and are the last divalent ions to 
undergo high temperature reduction. As the Cu(II) 
content of the zeolite increases and the Na+ content de­
creases, rapid dehydration tends to yield copper(II) ions 
located in both supercage and small cage sites. The EPR 
parameters obtained upon partial reduction and reoxi­
dation are the same as those exhibited by the particular 
sample following one of the dehydration procedures prior 
to reduction. Thus, the number of Na+ ions remaining in 
the zeolite, the time of equilibration used for the Cu(II) 
ion exchange, and the dehydration procedure can influence 
the location of copper(II) ions in Y zeolites, and the diverse 
hyperfine splitting values exhibited in Table I are now 
understandable.
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Metal-Ammonia Solutions. 10. Electron Spin Resonance. A Blue Solid Containing a 
Crown Ether Compiexing Agent

R. L. Harris and J. J. Lagowski*

Welch Chemical Laboratory, The University of Texas, Austin, Texas 78712 (Received October 27. 1977)

The results of ESR measurements on liquid and frozen solutions of potassium and 18-crown-6 in ammonia 
are reported. The results for the liquid state are similar to those previously reported for solutions without 
18-crown-6. Three features are observed for frozen solutions which can be explained in terms of two different 
types of potassium metal species and an ion pair consisting of a “solvated” electron and the potassium cation 
complexed by the crown moiety. The implications of these results for liquid solution ESR spectra of met­
al-ammonia solutions are discussed.

Introduction
During the course o f extensive studies of metal- 

ammonia solutions1 a number of unusual properties have 
been discovered. Among the more interesting magnetic 
properties of these solutions is the narrowness of the 
electron resonance absorption line. In the most widely 
accepted theory, the ESR results are explained in terms 
of motional narrowing of the hyperfine interaction with 
nitrogen nuclei.2

A better understanding of the solvated electron in liquid 
ammonia could be obtained if a detailed analysis were 
available on a similar species in the solid state. Many 
attempts3 have been made to isolate the ammoniated

electron in the solid state. Various paramagnetic species 
can be isolated from ammonia and hexamethylphospho- 
rous triamide as trapped paramagnetic centers, but the 
large number of such species that have been isolated bear 
little resemblance to those found in solution.

Dye and co-workers4 have been successful in isolating 
the sodium anion, a species long presumed to exist in 
metal-amine solutions, by the judicious use of crown ether 
compiexing agents in ethylamine solutions. Amorphous 
gold-colored and blue-colored solids have been obtained 
from a variety of solvents.5

In experiments preliminary to the work reported here 
we were able to obtain blue solids from liquid ammonia
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solutions of calcium, sodium, and potassium containing 
crown ether by evaporating the solvent.6 These solids 
behave both thermally and under partial ammonia 
pressure similarly to those obtained by Dye et al.5 The 
most stable blue solid was obtained from potassium- 
ammonia solutions to which 18-crown-6 had been added. 
At no time was a bronze phase observed in either po­
tassium- or sodium-ammonia solutions containing 18- 
crown-6, in spite of the fact that such solutions without 
18-crown-6 easily can be made to yield a bronze phase.7

Several attempts were made to establish the composition 
of the blue solid by determining the ammonia-to-hydrogen 
ratio released upon decomposition. These experiments 
revealed no consistent composition as indicated by the 
ratios NH3:H2:K or NH3:H2:crown. The available data 
therefore suggests that this blue solid is not stoichiometric 
but is probably an ill-defined amorphous solid or a mixture 
of species.

The characterization of the blue solid by ESR spec­
troscopy was undertaken in an attempt to better under­
stand metal ammonia solutions. In our early experiments 
we noticed that blue-colored ammonia matrices were 
formed upon freezing potassium-ammonia solutions 
containing 18-crown-6. The blue ammonia matrix was 
more resistant to decomposition than the amorphous blue 
solid obtained by evaporating ammonia from potassium, 
18-crown-6 solutions as described above. Accordingly, we 
are concerned here exclusively with the characterization 
of the frozen 18-crown-6, potassium-ammonia solutions.

Experimental Section
18-Crown-6 (1,4,7,10,13,16-hexaoxocyclooctadecane) 

either was obtained from PCR Inc. and used after sub­
limation, or made using published procedures. Both the 
melting point and IR spectra of the ether used in these 
experiments were identical with the reported data.8

Potassium was distilled once in vacuo and used without 
further purification.

Ammonia was distilled into a steel container and stored 
over sodium; then it was distilled from sodium prior to use.

The DPPH (2,2-diphenyl-l-picrylhydrazyl, Eastman 
Kodak certified at 93.9%) standard was powdered and 
mixed with KC1 dilutent.

After considerable experimentation the following pro­
cedure for determining the ESR spectrum of the blue solid 
evolved. A weighed amount of 18-crown-6 was placed in 
a 3-mm Pyrex tube which carried at stopcock and 12/5 
glass socket joint. The tube was attached to a vacuum line, 
and both the tube and 18-crown-6 were well rinsed with 
anhydrous liquid ammonia. The tube was transferred to 
a helium atmosphere drybox without exposing the contents 
to the air. Witbin the drybox potassium was weighed and 
inserted into the tube, which was reattached to the vacuum 
line. Ammonia was condensed into the tube which was 
then sealed off. After the ESR measurements had been 
made, the tube was kept at room temperature until the 
contents had completely decolorized.

The ESR spectra were recorded either directly on a 
Varian E9 spectrometer using 100-kHz modulation and a 
resonance frequency of about 9.56 GHz, or were collected 
with a Nova computer. Spectra recorded with the com­
puter were simultaneous sweeps of both the sample and 
reference cavities, each comprising 251 points which in turn 
consisted of 100 averages of the raw data. These spectra 
were then transfered to a CDC 6400-6600 computer for 
data analysis as described later.

An ESR tube with potassium iodide and 18-crown-6 
dissolved in ammonia gave only the weak Pyrex absorp­
tion, detectable only at much higher microwave power than

Figure 1a. ESR powder pattern fit (line) to 251 data points (circles) 
for a potassium, 1S-crown-6 ammonia solution at -1 3 0  °C. The sample 
is 0.20 MPM in potassium and has a potassium/18-crown-6 ratio of 
0.33.

that used with any of the other solutions.
The temperature in the ESR cavity was measured by 

a copper-constantan thermocouple that had been cali­
brated with slush baths of water (0.0 °C). toluene (-95 °C), 
and chloroform (-63.5 °C).

The estimated accuracy of the field measurements is 
±0.05 G, but the precision is much better. As a result of 
using a standard (DPPH) assumed to have the well-known 
value of 2.00360,9 the errors we report are relative errors, 
and hence smaller than the actual accuracy of the g  value 
measurements.

Results and Analysis
Data analysis was conducted with a CDC 6400-6600 

computer using the subroutines SIMPLEX and STEPIT.10 
Also used were IMSL subroutines for differentiation and 
integration, as needed.11 Several of the spectra in which 
the type I feature dominated (see Figures la-d) were fit 
using these subroutines. These subroutines were also used 
to fit the liquid solution spectra to shapes12 as described 
in the supplementary material (see paragraph at end of 
text regarding supplementary material). Goodness of fit 
was estimated using the Hamilton R factor.13

18-Crown-6 is only sparingly soluble in ammonia, but 
when 18-crown-6 is added to potassium-ammonia solu­
tions, it is soluble to a much greater extent than a one- 
to-one K:18-crown-6 ratio. The solutions maintain their 
dark blue color. On cooling the solutions slowly a white 
precipitate forms; when the solutions are warmed to room 
temperature, the white precipitate redissolves.

The observed ESR spectra in the liquid state of solutions 
of 18-crown-6 and potassium in ammonia are narrow 
signals that approximate a Lorentzian shape. Tables I and 
II, which are available as supplementary material, contain 
some examples of the width of these signals at various 
concentrations.

Upon freezing these solutions, dramatic changes take 
place in the ESR spectrum. Three different types of 
features are observed, which for convenience here we 
arbitrarily designate type I, type II, and type III.

The type I feature dominates Figures la -d . The other 
types of spectra obtained for frozen solutions are shown 
in Figures 2a-3. The type II feature has the shape usually 
associated with conduction electron spin resonance (CESR) 
signals, and the type III feature has the shape and width 
that has been assigned14 to a CESR signal in frozen po-
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TABLE I I I :  Spin-Spin Relaxation Times Calculated 
from  the Type I Powder Pattern in Potassium, 
18-Crown-6 Frozen Ammonia Solutions

Concentrations

K /N H ,“ K/18-C-66 Temp, °C T2(107),c s

2.46 0.45 -9 7 d 4.2
2.46 0.45 -1 0 6 6.1
2.46 0.45 -1 2 5 4.6
2.46 0.45 -1 5 0 2.3
1.41 1.59 -9 7 5.3
1.41 1.59 -1 0 6 4.3
1.41 1.59 -1 0 6 5.7
1.41 1.59 -1 1 7 4.4
1.41 1.59 -1 2 5 4.2
1.41 1.59 -1 3 4 3.5
1.41 1.59 -1 4 2 3.2
1.41 1.59 -1 5 0 5.1
0.38 0.83 -1 1 2 .0 e 5.7
0.38 0.83 -1 2 0 .9 8.2
0.38 0.83 -1 3 1 .3 6.4
0.38 0.83 -1 4 1 .0 6.9
0.38 0.83 -148.6 7.7
0.38 0.83 -1 5 6 .6 6.9
0.20 0.33 -120 .7 5.3
0.20 0.33 -1 2 7 .2 5.9
0.20 0.33 -1 3 0 .3 5.0
0.20 0.33 -1 3 6 .4 3.9
0.20 0.33 -139 .1 3.5
0.20 0.33 -1 4 0 .0 3.4
0.20 0.33 -1 4 9 .5 4.7
0.20 0.33 -1 5 7 .3 4.0
0.20 0.33 -1 6 6 .9 3.4

a MPM (mole fraction potassium times 100) (10% error).
1 Mole ratio  potassium to 18-crown-6 (<10% error).
Calculated using T2 = 2 l ( y eb) ,  b obtained from computer

f i t  using the equations developed by J. A. Ibers and J. D. 
Swalen,P h ys .  Reu., 127, 1914 (1962). d ±5.0. e ±0.5.

Figure 4. Effect of freezing rate on frozen potassium, 18-crown-6 
ammonia solutions. Spectrum taken at 0.10 mW on a sample consisting 
of 0.38 MPM potassium and a potassium/18-crown-6 ratio of 0.83.

feature is observed. In all cases where a type II feature 
is observed a white precipitate appears in the frozen, sealed 
ESR tube. This white precipitate can be redissolved at 
room temperature, and then the tube quick frozen to give 
only the type I feature. The saturation behavior of these 
two types of signals, observed in the same sample, is shown 
in Figure 3.

The type II feature is always obscured by the type I 
feature. It does not appear practicable to attempt a fit of 
this signal, because the fit of the type II feature would be 
dependent on the “ background” fit of the type I feature. 
Assignment of the type II feature as a CESR signal is based 
on its unusual shape. The shape is approximately that 
expected for a CESR signal in which the skin depth is less 
than the relaxation rate for a thick metal plate or a large 
sphere. The saturation behavior is reminiscent o f the 
results observed in frozen potassium-ammonia solutions 
which were assigned to hyperfine coupling with the po­
tassium nuclei21 which lends credence to the assertion that 
the type II feature is strongly metal related. The type II 
feature has a g value at the peak of 2.000 (1), which is close 
to 1.9982 (6), the measured g value for potassium metal 
at 170 K.22 If the type II feature is indeed that of a CESR 
signal, with Td/T 2 «  1.0, then the actual g value should 
be somewhat less than the peak value.19 The half-width 
would be given by
T2 =1.33/(yeAHl/2) (2)

where Ye is the electron gyromagnetic ratio, AH1/2 is the 
width at half-height, and T2 is the transverse relaxation 
time.19

Since the width is approximately 1.0 G, T2 becomes 7.6 
X 10~8. For potassium in HMPA T2 has been measured 
at 1.3 X 10'9 at 150 K,22 and as long as 8. X 10-7 in the pure 
metal.23 The agreement is satisfactory and we may assign 
the type II absorption to a conduction electron where the 
skin depth is less than the relaxation rate, but where the 
size of the metal particles is greater than the skin depth.

Type III Feature. The type III feature as shown in 
Figure 2a exhibits both the shape and the line width 
observed in frozen potassium-ammonia solutions and this 
feature has been attributed to CESR with a particle size 
smaller than the skin depth.13'22 The relaxation times 
calculated do not agree with values obtained for potassium 
metal in other solvents and they may indicate that po­
tassium forms an ammoniate such as Li-4NH324 or Ba- 
6NH3.25 No other evidence has been found to support this 
suggestion. The g value is in the range 2.0012 (5) and is 
significantly different than that for potassium (1.9982 (6))" 
or that which has been observed previously in frozen 
potassium-ammonia solutions.14’22

Discussion
The type I feature is due to a species which has magnetic 

axial symmetry. Possible species are potassium metal, a 
potassium atom, a potassium species of the type K(NH3)JI, 
an ammonia radical, or a frozen “ solvated” electron. All 
of the isolated potassium species would require hyperfine 
coupling to the potassium nucleus, such as those species 
that have been observed previously.21,26 A radical ammonia 
species would require hyperfine coupling to the nitrogen 
atom. The type II and type III species described above 
are of the CESR type and thus delocalized electrons are 
already well represented in these solutions. Furthermore, 
the powder pattern shape is a localized ESR signal, not 
one due to an extended state, such as a metal. Thus, of 
the possible species, only the “ solvated” electron remains 
as a reasonable contender.

Current theories2' o f the structure of the solvated 
electron do not predict an asymmetric structure, but we 
can explain the observed asymmetry in the solid by 
postulating a “ loose” ion pair. A representation of the 
proposed ion pair model is in Figure 5.

In Table III are listed values of T2 obtained for the type 
I feature. These relaxation times are of the same order 
of magnitude as those obtained in the liquid state for this





of alkali metal anions. The second is spin-paired electrons 
in two distinct cavities.

The spin site exchange mechanism explains why the 
hyperfine coupling o f the metal is not observed in most 
metal ammonia solutions, although there is good reason 
to believe some monomers must be present.28 The ex­
change of the electron from the cavity site to the metal site 
is so facile the hyperfine coupling is averaged out, as has 
been proposed elsewhere.35

The explanation of the ESR observations proposed here 
need not conflict with the corresponding explanations of 
the near IR spectrum observed in liquid metal-ammonia 
solutions. The value of rex is calculated from |K = 
(Aw0rex/27r) in ref 33 to be 1.8 X 10“8 s. Approximately 
0.1% of the electrons in solution are associated with the 
cation,28 so that the residence time of the electron on the 
metal becomes 1.8 X 10 11 s. This is probably long enough 
for collapse of the cavity to occur. However, cavities are 
formed at faster rates than 5 X 10-12 s in ammonia,36 so 
that cavity collapse would not prevent formation of an 
alternate cavity to which the electron on the metal could 
move. Since the monomer is in very low concentration, 
the spectrum will be essentially the same as if there is no 
monomer. At concentrations where significant ion pairing 
occurs as proposed for this solid blue species, we predict 
an effect upon the near-IR spectrum which for -65 °C 
sodium-ammonia solutions should begin at 10“3 M.37

C onclusion
ESR signals have been observed for 18-crown-6, po­

tassium-ammonia solutions in both the liquid and solid 
states. The liquid state has a single absorption that is 
nearly the same as that observed in potassium-ammonia 
solutions, and can be explained in the same way. This 
observation confirms the supposition that the potassium 
cation does not significantly participate in the para­
magnetism exhibited by dilute solutions.

In the frozen state, three distinct features are observed. 
Type I can be described as an ion pair of a “ frozen” cavity 
and a cation trapped by a crown complexing agent. The 
intrinsic powder pattern width can be explained by hy­
perfine motional narrowing with the nitrogen nuclei. The 
axially symmetric magnetic properties are explained by 
assuming a perturbation of the cavity by the cation. Type
II and type III are both explained in terms of CESR 
absorptions of species previously observed.
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TABLE I: Summary of the Thermal Decomposition Data of Barium Azide“

Ref Material
Exptl method6 and 

temp range, °C
Kinetic
analysis

Activation energy, 
kcal/mol

1 Dehydrated
monohydrate

P(in vacuo) 
100-130

Exponential
expression

21.0

2 Dehydrated
monohydrate

M
100-123.5

r = kt 23.5

3 Dehydrated
monohydrate

P(in vacuo) 
102.2-123.4

P -  C(t — y )6 29.0
(slow growth)

4 Dehydrated
monohydrate

M 23.0

5 Dehydrated
monohydrate

P(in vacuo) 
110-140

AE, n = 4 26.8

6, 7 Anhydrous
single
crystals

P(in vacuo) 
M
120-145

a = Kt* 26.0

“ A complete listing of the thermal decomposition data is available as supplementary material. See paragraph at end of 
text regarding supplementary material. 6 P, pressure increase; M, microscopic study; r, radius; t, time;p, pressure of N2;y  
slow growth correction: AE, Avrami-Erofeyev equation; a, fraction decomposition.

Figure 1. Plots of the fractional decomposition, a , vs. the time, f (in 
min), of heating of anhydrous barium azide single crystals at various 
temperatures.

Figure 2. Typical fits of the a -1  curves for the thermal decomposition 
of anhydrous barium azide single crystals to the Avrami-Erofeyev 
equation (n  =  3).

Subsequently the rate constants for the thermal decom­
position of doped samples were calculated from these fits. 
Figure 3 shows an Arrhenius plot in the temperature range 
120-190 °C for the thermal decomposition of single crystals 
of anhydrous barium azide, both pure and doped with 
respective impurities. It can be seen that in every case a 
break is apparent, and the activation energy in the low 
temperature range is 23 ±  1 kcal/mol and in the high 
temperature range the activation energy value is 36.8 ±  
1 kcal/mol. The break or knee temperature is further seen 
to depend on the type of the dopant and its concentration 
(presented in Table II). Whereas CT ion impurity affects 
neither the rate of decomposition of pure Ba(N3)2 nor its 
knee temperature, an Na+ ion or C 032“ ion impurity is seen 
to shift the knee to higher temperature and sensitize the

Figure 3. Arrhenius plots for the thermal decomposition of pure and 
doped anhydrous barium azide single crystals.

TABLE II: Effect of the Dopant Ion and Its 
Concentration on the Knee Temperature in the Thermal 
Decomposition of Barium Azide Crystals

Dopant
ion

Dopant concn, 
ion mol %

Rate constant“k, min 1
Knee Below knee Above knee 
temp, temp (at temp (at 

°C 141.5 °C) 178.0 °C)
None None 162.0 0.01200 0.2188
c r 10‘ 2 162.0 0.01200 0.2188
Na+ 10“4 169.0 0.01905 0.2188
Na+ 10“1 175.5 0.02512 0.2188
co32- io -2 166.0 0.01660 0.2188
Al3+ io -2 156.0 0.01096 0.2188

“ In all cases the activation energy below the knee 
temperature was 2 3 + 1  kcal/mol and above the knee 
temperature the activation energy was 36.8 ± 1 kcal/mol.

decomposition rate and an Al3+ ion impurity lowers the 
knee temperature and desensitizes the decomposition rate.

The shift of knee temperature with the type of the 
impurity and its concentration is a common phenomenon 
in the usual conductance plot of log a vs. 1/ T for well- 
known solids showing ionic conductivity. In barium azide, 
Maycock16 has shown that an Na+ impurity increases the 
conductance of barium azide. He explained his result 
assuming that barium azide, in analogy with barium 
chloride, is an anionic conductor. However the later work 
of Pai Verneker et al.17 has shown that in barium azide the 
current carrying species is the barium ion and not the azide 
ion. The results of Maycock on Na+ doped Ba(N3)216 are 
equally well explained on the model that Ba(N3)2 has a 
Frenkel defect structure and that the current carrying 
species is the interstitial barium ion. Doping barium azide 
with Na+ results in a decrease in the concentration of the



cation vacancies according to the equation 

( + ) ( - )  = constant

where (+) and (-) represent the concentrations of the 
cation and anion vacancies. Further, it is evident from the 
expression

(+ ) ( I +) = constant

where (I+) represents the concentration of positive ion 
interstitials, that a decrease in the concentration of cation 
vacancies in a crystal lattice should lead to an increase in 
the concentration of the positive ion interstitials. In the 
light of this, one can argue that the concentration of 
barium ion interstitials increases when doped with Na+ or 
C 0 32“ ions, decreases when doped with Al3+ ions, and 
remains unchanged when doped with Cl" ions. Un­
doubtedly, conductance experiments on doped barium 
azide crystals could prove this point unambigously. In the 
absence of conductance data, one can speculate that the 
sensitization of the thermal decomposition by impurities 
such as Na+ and C 032“ and desensitization by the Al3+ ion 
are related to the concentration of the barium ion in­
terstitials in the barium azide crystals. This speculation 
derives weight from the fact that, in the high temperature 
region, the intrinsic region where the barium ion in­
terstitials are self-generated due to the thermal effects, the 
impurities do not affect the rate of thermal decomposition. 
The present data on pure and doped barium azide, 
therefore, suggest that the rate-determining step in the 
thermal decomposition of barium azide is the diffusion of 
the barium ion interstitials rather than an electron transfer 
process as suggested by earlier workers.3,11,14,18 Ba2+ ions 
arriving at the metal-salt interface lower the Fermi level 
of Ba and thus facilitate subsequent electron transfer to 
the metal. N3- radicals formed simultaneously decompose 
to form N2 gas. Repetition of these processes represents 
the nucleus growth, diffusion of Ba+ interstitials being the 
rate-determining step. The mechanism of thermal de­
composition of barium azide can be schematically rep­

Therm al Decom position o f Barium Azide

resented as follows:
N3" -» N3° + e" (1)
Ba2 + + 2e" -* Ba (nucleus formation) (2)
Ba + Ba2 + -* Ba22 + (diffusion of Ba2+ interstitials) (3)
Ba22* + 2e" -* Ba2 (nucleus growth) (4)
2N3° -> 3N2 (5)

Reaction 3 is the slowest step. The activation energy in 
the low-temperature region, viz. 23 kcal/mol, then cor­
responds to the energy of diffusion of Ba2+ interstitials. 
It is worthwhile to mention here that, according to Thomas 
and Tompkins,19 the activation energy for the mobility of 
barium ions in Ba(N3)2 is expected to be similar to that 
o f lead ions in lead halides, which is ca. 20 kcal/mol.20

The diffusion-controlled mechanism proposed above for 
the thermal decomposition of barium azide is supported 
by the correlation found between the activation energy 
value for extrinsic conduction in Ba(N3)2 (19.6 kcal/mol) 
obtained by Maycock16 and the activation energy we 
obtained for the low temperature thermal decomposition 
of barium azide (23 kcal/mol).

The high temperature region (activation energy 36.8 ±  
1 kcal/mol) probably corresponds to the intrinsic region 
where the Ba2+ interstitials are self-generated due to 
thermal effects. This conjecture derives weight from the 
fact that dopants do not affect the rate of decomposition 
in this temperature range. Conductance studies would 
have helped in confirming this fact. Unfortunately, no
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Figure 4. Arrhenius plots for the thermal decomposition of anhydrous 
barium azide crystals and uncompressed and precompressed powders 
(particle size, 15 0 -18 0  fim).

Figure 5. Effect of pelletting pressure on the rate of thermal de­
composition of anhydrous barium azide (powder size, 15 0 -18 0  /xm) 
at 136 °C .

conductance measurements have been, so far, carried out 
in this high temperature range because of the relatively 
faster decomposition of barium azide.

Thermal Decomposition of Anhydrous Barium Azide 
Powder. The thermal decomposition of barium azide is 
envisaged to occur by the diffusion o f the barium ion 
interstitials to selective sites where the decomposition is 
favored. Hence a change in the concentration o f the se­
lective sites should also alter the rate of thermal de­
composition of barium azide. With this view, therefore, 
the thermal decomposition of barium azide powder (un­
compressed and precompressed) was investigated.

Anhydrous barium azide powder was prepared by 
grinding anhydrous barium azide single crystals to the 
desired particle size (150-180 ¿¿m). a-t plots and Avra- 
mi-Erofeyev fits for the thermal decomposition of the 
powder samples at all temperatures studied were similar 
to those shown in Figures 1 and 2, respectively. Thermal 
decomposition of powder precompressed to 100, 200, and 
250 kg/cm 2 was also studied. Following the precom­
pression, the pellet has been dismantled and ground to the 
same particle size fraction (150-180 fim) in all cases, a-t 
plots and the fits to the Avrami-Erofeyev equations were 
used to calculate the rate constants for the thermal de­
composition of precompressed powder at various tem­
peratures. Figure 4 presents an Arrhenius plot for the 
thermal decomposition of barium azide crystal and powder. 
It is evident that the activation energy remains unchanged 
but the rate of thermal decomposition is drastically en­
hanced by powdering the crystal. Figure 4 also shows the 
effect of precompression on decomposition rate. It can be



seen that the rate of thermal decomposition is a function 
o f the precompression pressure (shown in Figure 5). 
Earlier works by Pai Verneker and Rajeshwar21,22 on 
ammonium and potassium perchlorates and Pai Verneker 
and Nair23 on ammonium oxalate by x-ray diffraction and 
IR techniques have revealed that (i) precompression in­
creases the concentration o f gross imperfections such as 
dislocations in these crystals, (ii) the concentration of these 
defects is linearly proportional to the applied pressure, and
(iii) the thermal decomposition of these crystals is pro­
portional to the applied pelleting pressure. In light of this, 
one can say that gross imperfections produced by pre­
compression enhance the thermal decomposition of barium 
azide in a systematic manner. This is in accordance with 
the fact that an increase in the concentration of the se­
lective sites where decomposition takes place should en­
hance the diffusion of barium ion interstitials.

Conclusions
The thermal decomposition of anhydrous barium azide 

single crystals and powder has been studied in detail over 
a wide temperature range. The results of the present 
investigation reveal that (i) doping Ba(N3)2 with impurity 
ions such as Na+ and C 032- results in a sensitization of the 
thermal decomposition, whereas an Al3+ impurity slows 
down the decomposition rate; (ii) precompression causes 
a drastic increase in the decomposition rate. These effects 
clearly exhibit the role of crystal imperfections in the 
reactivity of solids. Whereas doping results in the creation 
o f point defects, precompression leads to the production 
of gross imperfections such as dislocations.

The break (knee) observed in the Arrhenius plot for the 
thermal decomposition of pure and doped barium azide 
and the shift in the knee temperature depending upon the 
type and concentration of the dopant, clearly speak in 
favor of a diffusion-controlled mechanism, Ba2+ interstitials 
being the diffusing species. A mechanism involving 
electron transfer as the rate-determining step seems to be 
very unlikely. Torkar et al.u have shown that it is the 
diffusion of Na+ ions that controls the rate in the thermal 
decomposition of NaN3. Recent investigations by
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Maycock16 support a diffusion-controlled mechanism for 
the thermal decomposition of KN3, the migrating species 
being K + ions. Our results combined with the results of 
earlier workers1416 lead to the conclusion that, in the 
thermal decomposition of metallic azides in general, 
diffusion o f metal ions does play an important role in 
controlling their reactivity.

Supplementary Material Available: Thermal de­
composition data of doped, undoped, precompressed, and 
uncompressed barium azide crystals (Figures 1-9 and 
Tables I-X ) (14 pages). Ordering information is available 
on any current masthead information.
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Size and Geometric Effects in Copper and Palladium Metal Clusters

R. C. Baetzold
Research Laboratories, Eastman Kodak Company, Rochester, New York 14650 (Received September 6, 1977) 
Publication costs assisted by Eastman Kodak Company

Self-consistent extended Hückel calculations for cluster and bulk Cu and Pd are reported. The density of states 
function of clusters up to 40 atoms takes on the shape but not the width of the bulk function. Vacant d orbitals 
are observed on Pd atoms which have coordination numbers 5-7 in irregularly shaped clusters. This effect 
correlates with a greater projected density of states at the Fermi energy. This effect is not present in Cu clusters. 
These effects and their implications for catalysis are discussed.

1. Introduction
Catalysis involving small metal particles is of great 

commercial importance. While a vast background of 
experimental work exists classifying catalytic properties 
of small metal particles, little understanding of their 
microscopic role in catalysis exists. Attempts1-3 to correlate 
catalytic activity with particular properties such as percent

and character of the metal bond, heats o f adsorption or 
sublimation, metallic radius, densities of states at the 
Fermi level, or surface d electrons4 are useful to provide 
understanding within a particular class of reactions, but 
often do not apply to more general reactions.

Outstanding questions include the matter o f determining 
catalyst electronic effects with size and its influence upon
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catalytic reactions. Boudart5 has classified reactions into 
structure sensitive and insensitive based upon this size 
effect. Some reactions show pronounced effects of catalyst 
particle size while others are independent6 of the catalyst 
size. A critical size exists for some reactions, where 8-20 
atoms of Pd, Ag4, and Au2 represent this size for metal 
deposition from solution.7 Thus experimental evidence 
suggests that important catalytic effects take place as metal 
particle size changes. The role o f the catalyst support in 
influencing electronic properties of the catalyst may also 
be important. The question of whether support effects are 
dominant in determining catalytic properties of the small 
particles depends in part upon how the electronic prop­
erties of the catalyst particle compare with those of the 
bulk metal.

The role of catalyst structure involving special ar­
rangements of atoms remains open. Significant in this 
regard have been the stepped surface studies which define 
an active catalyst site for some reactions.8 These active 
sites on metal crystals involving atoms with low coordi­
nation number are comparable to small metal particles in 
catalytic activity for some reactions.8 The possible re­
lationship between electronic properties and structure of 
these sites is now actively under investigation.9,10

Theoretical studies of small metal particles using 
semiempirical molecular orbital theory have focused on 
their electronic11 and chemisorptive properties.12-14 The 
approach of binding energies, ionization potential, and 
energy level spacing to bulk values has been deduced to 
generally require particles larger than 10 A diameter for 
close correspondence.11 Clusters of Ag having 55 atoms 
were calculated to possess 1/3 to 1/2 of the bulk binding 
energy per atom. Ionization potentials of large clusters 
o f Cu, Ag, and Au containing up to 135 atoms have been 
studied.15 Changes are found in this property upon 
progressing from 79 to 135 atoms. In contrast to this 
behavior, chemisorptive studies have generally shown that 
a localized model is sufficient to describe the interaction 
between absorbate and metal surface.12,14,16 The primary 
surfaces studied here have been Ni and W where 9- to 
10-atom surface models have been employed.

The present work is aimed at principally studying the 
valence density o f states (DOS) for Cu and Pd clusters in 
both highly symmetric and asymmetric geometries. These 
two metals differ significantly in electronic and catalytic 
properties. We wish to examine the behavior of the DOS 
as particle size changes and make direct comparisons with 
the calculated bulk value. In addition, some special sites, 
analogous to steps in that they possess atoms with low 
coordination, will be examined. These calculations have 
been performed using extended Huckel theory16 within the 
framework o f the self-consistent procedure for metal 
complexes.17 Thus, excessive charge buildups sometimes 
observed in extended Huckel calculations are avoided.

2. Method
The extended Huckel procedure developed by Hoffmann 

requires diagonalization of a secular determinant:

If f -ESI = 0  (1)
The overlap elements (Si;) are calculated using Slater 
orbitals involving two functions for the d orbital and one 
function for the s and p orbitals. Thus 4d, 5s, and 5p 
orbitals for Pd and 3d, 4s, and 4p orbitals for Cu are 
treated. The Hamiltonian matrix elements (ffi;-) were 
taken from the Wolfsberg-Helmholtz formula19
^  = K(Hit + Hjj )Sij/2 K  = 1 .75  (2 )

and the atomic ionization potential provided values for the

TABLE I: Parameters of the Calculation
Cu

Slater exponents Pd
3d 5.950 (0.5933), 2.300 4d 5.983 (0.5264), 2.613

(0.5744) (0.6372)
4s 1.550 5s 1.568
4p 1.550 5p 2.190

Electron Cu Pd
ionized Configuration6 A, eV B, eV A, eV B, eV

s d*s 7.72 9.91 7.43 8.65
s d ^ 'V 9.17 10.63 8.28 8.65
s d67-1sp 10.86 10.90 11.21 8.65
p dwpi 3.98 7.69 3.85 7.36
p 5.28 7.91 7.73 7.36
p isp 5.03 8.13 6.44 7.36
d (jiV+le 2.50 17.87 8.51 11.82
d dNs 10.66 16.08 11.68 11.82
d dNp 12.86 15.47 12.97 11.82

° Two exponents with coefficients in parentheses. b N
= 10 for Cu, 9 for Pd. c Extrapolated for Cu.

Hu elements. The Hu values were expressed in terms of 
valence state ionization energy (Hu ) using the procedure 
of Basch, Viste, and Gray17

- f f ; ; '  = A +  BQ (3)

where Q is the charge on the atom and A and B are ob­
tained by fitting to average electron configuration energy 
for the atom or ion. Nine configurations were employed 
for Cu,17 while spectroscopic data20 were employed to 
obtain average energies in order to determine the A and 
B values of Pd. These values as well as other input data 
are listed in Table I. The calculations went through 10-15 
iterations generally, giving a Mulliken charge distribution 
varying less than 0.01 on each atom between successive 
cycles. Clusters larger than 19 atoms were calculated using 
the self-consistent Hu values appropriate to the 19-atom 
cluster in a noniterative manner. Some of the calculations 
for Pd clusters in asymmetric geometries required 30 
cycles.

The use of extended Huckel theory for bulk crystals is 
very similar to that employed recently for Ni bulk and 
surfaces.21 Slater orbitals representing valence d, s, and 
p orbitals were employed with the exponents of Table I 
and Hu values appropriate to d ’V  for Cu and d9,4s0,6 for 
Pd. Lattice constants were determined by bulk experi­
mental values. Bloch functions are the basis functions 
which convert the secular equations to a function of k, the 
reciprocal lattice vector. Overlap elements were deter­
mined from

Sfxv(k) = ^ S ^ l(k)eik-Ri (4)

where Rt is the translation vector, and the superscripts 0,/ 
define the unit cells where m and v have their origin. The 
sum includes terms up to the fourth nearest neighbor. 
Hamiltonian elements were constructed in a similar 
fashion. The secular equation is solved at an equivalent 
of 2048 points in k space. The resulting eigenvalues were 
averaged over these points to obtain a DOS histogram. 
The histogram was further smoothed by centering a 
Gaussian function of 0.1 eV width upon each energy level. 
This procedure employing Gaussian functions was also 
used for the finite clusters and for preparing all o f the 
figures shown here. The smoothing procedure employing 
Gaussian functions groups the discrete energy levels within 
a small energy interval. This effect occurs in any ex­
perimental measurement of DOS due to finite instrumental
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I9 ATOM FCC STRUCTURE

Figure 1. Fccub model for 19-atom cluster.

resolution. Gaussian functions are often employed to 
express the instrumental line width.

The projection of the DOS upon particular atoms was 
obtained from the coefficients Cir The relation

P i  =  £ ( 2 C , , 2 +  2  C j i C k i S j k ) ( 5 )
i  i * k

provides the projection of a given molecular orbital t upon 
a particular atom when the sum over j  only runs over 
orbitals on the atom in question. Analysis of each mo­
lecular orbital provides the projection which is plotted vs. 
energy. This value is multiplied by a Gaussian function 
as described earlier to determine the projected DOS.

3. Results
3.1. Model. Calculations have been performed for 

three-dimensional symmetric geometries up to 8 atoms 
(triangles, tetrahedrons, bipyramids, bicapped pentagons, 
cubes) and face-centered-cubic geometries (fccub) at larger 
sizes. The model for a 19-atom fccub cluster depicts this 
geometry in Figure 1. The center atom is surrounded by 
shells of nearest neighbors containing 12, 6, and 24 atoms 
successively in complete shells. We consider highly 
symmetric clusters containing 13,19, and 43 atoms as well 
as less symmetric clusters containing incomplete shells of 
nearest neighbors. All nearest neighbor distances are equal 
in these calculations and taken as 2.50 and 2.74 A for Cu 
and Pd, respectively. These values correspond closely to 
the experimental bulk distances. Calculated equilibrium 
distances for the large clusters are 2.5 and 2.3 A, re­
spectively, for Cu and Pd for noniterative calculation. The 
results of the non-self-consistent calculation for bond 
length agrees better with bulk experiment for Cu than Pd. 
This is due to the greater calculational difficulty in 
properly describing the partially filled d band which exists 
for Pd, but not for Cu.

3.2. Cu Cluster DOS. The bonding in Cu clusters is due 
primarily to overlap of 4s orbitals. The density of states 
function (DOS) for various sized clusters is shown in Figure 
2. The DOS profiles were obtained using the Gaussian 
procedure described earlier. The most intense peaks in 
Figure 2 are due primarily to d molecular orbitals, with 
less intense peaks due to s molecular orbitals appearing 
on both sides of the d states. The filling of the s band with 
size is particularly apparent in this figure. Multiple peak 
structure appears in the DOS for small sizes, yet changes 
are apparent in all clusters in this size range. In addition 
to these effects the highest occupied molecular orbital 
(HOMO) shifts toward the vacuum level by 2.66 eV from 
Cu2 to Cu43 as seen in Table II. The top of the d band

Cu Clusters

16

13

10

Jll

HOMO

43

39

., 31

A* At 19
-7 -6 -5 -4 -3 -2 -I 0 -7 -6 -5 -4 -3 -2 -I 0

Energy, eV EF = 0

Figure 2. Valence density of states for Cu clusters containing 8 -4 3  
atoms vs. energy measured relative to the Fermi energy, E F.

TABLE II: Properties of the Clusters
Copper Palladium

No. of 
atoms

HOMO,
eV

A,b
eV

HOMO,
eV

A,
eV

2 9.36 2.33
8“ 8.91 2.66 9.09 0.01

10 7.17 0.14 9.12 0.03
13 7.32 0.94 9.27 0.12
16 7.44 0.05 9.49 0.01
19 7.16 0.72 9.21 0.01
31 7.11 0.23 9.17 0.01
39 6.81 0.17 9.15 0.01
43 6.70 0.01oo 6.01

Cubic geometry. b i3 is the energy gap between high-
est occupied and lowest unoccupied molecular orbitals.

is located closer to the HOMO for the small clusters. The 
energy level spacing at HOMO decreases with increasing 
size. The general features of ESCA spectra of the bulk can 
be observed in the largest clusters where an intense peak 
in the d band is found nearer the vacuum level and a less 
intense shoulder appears at more negative energy. This 
feature is less pronounced in the smaller clusters.

The calculated DOS may be compared for the finite 
clusters and bulk solid. Figure 3 shows that the DOS is 
different for the bulk than for the small clusters. The 
comparison between symmetric clusters in the figure shows 
a much larger bandwidth for the bulk and a different 
shape. The calculated bulk d bandwidth of 2 eV is about 
1/3 greater than observed for the finite clusters. While 
a general convergence toward the bulk calculated structure 
is occurring with cluster size, the transition is by no means 
complete at 43 atoms.

3.3. Bulk Bands of Cu. The energy bands calculated 
for Cu are shown in Figure 4. Only the five d and one s-p 
band are shown. The shape of the bands in the Brillouin 
zone is similar to that observed in augmented plane wave 
calculations.22 The eg bands lie 0.47 eV closer to the 
vacuum than the t2g bands at k = (000). The d bands are 
narrower in the present work and located further from the 
Fermi energy than those calculated by the augmented 
plane wave method. While a better choice o f parameters 
might be expected to remedy this discrepancy, the primary 
purpose in the work is to make relative comparisons of 
DOS vs. size using the same parameters. The present 
calculation gives a d bandwidth of 1.63 eV and top d band
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Figure 3. Comparison of density of states calculated for Cu13 and Cu19 
clusters and Cu bulk using the parameters of Table I.

A—i / 1

Self consistent

A a A
Outer

Middle

Center
_A__

-9
Energy, eV

Figure 5. A projection of the density of states upon center, middle, 
and outer atoms in the 19-atom fccub Cu cluster.

Pd Clusters i; HOMO

11 HOMO

Energy, eV EF =0

Figure 6. The dependence of the Pd valence density of states is shown 
for 2 -1 3  atom clusters. The HOMO is indicated by the dashed line.

Figure 4. Display of the lowest energy bands calculated for Cu bulk 
vs. the Brillouln zone value, k . The Fermi level is -6 .0 1  eV.

edge below the Fermi energy of 3.87 eV.
3.4. Projected DOS of Cu. The projection of the DOS 

upon particular atoms in the Cu cluster shows the effect 
of the self-consistent potential. This is illustrated in Figure 
5 for the occupied energy levels in the 19-atom Cu model. 
The molecular orbitals of the center atom are significantly 
shifted to lower energy relative to the other orbitals. These 
energy levels appear more pronounced near the bottom of 
the DOS profile, while the energy levels associated with 
atoms having fewer nearest neighbors appear near the top. 
The charges of each atom in this model are shown in Table 
III and indicate only a minor degree of charge transfer. 
The shifts in potential relative to the center atom are also 
tabulated. These values indicate that the density of states 
profile associated with a given atom is strongly dependent 
upon the number of nearest neighbors of the atom.

The charge separation calculated in metal clusters is 
greatly reduced by the self-consistent procedure. Data in 
Table III refer to the 19-atom cluster of Figure 1 and the 
16-atom cluster formed by removing two atoms along the 
same axis. The d orbital occupation of Cu clusters is 
unaffected by shape, position, or self-consistency and 
remains essentially completely full.

Energy, eV Ep =0

Figure 7. The dependence of the Pd valence density of states is shown 
for 13 -39  atom clusters. The HOMO is indicated by the dashed line.

3.5. Pd Cluster DOS. Clusters of Pd have a high DOS 
at the Fermi level, unlike the Cu clusters just discussed. 
The changes in DOS from Pd2 to Pd39 are shown in Figures 
6 and 7. It is clear that drastic changes take place in the 
bandwidth, shape, and density of states at the Fermi level.
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Non-self-consistent Self-consistent
- H hAtom

type“
d d potential, e v

Charge occupation Charge occupation s p d

Cu center + 0.48 9.9
M „ 

+ 0.09 10.0 9.01 4.58 12.45
Cu middle -0 .04 9.9 -0.01 9.9 8.14 3.80 11.67
Cu outer + 0.003 10.0 + 0.001 10.0 8.09 3.83 11.39
Pd center + 2.11 8.1 -0 .03 9.7 6.77 1.87 10.12
Pd middle -0 .04 9.5 -0 .11  (4)b 9.7 6.34 0.88 9.77

Pd outer -0 .28 9.8

-0 .28  (4)b 
-0 .2 3  (4)b 
+ 0.48 (2)b 9.6 6.52 0.92 9.59

Cu center + 0.50 9.9

+ 0.01 (2)b 
+ 0.14 (2)b

m 16
+ 0.05 9.9 9.11 4.52 12.67

Cu middle -0 .04 9.9 -0 .02 9.9 8.06 3.75 11.51
Cu outer -0 .14 9.9 -0 .10 10.0 7.84 3.69 11.15
Pd center + 1.58 8.2 + 0.29 9.8 6.76 1.22 10.33
Pd middle + 0.09 9.4 -0 .05 9.5 6.48 1.02 9.85
Pd outer -0.45 9.8 -0.07 9.5 6.45 1.23 9.76

° Center atoms have 12 nearest neighbors, middle atoms have 7 nearest neighbors, and outer atoms have 4 nearest neigh­
bors. b Differing charges on atoms in single shell, number of atoms in parentheses.

Pd CLUSTERS

h

Bulk> i / . ft ,
J

. J 1 19 ,

/ i
1 13y\ , ,

4 -12 -10 -8
Energy (eV)

Ef =0  Ef = 0
Energy, eV

Figure 9. Projected density of states for various atoms in Pd16 cluster 
containing different numbers of nearest neighbors (NN).

Figure 8. The valence densty of states is compared for Pd,3 and Pd19 
clusters and bulk Pd.

There are particular effects due to irregularly shaped 
structures. The band broadens and the density of states 
at the Fermi level increases as the clusters increase in size. 
Molecular orbitals composed of s orbitals overlap the d 
band and are responsible for the less intense peaks ap­
pearing lower in energy than the d levels. The comparison 
o f these profiles with the calculated profile for bulk Pd in 
Figure 8 shows that bulk behavior is not attained for these 
cluster sizes even though there is a general similarity with 
the bulk DOS. The d band calculated here is more narrow 
for the bulk than is observed experimentally. Calculations 
using the bond length of 2.5 A give a broader bulk d 
bandwidth of 2.9 eV, but the main features of the DOS are 
unchanged.

3.6. Projected DOS of Pd Clusters. The projected DOS 
is strongly dependent upon the number of nearest

neighbors an atom possesses. The behavior of this function 
for Pd13 and Pd19 is very similar to the results reported for 
Cu19 in Figure 5. Outer atoms with the fewest nearest 
neighbors possess the greatest component near the top of 
the bands and also the greatest density of states at the 
Fermi energy. In the case of Pd clusters with incomplete 
shells of nearest neighbors, such as Pd16 shown in Figure 
9, the largest density of states at the Fermi energy occurs 
for atoms with five or seven nearest neighbors. In this 
particular cluster there are three atoms in an incomplete 
shell, two of which are located on the same axis. Similar 
behavior is found for the Pd20 cluster in Figure 10. Here 
the atom with five nearest neighbors has the largest 
projected density of states at the Fermi energy. Appar­
ently, atoms with intermediate coordination numbers tend 
to maximize this function on small clusters.

The average electron configuration of Pd clusters does 
not vary strongly with size. It is, however, more dependent 
upon the atom’s position. Data for the self-consistent
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Energy, eV

Figure 10. Projected density of states for various atoms in Pd^ cluster 
containing different numbers of nearest neighbors (NN).

calculation in Table III show that d orbital occupancy 
differs for the outer atom in Pd16 and Pd19 clusters. This 
type of effect is also observed for other irregularly shaped 
clusters. The charge distribution in Pd clusters shows 
minor charge buildups, although largest values usually 
appear on atoms in incomplete shells.

The effects of the charge self-consistent calculations are 
clearly shown for Pd clusters in Table III. A large positive 
charge with a depletion of d electrons is observed on the 
center atom in the non-self-consistent calculation. This 
is because this calculation predominately puts orbitals on 
atoms with the largest number o f nearest neighbors near 
the top and bottom o f bands. Thus, in Pd with an in­
completely filled d band, a positive charge results on the 
center atom. Doing the self-consistent calculation lowers 
these orbitals resulting in more complete electron filling 
o f the d levels associated with this atom. This results in 
a depletion of electrons in d levels associated with atoms 
on the surface and is responsible for the effects shown in 
Table III.

4. Discussion
The extended Hiickel procedure employed here for 

clusters and bulk crystals is very similar to the tight- 
binding method of solid state physics. All overlap and 
energy interactions between orbitals are retained per­
mitting hydridization effects. Inclusion of nondiagonal 
terms between nonnearest neighbors results in greater 
destabilization of antibonding orbitals than would be 
obtained otherwise. The self-consistency procedure in­
cluded here also leads to a more realistic charge distri­
bution. Thus, the present procedure is thought to provide 
a reasonably accurate description of the DOS of transition 
metal clusters and bulk just as the tight-binding method 
has provided.23

There are close parallels observed between the calculated 
properties of thin films and clusters. Other calculations 
treating a monolayer of copper using a Green’s function 
method have shown a more narrow d band for the mon­
olayer vs. bulk and a Fermi energy shifted closer to the 
d band.24 Both of these effects are apparent in Figures 2 
and 3. Of course the narrowing of the rms width of bands 
near the surface has been observed in tight-binding cal­
culations.25 Other cluster calculations using multiple 
scattering methods have reported narrowing of d bands

for transition metal clusters10 which is consistent with the 
behavior observed here. The DOS behavior of small metal 
particles deviates significantly from the corresponding bulk 
quantity as determined from our calculations. The 
bandwidth and shape of the DOS change significantly up 
to 40 atoms of Cu and Pd in various shaped fccub clusters.

There is an intermediate coordination number for Pd 
atoms in the unsymmetrical clusters which facilitates the 
greatest density of states at the Fermi energy and greatest 
hole population in the d levels. In asymmetric clusters the 
self-consistent calculation provides this result at coordi­
nation numbers o f 5 or 7. These data are observed in 
Figures 9 and 10 as well as Table III. Included in this 
behavior are 18- and 20-atom clusters related to the model 
of Figure 1 by addition or removal of one atom. Atoms 
in the copper clusters do not show this effect. The vacant 
d levels in the Pd clusters would be suitable for accepting 
electrons from a chemisorbing species. Such a partial or 
complete electron transfer could have significant effect on 
the bonding in the chemisorbed species and thus account 
for the catalytic effect. In this proposed mechanism of 
catalytic effect by very small metal particles, only some 
clusters with particular shapes would be the active cat­
alysts. In larger particles several active sites could exist 
on the same particle.

The larger projected density of states at the Fermi level 
observed for Pd atoms of intermediate coordination is due 
in part to the self-consistent potential. This potential 
arises from the negative charges calculated for surface 
atoms. The potential shifts d orbitals on atoms with 
incomplete coordination toward the top of the d band 
where the Fermi level is located. The molecular orbitals 
are spread apart in energy to a degree which increases with 
increasing number of nearest neighbors. These effects 
position d orbitals on atoms with intermediate coordination 
near the Fermi level. In this position, these orbitals can 
interact with chemisorbed species through electron do­
nation and reception.

These results may be compared with recent SCF-Xa-SW 
calculations for transition metal clusters.26 A similarity 
exists in the ionization potential and its dependence upon 
size. Values of the IP greater than for the bulk are ob­
served in both calculations and 13-atom clusters of Cu have 
values of 1.3 eV larger than calculated bulk in this work 
vs. the value 2 eV reported in the SCF-Xa-SW  work. 
Values of the electron affinity greater than the bulk work 
function are not observed in this work. A significant 
different also exists in the interpretation of DOS behavior. 
The shape of the DOS deviates significantly from the bulk 
for the asymmetric clusters considered in this work. 
Symmetric 13- and 19-atom clusters have a d bandwidth 
less than the bulk calculated value. This effect is true 
apart from the choice of parameters which is the same for 
bulk and cluster.

Single f  Slater orbitals used in prior work11 generate too 
narrow d bands when exponents of Clementi27 are em­
ployed. However, as the prior work has shown, the more 
diffuse matching overlap orbitals o f Cusachs28 give a much 
wider d band for clusters such as Pd19. It should also be 
pointed out that no experiments have been reported on 
the DOS of monodisperse distributions of metal clusters. 
This type of data would be required to determine when 
the DOS of the cluster becomes bulklike.

We have observed significant effects on the d orbital 
population of Pd but not Cu irregularly shaped clusters. 
This effect is in accord with a model derived by using an 
appropriate solution to the Schroedinger-Poisson-Hartree 
calculation.29 There it was concluded that on stepped
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surfaces significant changes were expected in the popu­
lation of d orbitals when the density of states at the Fermi 
energy is large, as in the case of Pd, but not for Cu.

We have employed a relatively simple method to ex­
amine properties of metal clusters. The thrust of this work 
is to uncover the trends rather than absolute numbers. 
The latter task is left to more exact procedures when they 
become applicable to the shapes and sizes of clusters 
examined here. The density of states at the Fermi level 
for Pd clusters shows an interesting dependence on size. 
This quantity may be obtained from the data plotted in 
Figures 6 and 7. This property increases with size for more 
than four atoms and may be important in explaining 
critical catalytic size observed for Pd clusters.8
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Vortical Flow as a Source of Optical Activity in J Aggregates of Cyanine Dyes?

Bengt Norden

Department o f Inorganic Chemistry 1, Chemical Center, University of Lund, S-220 07 Lund, Sweden (Received September 7, 1977)

An examination was made of the reported swirl-induced optical activity of J aggregates (Scheibe polymer) of 
l,T-diethyl-2,2'-cyanine chloride. The vortex strain in a model swirl was found to be theoretically capable of 
degrading this polymer. However, experiments did not lead to any significant intrinsic optical activity. Circular 
dichroism deflections were due to macroscopic linear dichroism from accidentally oriented material.

A new mechanism for producing asymmetric species has 
recently been suggested by Honda and Hada.1 They 
reported that opposite enantiomorphs of the optically 
active Scheibe polymer (aggregated l,l'-diethyl-2,2'- 
cyanine chloride) could be preferentially formed during 
synthesis by right- and left-handed swirling of the solution.

In earlier trials we did not succeed in reproducing their 
results in the preparation of polymeric l,l'-diethyl-
2,2,-cyanine in a conical swirl and suggested that their 
observation could have been an artifact due to linear 
dichroism from accidentally oriented material.2 A recent 
study by Saeva and Olin supported this concept.3 
However, since neither the structure of the Scheibe 
polymer nor the hydrodynamic conditions can be uniquely 
defined very easily we cannot eliminate the possibility that 
Honda and Hada really obtained optical activity by ap­
plication of dissymmetric flow, which they continue to 
claim in repeated studies.4 In view of its general im­
portance we give the question some further considerati in 
here.

No example has previously been reported on specific 
interactions between dissymmetric matter and dissym­
metric flow on the molecular level but this possibility has 
been tentatively referred to in various macroscopic con­
nections (the relative proportions of right- and left-handed

shells on some ocean beaches have been ascribed to hy­
drodynamic effects;3 a rotating drum apparatus has been 
suggested for separation of enantiomeric crystals3). In 
macroscopic systems gravitation usually provides a 
physical reference axis with which even a two-dimensional 
swirl defines a dissymmetric system. However, on a 
molecular level it seems necessary to require intrinsic 
(three-dimensional) dissymmetry. As a measure of the 
“ vortex strain” we may define

S = /<u>-curl V dr

dVy
dx

d r

dUy dvx dvz

9z  ’ dz dx ’

(1)

where curl u(x, y, z), the vorticity, is proportional to the 
instantaneous angular momentum of a spherical particle 
of fluid, centered in the point (x, y, z), and (v) is the 
average flow vector of the system considered. The signs 
of the terms in eq 1 take into account that a rotation about 
the direction of (v) results in a positive S (right-handed 
coordinate system) if it is in the direction of turning of a 
right-handed screw moving along (v), and so on.

Diffusion differences in an asymmetric flow would in 
principle provide a way to separate optical isomers.

0022-3654/78/2082-0744$01.00/0 ©  1978 American Chemical Society
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TABLE I: Approximate Components o f Shear Stress“

The Journal o f  Physical Chemistry, Vol. 82, No. 6, 19 78  745

PzXlm_1 kg s '2 Pzytm~1 kg s '2
z =

102x/m (A /rJ /m s-1 E 1046/m 6/2 10-5 m 10’ 6 m 6/2 10‘ 5 m 10-6 m
I 0.05 6.81 1 (-17) (43) (65) (10) (18) (20)

0.10 1 6.45 1.04 (-16) (41) (62) (10) (18) (19)
0.15 6.06 1.1 (-15) (38) (58) (9) (16) (18)

II 0.80 2.11 -0.023 0.092 0.092 0.043 0.086 0.086
0.82 0.1 1.98 23 -0.021 0.086 0.086 0.043 0.086 0.086
0.84 1.85 -0.020 0.065 0.065 0.043 0.086 0.086

III 0.985 0.533 -0.33 0.12 0.13 0.25 0.48 0.48
0.990 0.1 0.442 4.0 -0.028 0.10 0.11 0.25 0.48 0.48
0.995 0.309 -0.019 0.07 0.08 0.25 0.48 0.48

“ (I) Close to orifice. (II) Skin friction ca. 45° to the x  axis, i.e .,p zx = pzy at z = 0. (Ill) Close to top (x «  c).

Figure 1. Swirl with positive vortex strain. Configuration of flow cell 
employed in the experiment is as follows: c =  1 cm, r top =  0.75 cm, 
''orifice =  0 .015 cm, 2a  =  90 °; flow rate A / r top =  10 cm s~1. De­
formation expected intuitively for a band-shaped object due to 
asymmetric force fields.

Figure 2. Expected friction forces in a swirl with positive vortex strain.

Asymmetric strain (twisting in one direction) could the­
oretically perturb conformer equilibria asymmetrically to 
give optical activity. Preferential degradation could also 
theoretically give rise to optical activity. Figure 1 illus-

Figure 3. Observed CD at the J band (572 nm) for 19 solutions of 7.5 
X  10~4 M 1,1’-diethyl-2,2'-cyanine iodide in 0.25 M NaCI after swirling. 
Each solution was allowed to cool slowly from 70 °C  (monomeric 
solution) to 25 °C  (Scheibe polymer) in a swirl cell of the geometry 
given in Figure 1. Each sample (5 mL) was circulated for 4 min through 
the cell. CD was measured in a rectangular cell ( 1 X 2  cm; pathlength 
0.2 cm) filled in vertical position (0  =  0, unfilled symbols) but also 
measured in horizontal position (</> =  90°, filled symbols). These positions 
corresponded to extreme deflections of opposite directions, so the true 
CD is approximately the mean value.10

trates a population of predominantly right-handed 
band-shaped helices (Scheibe polymers with positive J- 
band CD), possible in a right-handed (positive S) swirl.

A steady flow with swirl, of the geometry defined in 
Figure 2, was applied to an aqueous solution of polym­
erizing l,l'-diethyl-2,2,-cyanine iodide (Figure 3). Such 
a swirl provides a rotationally symmetric boundary layer 
(of thickness 5) for which the momentum equations have 
been described.7 The tangential velocity components in 
the layer are
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u* = (A/r0)E{r) -  2i?1 + n 3)

Uy = (A /r 0)(2i? ~ V2) (2 )

where 77 = z/8 and A/r0 is the flow rate (E according to 
ref 7). The orientation and possible deformation and 
degradation of the polymer is governed by the shear force 
field. The shear stress can be approximated (neglecting 
radial components) by

pzx = p{dux/bz),pzy = p(duy/dz) (3 )

where p is the viscosity. Table I shows roughly how the 
shear varies within a swirl of the geometry used. The shear 
forces near the orifice are clearly large enough to disin­
tegrate polymer strands (cf. the observation2 of a degra­
dation at velocity gradients less than 103 s '1, i.e., 1 n r1 kg 
s '2).

The observed circular dichroism in a number of ex­
periments (Figure 3) does not suggest any correlation 
between the sense o f swirl and the optical activity. The 
natural optical activity is in the present performance small 
compared to linear dichroism arising from accidental 
orientations of aggregates in the optical cell. An extensive 
study of how linear and circular dichroism affect the signals

in a circular dichroism spectrometer has been performed 
in our laboratory8,9 (technique o f measuring circular di­
chroism on oriented films;10 general optical formalism11).

The present results are in accord with our previous 
concept of macroscopic linear dichroism as the only sig­
nificant source of the observed “ circular dichroism” . 
However an explanation, which cannot definitely be 
dismissed, of the difference between these results and those 
of Honda and Hada, could be a greater turbulence in the 
boundary layer and the present apparatus, designed to 
promote laminar flow, may have suppressed some 
“ microvorticity” responsible of their observations.
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The thermal dependence of fluorescence quantum yield <t> and lifetime r is modified in the presence of dif­
fusion-controlled quenching because of temperature effects on the fluorophore lifetime and on molecular mobilities. 
This phenomenon can be evaluated and studied by means of the temperature coefficient C (relative variation 
of <t> and r per degree). Expressions of C in the absence and the presence of quencher show that C is temperature 
dependent, may increase or decrease upon addition of quencher, and tends at high quencher concentration 
to a limiting value which essentially depends on the activation energy for diffusion in the solvent. These properties 
were experimentally studied on solutions of indole and phenol in water and dioxane that are model systems 
of protein residues.

Introduction
It is well known that increased temperature reduces the 

fluorescence quantum yield and lifetime o f excited mol­
ecules by increasing the efficiency of radiationless deac­
tivation.1 In solution, the magnitude of this effect generally 
depends on the solvent since solvent-solute interactions 
may modify the thermal dependence of radiationless 
transitions. For instance, the effect of temperature on 
indole fluorescence has been shown to be much greater in 
water than in nonpolar solvents.2' 4

In the presence of an external “ dynamic” quencher, 
there is additional deactivation resulting from a diffu­
sion-controlled bimolecular reaction. How this process 
influences the thermal dependence of fluorescence is not 
obvious. As a matter 0: fact, an increase in temperature 
induces opposite changes in two important parameters of 
the quenching mechanism: the fluorophore lifetime de­
creases, thus reducing the probability of an encounter with 
the quencher, but molecular mobilities increase, thus

0022-3654/78/2082-0746501.00/0

enhancing this probability. According to which effect is 
prédominent, the quenching efficiency, and therefore the 
fluorescence quantum yield, may be more temperature 
dependent or less so in the presence than in the absence 
of quencher.

To our knowledge, such a phenomenon has not yet been 
analyzed. Besides its general interest for fluorescence 
studies, it is particularly important in the case of complex 
systems such as proteins, where it accounts for the variety 
of thermal variations of fluorescence observed.5 We 
therefore studied it in some detail in solutions that are 
model systems for aromatic residues of proteins: phenol 
and indole in water and dioxane.6 These solutions had the 
additional advantage that the spectroscopic behaviors of 
the solutes and the molecular properties of the solvents 
were quite different.

In this study, the magnitude of the temperature effect 
was evaluated by means of the “ temperature coefficient” , 
giving the relative change in quantum yield and lifetime

©  1978 American Chemical Society
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TABLE I: Absolute Values (XlO2 ) of Fluorescence 
Temperature Coefficients (Relative Variation per Degree 
of Quantum Yield at 30 ° C)

Solute Water Dioxane
Indole 3.0 ± 0.2 0.45 ± 0.1
Phenol 0.85 ± 0.1 0.55 ± 0.1

eV.4 For phenol the value of Wm is not known; our results 
indicate that it should be about 0.09 eV.

The thermal dependence of the temperature coefficient 
in the absence of quencher is thus consistently explained 
and may be useful in fluorescence studies. However, when 
this parameter is used in comparative studies of different 
systems, this phenomenon requires that coefficients be 
determined at the same temperature. As already men­
tioned, we choose 30 ±  7.5 °C. Values of C0 (30 °C) are 
indicated in Table I for the four systems studied. For 
indole they agree wbh those deduced from data in the 
literature: 2.8 X  10-2 and 3.2 X  10-2 in water,3'4 and 0.45 
X  10“2 in dioxane.4 For phenol in water our value is 
somewhat higher than that calculated from Turoverov’s 
results11 (0.7 X  10 2); no literature data are available for 
this compound in dioxane.

II. Temperature Coefficient in the Presence of 
Quencher. (1) Expression. A quencher Q at molar 
concentration [Q] deactivates the excited fluorophore with 
a probability &q[Q] per unit time. The rate constant kq 
of the bimolecular reaction may be expressed as12

47rlV
k q = 1000  + +  4lFQ)

where N is the Avogadro number, DF and Dq are the 
diffusion constants of the two molecules, RFq is their 
interaction distance, and p is the probability of deacti­
vation per encounter.

In the present study, the “ transient term” AFq = 
RFq[(DF +  Dq)t0]~1/2 can be neglected; its value is small 
(<0.15) and almost temperature independent because (DF 
+  Dq) and r0 have opposite thermal dependences. One can 
also neglect the very small changes in [Q] due to thermal 
expansion of the solvent. The temperature effect on kq 
is thus mainly attributable to variations in the diffusion 
constants. Like changes in viscosity, these variations are 
described by an Arrhenius law13

D = D ’ e x p {-W JkT)

where the activation energy Wd may be considered to be 
the energy required far the formation of a hole in the 
solvent and for a solute molecule to jump into the hole.14 
Values of Wd thus depend on both solvent and solute, but 
as fluorophores used in this work have similar sizes we shall 
assume that thermal effects on (DF + Dq) essentially 
depend on the solvent. The rate constant kq is therefore 
written as

= V  exp(-W d/kT)

where kq is a temperature-independent constant.
The temperature coefficient in the presence of dynamic 

quenching
1 d 4>q 1 d rq

Cq ~ <pq dT ~ tq dT

where </>q -  k{rq

0q = V q
7q = (k{ + knr + f c J Q ] ) '1 

is then

Cq + MQ]
and may be rewritten as

C0 + fcqr o[Q ]

Noting that 

TjTo = 1 + K[Q]

where K = fcqr0 is the Stern Volmer constant, and using 
absolute values C of temperature coefficients, one finally 
obtains

1 + K[Q](W d/C0k T 2)
Cq -  C° 1 +  (6)

(2) Properties. Equation 6, which reduces to Cq = C0 
if [Q] = 0, shows that addition of a quencher to a fluor­
escent solution may increase or decrease the temperature 
coefficient according to the respective values of C0 and Wd. 
As a matter of fact, differentiation of (6) with respect to 
[Q] at constant temperature leads to

(  5 C q \ = CqK  /_wd_ _  _ \
\8 [ Q ] ) t (1 + K [ Q ] 2)\C0kT 2 )

which indicates that Cq is an increasing function of the 
quencher concentration (i.e., Cq > C0) if

W JkT2 >  Co (7 )

and is a decreasing function of [Q] (Cq < C0) in the op­
posite case ( WJkT1 < C0).

Inequality 7 brings out the respective influences of the 
two main thermal effects (on lifetime and quenching ef­
ficiency) involved in the phenomenon. Indeed a low value 
of C0, satisfying (7), implies a small temperature depen­
dence of the fluorescent lifetime r0, in which case the 
predominant effect of temperature is to modify molecular 
mobilities and therefore to increase the quenching effi­
ciency; the thermal dependence of the fluorescence yield 
is then greater in the presence than in the absence of 
quencher (i.e., Cq > C0). Conversely, a high value of C0, 
such that W J k T  < C0, implies that an increase in 
temperature greatly shortens the fluorophore lifetime and 
therefore reduces the quenching efficiency; this thermal 
reduction of quenching attenuates the decrease of the 
fluorescence yield due to the fluorophore itself (i.e., Cq < 
C0). In the particular case where WJkT1 = C0, the two 
effects (lifetime decrease and quenching increase) cancel 
each other, and Cq = C0.

Finally, eq 6 also shows that in every case Cq at high 
quencher concentration tends toward a single limiting 
value, which essentially depends on the solvent

lim (C q)[Q] = M = (Cq)„, = W J k T 2

Determination of this value thus allows evaluation of the 
activation energy for diffusion VFd.

(3) Experimental Verification, (a) Aqueous Solutions. 
The influence of protonated histidine, an efficient 
quencher of indole15 and phenol,16 on the temperature 
coefficient (at 30 °C) of these solutes in aqueous solutions 
was investigated at concentrations up to 1 M.

Two concordant estimations of Wd in water were pos­
sible a priori: (i) from the activation energy for viscosity, 
Wd — Wv = 0.165 eV;17 and (ii) from Eyring’s relation Wd
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Molar Concentration of Quencher
Figure 2. Influence of the quencher concentration on the fluorescence 
temperature coefficient (C q) for (a) indole +  histidine/water, pH 5; (b) 
phenol +  histidine/water, pH 5; (c) indole +  CCI4/dioxane; (d) phenol 
+  CCI4/dioxane.

a  AHv/n,14 where AHv is the heat of vaporization (10 
kcal/mol for water18) and n ~  2.4 for associated liquids: 
Wd =* 0.17 eV.

At 30 °C (kT1 = 8 eV deg), one then has WJkT2 ~  2.1 
X  10-2 deg-1 a value greater than that of C0 for phenol (0.85 
X  10-2) but smaller than that of C0 for indole (3.0 X  10-2). 
Addition of the quencher was therefore expected to in­
crease the temperature coefficient of the phenol solution 
and to decrease that of the indole solution. Results 
presented in Figure 2 (curves a and b) show that both 
effects were observed, and that the two experimental 
curves have the predicted common asymptote at high 
quencher concentrations ([Q] > 0.4 M), whose ordinate 
[(Cq)„ ~  2 X  10-2 deg-1] is furthermore in excellent 
agreement with the estimated value of W^/kT1.

(b) Dioxane Solutions. Using CC14 as the quencher, 
similar experiments were performed in dioxane, where the 
estimated values of Wd are 0.125 eV from the thermal 
dependence of viscosity17 and 0.138 eV from Eyring’s

relation (n = 2.4, AHv = 7.6 kcal/mol18). Taking, thus, Wd 
= 0.13 eV yields Wd/kT2 = 1.6 X 10-2 deg-1, a value higher 
than those of both coefficients C0 (0.4 X  10-2 for indole and 
0.55 X  10-2 for phenol).

Addition of the quencher was then expected to increase 
the temperature coefficients in both cases, and the increase 
was indeed observed experimentally (Figure 2, curves c and 
d). Again a common asymptotic value was reached by both 
coefficients at higher quencher concentration, whose value 
[(Cq) .  — 1.7 X  10-2 deg-1] agrees with that of WJkT2 
estimated above.

Conclusion
This study shows that dynamic quenching may either 

increase or decrease the thermal dependence of fluores­
cence in solution, according to the properties of both 
solvent and solute. It also shows that the temperature 
coefficient is a useful parameter that permits quantifi­
cation of this phenomenon and may also give information 
on the activation energy for diffusion.
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Pulse Radiolysis and Electron Spin Resonance 
Studies Concerning the Reaction of S04-* with 
Alcohols and Ethers in Aqueous Solution
Publication cost assisted by the Institut für Strahlenchemie

Sir: The S 0 4 • radical has been shown to react with 
benzene derivatives by electron transfer.1-6 A similar 
mechanism has also been proposed for the reaction of S 04- 
with alcohols.7 However, it has recently been suggested8,9 
that this reaction involves H abstraction. In order to 
elucidate the reaction mechanism, the rate constants for 
the reaction of S 0 4 - in aqueous solution which undeu-

terated and deuterated alcohols (and with some ethers) 
were determined by a competition method which utilizes 
the reaction3 of S04 - with 1,3,5-trimethoxybenzene (TMB) 
to yield TMB +- (Xmax 580 nm, e 5700 M-1 cm-1). Since the 
rate constant for reaction of S 0 4-- with TM B is used as 
a standard, this rate constant was redetermined by pulse 
irradiating, with 2.8-MeV electrons, argon-saturated 
aqueous solutions at pH 7-8 containing 1 mM K2S20 8 and 
0.01-0.1 mM TMB and monitoring the buildup of TM B +- 
at 580 nm. &(S04 - +  TMB) was found to be (2.4 ±  0.5) 
X  109 M-1 s-1, which is slightly higher than the value3 
reported previously. For determination of the fe(S04 - + 
alcohol) values, the solutions pulse-irradiated typically
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TABLE I: Rate Constants for the Reaction S 0 4~ ■

1978

with Alcohols and Ethers Determined at 20 + 2
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°c°

Substrate
feH,b M "  

s "
k D b M - ‘

s '1 ^h /^D
K *  M -1

s '1

fc(OH + 
substrate)® 

M "  s ' 1

Methanol 3.2 X 106 1.2 X 106 2.7 1.1 x 10 6 9 X 1 0 8
Ethanol 1.6 x 1 0 7 6.7 X 106 2.4 7.9 X 10 6 1.7 X 1 0 9
2-Propanol 3.2 X 1 0 7 1.2 X 1 0 7 2.7 3.2 X 1 0 7 2.0 X 1 0 9
2-Methyl-2-propanol 4.0 X 1 0 s 4.4 X 104d 4.5 X 1 0 s
1,4-Dioxane 1.6 x 10 7 9.2 X 1 0 6 1.7 1.8 X 1 0 9
Tetrahydrofuran 1.0 X 10 s 5.1 X 1 0 7 2.0 2.7 X 1 0 9

a Rate constants for reaction of OH with the substrates are included for comparison. b kH(kjj) are the rate constants for 
reaction of S 0 4~- with undeuterated (deuterated) substrates. c  ka = (feH -  rigkj)/na, where na(ng) is the number o f H 
atoms at C a (C g ). kg is the rate constant for abstraction of one H atom from C^. kg = ' / ,  fe(S04"- + 2-methyl-2-propanol). 
d kg. e  Averaged values, taken from ref 20.

contained 0.01-0.5 M alcohol, 1 mM K 2S20 8, and 0.1-0.2 
mM TMB.

As seen in Table I, the rate constants for reaction of 
S 0 4 - with the alcohcls and ethers containing C-H  bonds 
are a factor of 2-3 larger than those for reaction of S 0 4 • 
with corresponding C-deuterated substrates. The reaction 
of S 0 4 • with alcohols and ethers is thus seen to involve 
the breaking of a C-H  (C-D) bond. The kH/kD values for 
the reaction of S 0 4’ - are slightly larger than those10 de­
termined for the reaction of OH with alcohols which also 
proceeds by H abstraction.

Except for the case of 2-propanol, the /?(S04 • + alcohol) 
values determined in the present study are lower than 
those11’ 13 reported previously. The latter values were 
measured by monitoring the decay of S 0 4“-. As pointed 
out by Henglein,11 this method is likely to yield values 
which are too high, due to contribution of second-order 
decay of S 0 4’ -.

Column 5 of Table I contains the partial rate constants 
k a (rate constant for abstraction of one H atom from C J  
for S04 - attack on the alcohols. In calculating these values 
it was assumed that the partial rate constant kg (rate 
constant for abstraction of one H atom from C3) is equal 
to 1/9 k ( S 0 4 “• + 2-methyl-2-propanol) for all alcohols and 
that the contribution of H abstraction from the alcoholic 
OH group is negligible (see ESR data). The partial rate 
constants ka increase strongly with increasing alkylation 
at C„. This effect is suggested to reflect the 
electrophilicity6 of S 0 4~- which is larger than that10,14 of 
OH. A plot of log (fe(S04_* + substrate)/&(S04“- + 
methanol)) vs. log (&(OH + substrate)/k(OH + methanol)) 
yields a straight line with a slope corresponding to 3, which 
demonstrates that S 0 4’ * is more sensitive than OH with 
respect to the changes at Ca induced by a-alkylation.15 
This leads to an increased selectivity of S 04“- as compared 
to that10,16 of OH with respect to H abstraction from C„ 
vs Cfl. On the basis of the k „  and k g  values, in the reaction 
of S 0 4 * with ethanol and 2-propanol the yield of H ab­
straction from C„ is >99%.

In order to further test the mechanisms of reaction of 
S 0 4_- with alcohols, ESR experiments were carried out. If 
S 0 4 - reacts with alcohols by electron transfer, alkoxyl 
radicals should be formed via deprotonation of the initially 
produced radical cations. It has been demonstrated17,18 
that alkoxyl radicals can be scavenged by the aci anion of 
CH3N 0 2. On photolysis of 50 mM K2S20 8 solutions at pH 
10-11 containing 1-2 M methanol, ethanol, 1- or 2- 
propanol, and 10-100 mM CH3N 0 2 no spin adducts of the 
type R0CH 2N 0 3_- were detected. In all cases the radicals 
detected were of or derived from the a-hydroxyalkyl type 
and /3-hydroxyalkyl radicals were not observed, with the 
exception of the 2-methyl-2-propanol system where the 
radical CH2(CH3)2C(OH) was found to be produced. The

2-methyl-2-propoxyl radical is known to undergo 8 frag­
mentation to yield methyl radical which subsequently adds 
to CH2N 0 2~ to yield CH3CH2H 02“-.17 On reaction of S 04“* 
with 2-methyl-2-propanol in the presence of CH2N 0 2“, the 
radical H 0C(CH3)2CH2CH2N 0 2 ' was the only species 
observed which was derived from 2-methyl-2-propanol.19 
For comparison, on production of 2-methyl-2-propoxyl 
radicals by photolysis of di-ierf-butyl peroxide in the 
presence of CH2N 0 2~ intense lines from C ^ C ^ N C V - 
were seen. From the signal-to-noise ratio observed for 
H 0C(CH3)2CH2CH2N 0 2’ - in the 2-methyl-2-propanol- 
K2S20 8-C H 2N 0 2- system and assuming equal lifetimes for 
this radical and CH3CH2N 02_- it is concluded that the rate 
constant for H abstraction from the OH group by S 0 4’ - 
is a factor >4 smaller than the measured rate constant for 
reaction of S 0 4 - with 2-methyl-2-propanol.

The results of the ESR experiments are therefore in 
support of the results of the kinetic studies described above 
further demonstrating that the reaction of S 0 4 * with 
alcohols proceeds by H abstraction from a C-H bond and 
not by electron transfer.
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Infrared Study of Hydrogen Sulfide and Carbon 
Monoxide Adsorption in the Presence of Hydrogen on 
Alumina-Supported Nickel Catalysts
fabrication costs assisted by SRI International

Sir: The adsorption o f CO on Ni catalysts studied by 
infrared (IR) absorption spectroscopy has been the subject 
o f several investigations.1'2 The results have been inter­
preted in terms of two predominant surface configurations3 
for CO bonding to Ni: single site attachment (a-CO) with 
IR bands at frequencies above 2000 cm-1 and multisite 
attachment (/3-CO) at frequencies below 2000 cm-1. In the 
presence of H2, the IR band associated with a-CO on group 
8 metals shift to higher frequencies,4'5 with little change 
in the position of the /3-CO frequency. In the following 
study we examine the effect of hydrogen sulfide on the IR 
bands of carbon monoxide in the presence of hydrogen.

For IR absorption measurement the 7-cm Pyrex IR cell, 
in the form of an inverted T, was designed to allow heating 
of the catalyst disk (Ni/Al20 3) by raising it into the vertical 
section which was wrapped with resistance wire and 
provided with a thermocouple well. Absorption studies 
were carried out after lowering the catalyst disk into the 
horizontal section equipped with NaCl windows. The 
catalyst disk was held in position for IR study while the 
gaseous reactants and the inert carrier gas (He) were 
introduced into the cell. Spectra were obtained under flow 
conditions at 1 atm total pressure with a Perkin-Elmer 
Model 457 spectrometer. With the catalyst samples under 
study, we achieved good spectral transmission in the 
frequency range from 2500 to 1800 cm-1.

The N i/A l20 3 catalyst was prepared by adding an 
aqueous solution of N i(N 03)2-6H20  to a slurry of sieved 
Kaiser A120 3U (<41 ¿im) to give a product containing 4.8 
wt % Ni on a dried and reduced basis. An aliquot of this 
powdered sample (100 mg), pressed into a 0.36-mm thick 
disk (using a 1.25-cm die and a pressure of about 5900 psi), 
was converted inside the IR cell to the oxide by heating 
for 1 h at 573 K in flowing helium, and then reduced by 
exposure to 10 H2/90 He (vol % ) for 15 h at 623 K.

All infrared measurements, except when indicated, were 
made at room temperature in the presence of 10 H2/90 He 
(vol %) carrier gas to which we added CO (<2 Torr) and 
H2S (100 ppm). The band intensities reported in these 
studies are semiquantitative, since small peak overlap 
corrections have not been made. Of greatest interest are 
the peak intensity changes for a-CO and /3-CO. In this 
study the molar extinction coefficients (e) for the a- and 
/3-CO stretching frequencies are taken to be equal. 
However, a correlation of IR intensity measurements with 
data obtained from temperature-programmed desorption 
studies6 suggest that e for a-CO may be two to three times 
greater than for /3-CO.

The infrared bands observed during C O /H 2 exposure 
exhibit two strong asymmetric bands assigned to the CO 
stretching vibrations3 at 2085 and 1946 cm-1 of a-CO and 
/3-CO (Figure 1). Exposure of an A120 3 blank to CO did 
not yield any observable IR absorption in the wavelength 
region studied. Of interest to our study was (1) the in­
fluence of progressive surface coverage with sulfur ad- 
species on CO adsorption, and (2), the displacement of 
adsorbed CO from a and /3 sites by exposure to H2S in the 
presence of H2.

Preexposure of Ni/Al20 3 to H ^  had a pronounced effect 
on the subsequent absorption spectrum of CO. In this 
study, the surface was exposed to progressively larger doses 
o f H2S followed by a fixed exposure to C O /H 2. The se­
quence was repeated at progressively higher H2S levels
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WAVENUMBER — cm’1
Figure 1. Infrared spectra of CO adsorbed on Ni/A l20 3 catalyst: (a) 
after exposure to C O -H 2-H e; (b) spectrum a after exposure to H2-He; 
(c) spectrum b after exposure to He.

Figure 2. CO/H2 adsorption on Ni/Al20 3 catalyst exposed to H2S (CO 
exposure =  7.4 X  1CT5 mol).

after removal of CO previously adsorbed in a stream of 10 
H2/90 He (vol %) at 573 K. The results (Figure 2)
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Figure 3. Effect of H2S /H 2 on CO preadsorbed on Ni/A l20 3 catalyst 
(CO exposure =  7.1 X  10-4 mol).

demonstrate that the S adspecies preempt the /3-CO 
binding sites (1946 cm-1). At the same time, the absor­
bance due to the band frequency at 2085 cm-1 grows, 
indicative of new surface sites that can adsorb CO in the 
presence of S adspecies. However, the binding energy of 
the CO adspecies formed is quite low, since a large fraction 
can be desorbed in H2/H e at room temperature.

The displacement of CO adspecies by H2S was studied 
by contacting the catalyst sample with H2S (100 ppm) in 
10 H2/90 He (vol %) carrier gas after it had acquired CO 
saturation coverage (Figure 1, curve a). Preceding the 
exposure to H2S /H 2/He, the sample was flushed in 10 
H2/90 He (vol %) for 1 h at room temperature, which

treatment caused a reduction in the intensity of the a-CO 
band and a frequency shift of a-CO from a wavenumber 
of 2085 to 2075 cm-1 (Figure 1, curve b). The admission 
of H2S causes preferential displacement of (3-CO as 
manifested by the considerable reduction in the intensity 
of the 1946-cm-1 band (Figure 3). However, the band at 
2075 cm-1 exhibits entirely different characteristics on 
admission of H2S; the band intensity goes through a 
maximum. The data suggest that sites vacated by very 
weakly bound a-CO, i.e., the CO admolecules removable 
by pretreatment in H2/H e, become occupied by the CO 
admolecules originally bound in (3-CO sites and displaced 
by the adsorption of H2S. Only after these sites have been 
filled and /3-CO nearly removed does the band at 2075 cm-1 
begin to diminish in intensity.

Our studies show that S adspecies favor high coordi­
nation sites irrespective of the presence or absence of 
adlayers of carbon monoxide and hydrogen. These results 
parallel previous studies7-10 on the interference of S 
adatoms on CO adsorption in the absence of hydrogen.
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