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numerical scheme developed by Rouchon et al.
[25] and successfully used in numerous studies
[20,26-28]'

we

(9c)

(9a)

(9b)
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Presentation of the numerical scheme
To evaluate spatial and time derivatives

have used the following expressions:

aCi _ C{,n - C{,n_1

az - u

c! Ci-I
aCi _ i,n-I - i,n-I

at - 'T

and finally for the stationary phase:

. . u . . .
C~,n = C~,n-I - U'T [(1 + FT~,n-t)C~,n-t

where a and z are the space and time incre­
ments, respectively, n refers to the space loca­
tion and j to time. By defining T, as the ratio of
stationary and mobile phase concentrations
(= qJCJ and by inserting eqns. 9a-c in eqn. 8,
the following scheme is obtained [24]:

Eqn. 10 is easy to solve as it expresses explicitly
the concentration of component i in the mobile
phase for the cell (~) as a function of previously
calculated concentrations.

A numerical analysis of this scheme from
Guiochon and co-workers [24,29,30] has shown
that this algorithm leads to a numerical disper­
sion, and therefore to an artificial H given by

H=U[(1+';ko)u-1]=u(P-1) (11)

where k o is the average value of all the initial
slopes of the components isotherm and P the
Courant number, written as follows [24,30]:

P= (1 + Fko)u

As we have already stated, the replacement of
actual derivatives of the ideal model by finite
differences generates a numerical error at each
calculation step: If time and space increments

NUMERICAL METHOD

into account by the lumped coefficient used by
Guiochon et al. [20], i.e., the apparent dispersion
coefficient. Considering this coefficient, Giddings
[23] has established the following expression:

HL Hu
Di,ap =2t = 2 (7)

o

where to is the retention time of an unretained
molecule, L the length of the column and H the
height equivalent to a theoretical plate.

The accurate numerical resolution of the semi­
ideal model is not straightforward, owing to
intrinsic errors of the numerical method. One
solution, proposed by Guiochon et al. [20], is to
consider an infinite efficiency of the column, i.e.,
an infinite number of theoretical plates, and
therefore a zero axial dispersion coefficient. This
leads to the consideration of the ideal model,
written as follows:

a aeat (Fqi + CJ + u- az' = 0 (8)

The finite difference method has proved to be
a suitable way of solving the ideal model equa­
tion, but it results in chromatographic profiles
affected by a so-called "numerical diffusion",
due to the finite value of the time and space
increments of the discretization. Nevertheless, it
does correlate well with some experimental
curves. This artificial diffusion may be known,
mastered and tuned to stick to the physical
phenomena and the band broadening well ac­
counted for by the semi-ideal model. Therefore,
while trying to solve numerically the ideal
model, a systematic error is made, resulting in
the solution of the semi-ideal model. This meth­
od proved to be very effective in the work of
Guiochon et al. [20].

Finite difference method
In this method, the movement of products,

from their injection to their exit from the
column, is represented by a discrete distribution
of mass on a grid of spatial and temporal
coordinates. Time and spatial derivatives may be
transformed into finite differences using various
algorithms [24]. In this work, we chose a simple
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RESULTS AND DISCUSSION

simplified definition will provide us with a very
convenient tool.

Enrichment factor. This is the ratio between
the .average of the recovered concentrations of
the desired component and the initial concen­
tration of this component:

rz c. dt
E. = /) , (20)

I (t2 - t 1)C;,o

Selectivity. The selectivity characterizes, for a
binary mixture of known composition, the ability
of the stationary phase to induce different migra­
tion velocities for each component, and there­
fore its ability to separate this mixture:

Selectivity
We shall concentrate here on a very interesting

feature of the S.D.M. that departs from the well
known competitive Langmuir model generally
used in reversed-phase chromatography and very
occasionally in ion-exchange adsorption of pro­
teins.

The competitive Langmuir model predicts a
constant selectivity for two components, and
does not account for their concentration influ­
ence or the influence of other components. This
is not the case for the S.D.M., which makes it
possible to obtain a much more realistic value of
the selectivity in the case of ion-exchange chro­
matography. Regnier and Mazsaroff [35] stressed
the opportunity of applying to a certain extent
the S.D.M. in reversed-phase chromatography,
an opportunity less rigorously examined, but
which perhaps in the future will lead to an actual
improvement of the modelling of liquid chroma­
tography equilibria.

From the basic equation of the model (see
eqn. 4), the selectivity is formulated as follows:

(qp fCp) (Kp ) limA2 2 2
a= =-

(qp fCp) «;
1 1 1

(17)

(18)

Definitions
Loading factor [34]. This is the ratio of the

amount of injected component to the saturation
capacity of the column for this considered com­
ponent. It is therefore directly related to the
concentration of the injected component:

the gradient profile does not undergo any de­
formation [7]. No deformation of the gradient
profile assumes that the protein solid-phase con­
centration does not affect the velocity of the
counter-ion concentration to a large extent.

where C;,o is the initial concentration of the
injected component, V;nj the injection volume
and S the column cross-sectional area of the
column. The other parameters (m., Qx' e and L)
have been defined previously.

Recovery yield. This is the ratio of the re­
covered amount of the desired component to the
amount of this component injected at the column
entrance:

where ti n j is the injection time and t1 and t2 the
time limits of the recovery of the considered
component for a given degree of purity that has
been fixed, in the whole study, at a value of 0.98.

Production rate. This is the amount of re­
covered component, at a given purity, per unit
time and per unit column cross-sectional area:

eu f: 2 C; dt cuc. ot. ·Y
P = 1 = " 10) ,

r, t t
c c

where tc is the cycle time. The total cycle time
usually takes into account the time of feed
introduction, the duration of elution and the
duration of a regeneration or washing step if
necessary. To simplify, we shall consider here
that this regeneration duration is small enough to
be neglected. The cycle time will therefore be '
defined as the time between the injection of the
products and the time when traces of the most
retained component have left the column. This
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Fig. 1. Selectivity and competitive adsorption isotherms for a
1:1 binary mixture of proteins. Q x = 11 mM; m p, = 6; m p2 =
4; m A = 1; K p 1 = 3200; K p2 = 640. (a) CA = 20 mM; (b) CA =
30 mM; (c) CA = 40 mM.

inversion as a function of concentrations, when
the parameters are carefully chosen.

Still considering Fig. la, it is seen that the
non-linearity of the isotherms is strongly mark­
ed, especially for protein PI which quickly
reaches its maximum concentration on the
stationary phase. However, this concentration is
not the saturation limit for this protein (Qx =

PI
1.83 mM), which cannot be reached because of
strong competition for the adsorption sites. The
adsorbed PI concentration reaches its maximum
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Eqn. 22 shows that selectivity depends on,
among other things, the concentration of the
adsorbed components PI and P, and on the
counter-ion concentration in the mobile phase.
The theoretical study of such a selectivity, which
includes also the influence of the respective
valency of all the components in the system, will
be very useful in the understanding of the
performances of isocratic or gradient ion-ex­
change chromatography. It should be noted that
Golshan-Shirazi and Guiochon [36] emphasized
that the LeVan-Vermeulen model [37] can also
lead to a very effective selectivity, but this work
was restricted to reversed-phase chromatog­
raphy. First, we shall investigate the influence of
the counter-ion concentration through a particu­
lar situation.

We shall consider two proteins, PI and Pz,
having m p = 6 and m p = 4 as characteristic

1 2

charges, and K p = 3200 and K p = 640 as equilib-
• 1 2

num constant values. These values were chosen
with regard to the experimental work presented
by Whitley et al. [8], where parameters charac­
terizing the S.D.M. were determined. Fig. 1a
shows the competitive adsorption isotherms of
the two proteins, with constant relative concen­
trations chosen as 1:1, and also the evolution of
the selectivity a. These curves are plotted as a
function of the loading factor of the protein Pl'
The maximum loading capacity of the stationary
phase (Q x) is 11 mM (11 mequiv. 1-1), the
counter ion is monovalent and its concentration
is 20 mM.

It can be seen in Fig. 1a that protein PI
saturates the adsorption sites of the support
(Q x = 11/6 = 1.83 mM) faster than does pro-

p!

tein P, (Q x = 2.75 mM), this latter being, in
P2

concentrated solution, more retained than Pl'
Nevertheless, in very dilute solution, the initial
slope of the PI isotherm (88.57, from eqn. 5) is
greater than that of P, (58.56). Therefore, in
linear ion-exchange chromatography, protein PI
is more strongly retained than Pz' but this latter,
owing to its smaller size, will have a higher
saturation limit. The selectivity, below 1 for
dilute solutions, exceeds this value as it increases
with increasing protein concentration. This evo­
lution therefore gives evidence of a selectivity
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are linked to influence the selectivity and this is
one of the main advantages of the S.D.M. in
accounting, even imperfectly, for their interac­
tions. This also emphasizes the difficulty in
establishing general rules about their respective
influence.

Isocratic elution and gradient elution
For ion-exchange chromatography, elution is

termed isocratic when product separation occurs
at a constant counter-ion concentration. When
this counter-ion concentration increases during
the separation, linearly or not, it is termed
gradient elution. Isocratic elution (IE) and gra­
dient elution (GE) are widely used in analytical
chromatography, where numerous theoretical
studies have contributed to a closer understand­
ing of their characteristics. On the other hand,
concerning the preparative mode, very few
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Fig. 4. Gradient elution of a 1:1 binary mixture of proteins in
ion-exchange chromatography. Influence of the loading fac­
tor and the gradient steepness. (a) {3 = 0.025 mM S-I; (b)
{3 = 0.055 mM S-I. Qx = 11 mM; L = 5 em; u = 0.01 em S-I;

e = 0.85; HETP = 50 JLm; mp 1 = 6; m p2 = 4; mA = 1; CA.; = 20
mM; Kp1= 3200; K p2= 640. (1) u.. = 2.61; Llp2 = 1.44; (2)
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t
= 21.6; Llp2= 14.4; (4)

Llp
1

= 30.24; Llp2= 20.16.

1.0

t'
1.5 ~

"Ql

OJ
'"

0.5

2.0a

0.2

0.4

0.8

0.6

loading factors. In other words, the great affinity
of PI for the stationary phase compensates in a
better way for the influence of its high charac­
teristic charge.

In conclusion, we would stress the value of an
accurate study of competitive isotherms in order
to determine the evolution of the selectivity as a
function of the protein load. - This will make
possible a better understanding of the results of a
binary separation and may possibly provide an
effective framework to the choice of good
operating conditions.

As these few comments about the presented
curves have demonstrated numerous parameters

5 10 15 20

Loading factor of Pi (%)

Fig. 3. Selectivity and competitive adsorption isotherms for a
1:1 binary mixture of proteins. Qx = 11 mM; K p1= 8200;
K p2= 148; mA = 1; CA = 30 mM. (a) mp 1 = 6; mp2 = 2; (b)
m p 1 = 6; m p 2 = 3.

1
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Fig. 6. Isocratic elution of a 1:1 binary mixture of proteins in
ion-exchange chromatography. Influence of the loading fac­
tor and the counter-ion concentration. (a) CA = 25 mM; (b)
CA=40 mM. Qx = ll mM; L=5 em; u=O.01 em S-l; e=
0.85; HETP = 50 porn; mp, = 6; m p2= 4; rnA= 1; Kp] = 3200;
Kp2= 640. (1) u-,= 2.16; L/p2 = 1.44; (2) LIp]= 12.96;
L/p2 = 8.64; (3) LIp! = 21.6; L/p2 = 14.4; (4) LIp! = 30.24;
L/p2 = 20.16.

rate and compensates, for a while, the appear­
ance of growing mixing zones. A weak effect, for
PI production rate, of the gradient steepness is
also seen in Fig. 5e, up to the attainment of a
maximum value. In contrast, the Pz production
rate is greatly dependent on the gradient steep­
ness and increases with increasing linear rate of
change of counter-ion concentration at the inlet.

Fig. 6 gives a qualitative illustration of the
influence of the loading factor and the counter­
ion concentration on chromatograms in IE, and
is as relevant as Fig. 4. Fig. 7 shows the same
study as Fig. 5, with the same proteins, but
undergoing IE. As a first overall comment, one
can observe that all the parameters' values in this
instance are, whatever the protein, clearly below
those obtained in GE. This is an effect of the
displacing power of the counter-ion gradient,

b
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the products are retained and have time to
organize themselves in separated bands. This
explains the evolution of the recovery yield for
PI but not for Pz. For the latter, we must
consider the tails of PI peaks that degrade the Pz
yield. Indeed, these tailings-off shorten as the
gradient steepness increases, showing by the way
higher displacing effects of the counter ion (Fig.
4).

Finally, there is an increase in selectivity with
increasing loading factor (Fig. 1), which explains
why the yield of PI shows a maximum for a 10%
loading factor, except for the lowest gradient
steepness (Fig. 5a). Above this value, the selec­
tivity does not increase fast enough to compen­
sate for mixing effects.

The enrichment factor is an important parame­
ter for evaluating the performance of a separa­
tion technique and indicates the evolution of the
average recovered concentration of a component
with respect to the input concentration. The
curves in Fig. 5c and d illustrate the displacing
power of the counter ion, as one can observe, for
both proteins (except for PI at loading factors
greater than 45%), an enrichment factor in
direct proportion to the gradient steepness. In
addition, enrichment of PI increases with the
loading factor, exhibits a maximum at about a
30% loading factor and then drops sharply,
because of the predominance of mixing zones.
We can say, therefore, that the more the column
is loaded, the larger is the added displacing
effect of P, towards PI' so much so that the
mixing zones remain negligible. Pz enrichment
decreases continuously with increasing loading
factor because the tails of PI' although displaced
by Pz and the counter ion, degrade the Pz zone in
proportion to the load, affecting zones where Pz
is the most concentrated. Respecting a fixed high
degree of purity for P, leads to the recovery of
more and more dilute fractions of Pz, explaining
the small values of the enrichment.

The production rate is a useful parameter for
an economic evaluation of the process. In Fig. 5e
and f, the production rate of PI increases to a
maximum for a 25-30% value of the loading
factor. For Pz, it increases and then stabilizes.
Hence, to a certain extent, the injection of
concentrated products increases the production
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SYMBOLS

Initial counter-ion concentration
(kmol m-3

)

Concentration of component i at the
column entrance (kmol m-3)

Concentration of component i in the flow­
ing mobile phase (kmol m-3)

Apparent diffusion coefficient of compon­
ent i (m" S-I)

Axial dispersion coefficient of component
i (m" S-I)

Molecular diffusion coefficient of compon­
ent i in the flowing mobile phase (m2

s-1)
Particle diameter (m)
Enrichment factor of component i
Phase ratio of the column packing

[=(1-e)/c]
Reduced plate height (= H /d p )

Height equivalent to a theoretical plate
(HETP) (m)

Equilibrium constant of component i
Average value of all the initial slopes of

the components' individual isotherms
Capacity factor for component i
Column length (m)
Load factor of component i
Valency of the counter ion
Characteristic charge of the protein i
Molecular mass (g mol ")
Number of theoretical plates (= L/

HETP)
Number of components
Courant number
Production rate of component i

(kmol m-2 S-I)

Maximum loading capacity of the ex­
changer (kmol m-3)

Saturation value of stationary phase con­
centration for component i (= Qx/m;)

Concentration of component i adsorbed
on the stationary phase (calculated per
unit volume of particle skeleton) (kmol
m-3

)

Column cross-sectional area (m")
Time coordinate (s)
Integration limits for eqns. 18-20 (s)
Cycle time (s)

Di,ax

h
H

near to 1, and considering that the retention time
was the essential parameter, one is tempted to
believe that proteins showing similar chromato­
graphic behaviour also have similar ion-exchange
interactions with the stationary phase. One
might therefore have. directed efforts toward
modifying this interaction. In fact, as has been
demonstrated here, this situation resulted from a
coincidence as regards the retention time gov­
erned by two separate parameters, i.e., the
characteristic charge of the protein and its
equilibrium constant, -and this does not invali­
date the ion-exchange process, merely the
operating conditions chosen. Although this situa­
tion has been artificially constructed here, it
serves as a clear example of the new insight
given by this approach.

CONCLUSION

The stoichiometric displacement model is a
first step in the understanding of protein adsorp­
tion mechanisms occurring during an ion-ex­
change process, and it provides a simple tool for
investigating the behaviour of these polymeric
ions. Although it is still restricted by oversim­
plified hypotheses, it remains an interesting
research topic that in the future will undergo,
more or less important modifications of its
theoretical bases.

The work presented here has illustrated the
competitive adsorption of two proteins and has
considered the influence of various relevant
parameters such as the counter-ion concentra­
tion, the loading factor and the saturation value
of the stationary phase concentration for the
protein. The preliminary study of the selectivity
from competitive isotherms has proved to be a
good data source in understanding isocratic or
gradient elution and we have stressed the value
of using gradient elution in the preparative
mode. All these computations were done with a
computer program, written in FORTRAN, and
there is no major problem in extending its use to
mixtures with more than two proteins.

Work is in progress to check experimentally
the validity of the S.D.M., and to provide actual
values of the parameters in our computations.





















26 J.J. Kirkland et al. / J. Chromatogr. 635 (1993) 19-30

higher level of overloading at the localized peak
site on the packing.

Propanol also has been used as a mobile phase
modifier in NP-HPLC with unmodified silicas.
The effect of the amount of 2-propanol modifier
in dichloromethane on the k' of solutes for the
two silicas was closely similar to that found for
methanol. Both silicas showed k' versus percent
modifier plots that were essentially the same
shape as for methanol. However, large plate
height differences were exhibited for the two
silica types with 2-propanol modifier, just as in
the case for methanol in Fig. 8. The type A silica
showed much larger plate heights, and more
random variation in plate height as the concen­
tration of 2-propanol was changed.

Note, however, that use of modifying protic
organic solvents with some unmodified silicas can
result in misshapen peaks for certain solutes.
Fig. 12 compares peaks shapes from three silicas,
using 0.05% methanol as the mobile phase mod-

a 3

ifier. This low level of modifier concentration
was used to accentuate the effect of unfavorable
modifier composition. Note the unusual peak
shapes for two type A-like silicas. Benzanilide
produced a broad, tailing peak with Zorbax-SIL
under these conditions. With the Spherisorb col­
umn, the elution order was reversed for benz­
anilide and phenol, and the latter peak was
broad and tailing (when chromatographed separ­
ately). Similar results were found with 2-prop­
anol as the modifier at low concentrations. Previ­
ous studies also have shown misshapen peaks for
some solutes with an unmodified silica when
methanol and propanol was used as mobile
phase modifiers [5]. This condition apparently is
the result of complex adsorption isotherms that
occur with such systems at low pro tic solvent
modifier concentrations [6]. These and other
studies suggest that protic mobile phase mod­
ifiers should be used cautiously in NP-HPLC
systems with unmodified silicas. For dichlorome­
thane the level of protic modifiers probably
should exceed 0.2% (vIv) for most silicas.

4
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Fig. 12. Potential for misshapen peaks with protic modifiers
for different silicas. Columns: 15 x 0.46 cm I.D.; mobile
phase: 0.05% methanol in dichloromethane; flow-rate: 1.0
ml/min; solutes: 1 = 4 f.Lg toluene, 2 = 0.5 f.Lg benzanilide,
3 = 5 f.Lg phenol, 4 = 38 f.Lg benzyl alcohol. I = impurity.
a = Zorbax-SIL, b = Spherisorb, c = Zorbax Rx-SIL.

Comparison of commercial silicas
Eight commercial unmodified silicas were

compared in terms of retention, selectivity, col­
umn efficiency and peak shape, using a mixture
of polar and basic compounds as model solutes.
Fig. 13 shows chromatograms of this test mixture
for various columns. For this study, a favorable
organic modifier concentration (2% methanol)
was used in the dichloromethane mobile phase,
to minimize potential misshapen-peak problems
such as that discussed for Fig. 12. The chroma­
tograms in Fig. 13 show large differences in the
selectivity of the various silicas. Several peak
inversions are noted for the same operating con­
ditions. Peak shapes for the various test solutes
sometimes were different, and for one column,
sulfanilamide was very strongly retained with a
very broad peak. Fig. 14 compares the retention
(as capacity factor, k') of the various test solutes
for these eight columns under the same operat­
ing conditions. Strong differences in the level of
retention were found, suggesting different sur­
face areas and/or different surface activities. Re­
tention generally seems higher for the silicas that
have type A qualities.
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the factors underlying the extensive peak
broadening that has so far been observed. The
nature of the print molecule clearly affected
these observations. For instance, print molecules
containing two or three strong interaction sites
(proton accepting or hydrogen bonding groups)
towards methacrylic acid gave polymers exhib­
iting higher selectivity, stronger binding and
broader peaks compared to polymers prepared
using print molecules with fewer or weaker
interaction sites (cf. L-PheNHPh versus L-P­
amino-PheNHPh, L-PheOEt versus L-p-amino­
PheOEt and L-PheOEt versus L-PheNHEt) [11].
It was therefore suggested that these results were
due to the strength and molecularity of the
association between the template and MAA
prior to polymerization. This was supported by a
IH NMR and chromatographic study of a titra­
tion of the template L-PheNHPh with MAA [10].
The results showed that multimolecular assem­
blies between MAA and the print molecule
existed in solution prior to polymerization. A
complementarity between the functional groups
at the binding sites and the template thus ap­
pears to play a major role in the molecular
recognition process. Moreover the shape and
rigidity of the template assemblies have been
suggested to affect selectivity [10,12]. By careful­
ly designed template imprinting systems based
on reversible covalent interactions, the impor­
tance of the shape [15] and rigidity [16] of the
template as well as the distance between the
functional groups at the sites [17,18] have been
assessed independently. Thus it was concluded
that all factors affected the template rebinding
selectivity.

Assuming the interactions between MAA and
the print molecule to be electrostatic and hydro­
gen bonding in nature, the properties of the
solvent (porogen) used in the imprinting step in
terms of hydrogen bond capacity and polarity is
likely to influence the strength of the interac­
tions. Since these properties also are important
in the solvation of the growing polymer chains
and thus in the mechanism of pore structure
formation, different porogens may lead to poly­
mers with different morphologies. Likewise,
other ways to promote the formation of template
assemblies such as decreasing the polymerization
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temperature [20] or increasing the concentration
of MAA in the monomer mixture [21] may also
result in polymers with widely different mor­
phologies.

Due to these complications an understanding
of the individual role of the above-mentioned
factors requires a study including a large number
of polymers prepared under different conditions.
Unambiguous relations between chromatograph­
ic performance (selectivity, retention and res­
olution) and polymer morphology on the one
hand, and solubility parameters (hydrogen bond­
ing, polar and dispersive) and polymerization
temperature on the other is expected to give
valuable information about the molecular recog­
nition mechanism. In this study we have made a
complete characterization of a number of im­
printed polymers prepared in presence of
L-PheNHPh as print molecule using various
solvents as porogens. Moreover, thermally
initiated and low-temperature photoinitiated
polymers have been compared. The influence of
functional and structural changes of the polymers
were assessed by introducing variable length
amide-based cross-linking monomers [22]. Final­
ly, methods of inhibiting the specific rebinding
were attempted as a way to gain insight into the
molecular recognition mechanism.

EXPERIMENTAL

General procedures
D- and L-PheNHPh- [10] and the bismeth­

acrylamide monomers [22] were synthesized as
described elsewhere. The methacrylate mono­
mers were obtained from Aldrich. EDMA was
purified by extraction with 10% sodium hydrox­
ide brine and drying over anhydrous magnesium
sulfate followed by distillation. MAA was
purified by drying over anhydrous magnesium
sulfate followed by distillation. The porogens
were all distilled under a positive nitrogen at­
mosphere prior to use and all other reagents
were purified according to standard procedures.
The UV lamp used in the photopolymerizations
was a medium-pressure mercury vapour lamp
(Conrad-Hanovia) of 550Wwith 33 W in the 320­
400 nm interval. Scanning electron micrographs
were obtained at the UCI Electron Microscope
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(ex = k~/k~) and h the reduced plate height from
the number of theoretical plates (n) as h = L/
(dpn) , where L = column length (10 em), d p=
average particle diameter (31.5 JLm) and n =

5.55(t/tI/ 2) 2 (t 1 / 2 is the peak width at half
height). The resolution factor R, [25] and the
asymmetry factor As [26] were obtained graphi­
cally as described elsewhere.

Polymer esterification
Dry polymer, 0.52 g of PI and 0.41 g of PlBL

of the 25-38-JLm grain size fraction, was agitated
in 10 ml dry tetrahydrofuran (THF) in 50-ml
erlenmeyer flasks. Diazomethane, generated
from 11.5 mmol of diazald (Aldrich), was added
as an etheral solution giving a yellow color of the
polymer slurry. The flasks were agitated gently
and after addition they were closed with septa
and opened to atmosphere with a small needle.
After 12 h the color had faded and the addition
was repeated. The yellow color now persisted
and the excess diazomethane was quenched after
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12 h with acetic acid. The polymers were then
washed with excess THF and dried under vac­
uum at 50°C.

RESULTS AND DISCUSSION

Following the procedure shown in Scheme 1, a
number of polymers were prepared by either
photochemical or thermal initiation using
L-PheNHPh as print molecule with solvents of
various polarity and hydrogen bonding capacity
as porogens (Table I). Polymers were also pre­
pared excluding the print molecule (BL) or using
benzylamine (BA) as print molecule. The poly­
mers were then processed as indicated and
subjected to physical characterization or to chro­
matographic evaluation.

Physical appearance, swelling and solvent
uptake

Depending on which porogen was used either
transparent, translucent or opaque polymers

TABLE I

SWELLING AND SOLVENT UPTAKE OF L-PheNHPh IMPRINTED POLYMERS

Polymer" Porogen Density" Swelling' Solvent uptake" Specific swelling'
(g/ml) (mllml) (mil g) (mil g)

Tl MeCN 0.35 1.19 1.12 3.4
TlBL MeCN 0.31 1.19 1.11 3.8
TlBA MeCN 0.38 1.31 1.10 3.4
T2 THF 0.38 1.27 1.11 3.3
P1 MeCN 0.38 1.36 1.00 3.6
PlBL MeCN 0.34 1.31 1.07 3.9
PlBA MeCN 0.36 1.31 1.12 3.6
P1(120°C) MeCN 0.36 1.35 1.03 3.8
P21 THF 0.52 1.84 0.53 3.5
P31 CHCl 3 0.58 2.11 0.10 3.6
P41 C6H 6 0.40 1.55 0.91 3.9
P51 DMF 0.51 1.97 0.38 3.9
P61 CH 2Cl2 0.58 2.01 0.14 3.5
P7 Isopropanol 0.29 1.10 1.14 3.8
P8 HOAc (glacial) 0.40 1.45 0.86 3.6

a The polymers were prepared as described in the experimental section and in Scheme 1 where T represents thermal initiation and
polymerization at 60°C and P photochemical initiation and polymerization at 15°C. P1(120°C) was prepared by treating a
polymer prepared as P1 at 120°C for 24 h before work up. BL indicates a blank polymer prepared in absence of template and
BA a polymer prepared using benzylamine as template.

b Apparent density of 150-250-ILm particles.
c Swelling in acetonitrile given as an average of two measurements with a spread of less than 3%.
d Volume of cyclohexane taken up per gram of polymer given as average of two measurements with a spread of less than 6%.
e Swelling divided by apparent density.
I These polymers appeared transparent.
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TABLE IV

SU RFACE AREA AND PO RE ANALYS IS ON THE IMPR INTED POLYMERS
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Polymer N2 adsorptio n Hg porosimetry

Surf. area Pore Pore Micropore Micropore Pore Surf. area' Pore
(BET)" volume " diameter' volumed surf. area '' volume' (m2/g) diameter !
(m:'/ g) (ml/g) (A) (ml/g) (m' /g) (ml/g) (A)

Tl 317 0.89 118 0.036 85 0.04 1500
TIBL 326 0.89 119 0.051 109
TIBA 276 0.82 123 0.030 67
T2 382 0.73 89 0.054 116
PI 256 0.60 94 0.012 30 0.06 1.5 1500
PIBL 267 0.72 91 0.009 31
PIB A 253 0.66 104 0.011 34
Pl (120°C) 266 0.65 96 0.0 10 33
P2 194 0.24 52 0.006 16
P3 3.5 0.007 91 0.0004 0.9
P4 216 0.43 78 0.005 15
P5 127 0.17 52 0.002 9.7
P6 3.8 0.007 71 0.0003 0.9 0.02 02 1500
P7 49 0.20 121 0.003 9.0 0.74 11 1800
P8 267 0.52 77 0.008 29

° De termi ned using the BET model on a seven-point linear plot.
b BJH cumulative adsor ption pore volume of pores between 17 and 3000 A.
r- BJ H adsorption average pore diamete r (4 · pore volume /surface area) of pores between 17 and 3000 A.
d Based on a I· plot using Hark ins-Jura average thickness.
e Cumulative pore volume and surface area of pores between 1000 A and 10 J.Lm.

! Average pore diameter of pores between 1000 A and 10 J.Lm calculated as 4 · pore volume /surface area .

ing monomer . As see n in Table VI all porogens
have 8 values in the range of either p-MAA,
p -MMA or p- MMA - MA A-EA .

Th e mechanism of pore struc ture form ation in
network polymers has been thoroughly reviewed
[31,32]. A detailed analysis of polymer pore
struc ture for mation in the preparation of highly
cross-linked TRIM was recentl y report ed [27]. It
is particularly interesting to note the influence of
the solvating ability of the porogen on the pore
struc ture formation. Performing the polymeriza­
tion in a good solvent (toluene) favors inte r­
molecular cross-links giving a relatively homoge­
neous network. The phase separation is con­
troll ed by the form at ion of solvent swollen gel
particl es which coagulate to form grains. These
in turn coag ulate to build up the pore system of
the polymer. The links between the grains ap­
pear to be flexible since this type of polymer
shrinks upon drying and swells to the original
volume upon reimm ersion in solvent. A poor

solvent (isooc tane) will promote agglomeration
leading to the formation of dense highly cross­
linked microspheres. The phase sepa rat ion under
these conditions is contro lled by precipitation of
the microspheres giving a relatively open pore
structure where the strong links between the
microspheres produ ce less shrinking and swell­
ing. It should be noted that the number of
residual double bond s in the polymers was about
the same. Therefore , the authors did not att ri­
bute the different swellings to variable levels of
cross-linking.

As seen in Table IV and fro m the structura l
data (Table I) no obv ious correlation exists
between (81 - 82 ) 2 (Ta bles V, VI ) and the poly­
mer morphology in the present study. How ever
in analogy with the TRIM system [27], the
specific swelling (volum e of polymer plus aceto­
nitrile per gram of dry polymer) of the polymers
was constant regardl ess of the dr y sta te morphol­
ogy and volume swelling. In addition, the
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Efficiency of extraction by UV
spectrophotometry

To a 50-ml glass vial with screw-cap and PTFE
wad were added an 0.05% (wIv) solution of
BAK (30 ml), water (3 ml), sodium chloride (6
g) and acetonitrile (12 ml). The tube was shaken
to dissolve the sodium chloride and the layers
allowed to separate. The upper layer (1 ml) was
diluted with water (2 ml) and the resulting
solution submitted to analysis by UV spec­
trophotometry at 262 nm using the original
solution as the standard. The concentration of
BAK in the lower layer was also determined by
UV spectrophotometry without dilution.

The efficiency of extraction of the DBDMAC
was determined by an identical experiment using
a solution of DBDMAC (0.025%, w/v) instead
of BAK.

Efficiency of extraction of total BAK and
individual homologues by HPLC

Samples of BAK (0.01%,' wIv) were submit­
ted to analysis by the sample preparation meth­
ods without and with internal standard and the
relative peak areas compared with the same
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BAK samples at a concentration of 0.1% (w/v)
by direct injection.

RESULTS AND DISCUSSION

Previously reported HPLC methods for BAK
[3,4,6,7] have all used a cyanopropyl-bounded
silica column and acetonitrile-buffer systems.
The solvent system chosen for this study incor­
porating a small proportion of tetrahydrofuran
afforded improved peak shapes for the higher
homologues. The method of Ambrus et al. [6],
which uses a perchlorate counter-ion in the
mobile phase, when used with the work-up
procedure outlined here, results in unacceptable
peak-broadening of the BAK homologue peaks
but the other reported solvent systems have been
found to be compatible.

Two samples of BAK solutions were used in
this study: sample A which contains all six
homologues and sample B which contains only
four (C 10-C 16) . Details of the exact composition
of each were determined and are given in Table
I. Total peak areas for 0.1% (w/v) solutions of
both samples of BAK came within 2% of each

TABLE I

STATISTICAL DATA ON PRECISION OF ASSAY WITH AND WITHOUT INTERNAL STANDARD PERFORMED ON
5 '10-3 % (w/v) BAK

Homologue Sample A Sample B

Mol Concentration R.S.D. (%) Mol Concentration R.S.D. (%)
fraction of of homologue fraction of Concentration
homologue (%, w/v) Without With homologue (%, w/v) Without With

internal internal internal internal
standard standard standard standard

Cs 0.0860 4.30.10- 4 ±2.00 ±1.85
C I O 0.0943 4.71 . 10- 4 ±1.82 ±2.1O 0.0053 0.26.10-4 ±1l.40 ±14.40
CI 2 0.5056 25.28.10- 4 ±1.04 ±0.98 0.4619 23.09.10- 4 ±0.95 ±1.00
C 14 0.1695 8.47.10-4 ±1.84 ±1.40 0.4602 23.01.10-4 ±1.53 ±1.99
C I 6 0.0835 4.22.10- 4 ±2.04 ±2.35 0.0762 3.81.10-4 ±3.70 ±4.47
C I 8 0.0603 3.02 '10-4 ±3.40 ±3.85
Total 1.0000 50.00.10-4 ±1.97 ±2.10 1.0000 50.00 '10-4 ±2.40 ±2.37

Calibration With internal standard: With internal standard:
lines peak area ratio = 2.42· 102 (concn. in %, w/v) peak area ratio = 2.39 .102 (concn. in %, w/v)

- 3.0.10-3 (r = 0.9996, n = 8) + 1.5.10-2 (r = 0.9995, n = 8)

Without internal standard: Without internal standard:
peak area = 5.22· lOs (concn. in %, w/v) peak area = 5.12 . lOs (concn. in %, w/v)

+2.6 '104 (r = 0.9995, n = 8) + 3.5 .104 (r = 0.9998, n = 8)
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analysis of the reaction mixture by a high res­
olution technique would alleviate the problems
concerning selectivity and reproducibility.

In this paper, we describe an advantageous
assay method for PZ-peptidase using high-per­
formance liquid chromatography (HPLC) on a
reversed-phase column to achieve a rapid and
selective separation of substrate and product.
Using this sensitive assay method, PZ-peptidase
activity was discovered in mouse pituitary gland
for the first time. Moreover, we describe some
physico-chemical properties of PZ-peptidase in
mouse brain in order to investigate the real
physiological roles of this enzyme in the central
nervous system (CNS).

EXPERIMENTAL

Materials
PZ-peptide and PZ-Pro-Leu were purchased

from Fluka (Buchs, Switzerland). N-2,4-Dini­
trophenyl-L-phenylalanine (DNP-Phe), cyto­
chrome c, ribonuclease A, myoglobin, a­
chymotrypsinogen A, ovalbumin, bovine
serum albumin (BSA), BSA dimer, phenyl­
methylsulphonyl fluoride (PMSF), iodoacetic
acid (IAA) , N-ethylmaleimide (NEM), p­
chloromercuriphenylsulphonic acid (PCMS) and
pepstatin A were obtained from Sigma (St.
Louis, MO, USA). Soybean trypsin inhibitor,
bacitracin and 1,10-phenanthroline hydrochlor­
ide were obtained from Wako (Osaka, Japan).
Sephacryl S-300 HR was purchased from Phar­
macia (Uppsala, Sweden). Acetonitrile was of
chromatographic grade (Cica-Merck). Other
chemicals and solvents were of analytical-reagent
grade.

Animals
Male ICR mice weighing 20-25 g were pur­

chased from Charles River and housed on a 12-h
light-dark cycle for at least 1 week before the
beginning of all experiments. Food and water
were available ad libitum. All operations were
carried out at 0-4°C unless stated otherwise.
Mice were killed by decapitation. After washing
the whole brain with saline, it was cut into small
pieces and homogenized in nine volumes of 0.32
M sucrose with a glass-PTFE homogenizer. The
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homogenate was centrifuged at 100 000 g for 80
min and the supernatant obtained was used as an
enzyme source.

For the investigation on localization of the
enzyme activity, various brain regions, i.e.,
bulbus olfactorius, pons-medulla, cerebellum,
hypothalamus, hippocampus, cerebral cortex,
striatum, midbrain and pituitary gland, were
dissected on ice. Tissues were homogenized in
nineteen volumes of 0.32 M sucrose with a glass­
PTFE homogenizer. The homogenates were
used as an enzyme source.

Assay for PZ-peptidase activity
The principle of the assay method for PZ­

peptidase activity is based on the spec­
trophotometric measurement at 320 nm of PZ­
Pro-Leu liberated enzymatically from the sub­
strate, PZ-peptide, after separation by HPLC.
The reaction mixture contained 60 mM Tris­
HCI buffer (pH 8.0), 6 mM CaCl z, 240 mM
NaCI, 0.24 mM PZ-peptide and enzyme plus
water in a total reaction volume of 250 JLl.
Incubation was carried out at 37°C and the
reaction was terminated by heating at 95°C for 5
min in boiling water. After addition of DNP-Phe
as an internal standard, the reaction mixture was
centrifuged and the clear supernatant obtained
was evaporated in vacuo using an AS160 Speed­
Vac concentrator (Savant, Farmingdale, MA).
The resulting residue was dissolved into aceto­
nitrile-water (55:45, v Iv) containing 0.1% of
trifluoroacetic acid, and an aliquot of the mixture
was subjected to HPLC analysis. For micro­
assay, the incubation mixture was reduced to a
total volume of 50 JLI instead of 250 JLI and the
volumes of other reagents added were also
reduced to one-fifth. The peak height of PZ-Pro­
Leu was measured and converted into picomoles
from the peak height of DNP-Phe added as an
internal standard. One unit of enzyme activity is
defined as the amount of enzyme required to
convert 1 JLmol of the substrate into the corre­
sponding product in 1 min at 37°C.

Chromatographic conditions
Analysis of the product was performed using a

Japan Spectroscopic HPLC system consisting of
a Model 880-PU pump, 875-UV UV detector
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TABLE III

PTGC RUNS USED TO EVALUATE THE AVERAGE
PERFORMANCE OF THE FOUR CALCULATION
METHODS ON DB-1 AND DB-WAX COLUMNS

Initial temperature, 80 ; length of initial isothermal period, tp

and programming rate, g, are shown.

Column Programmed 80 t, g
run No. (0C) (min) ("C min -1)

DB-1 1 45 0 4
2 45 0 5
3 50 0 2
4 50 0 3
5 60 0 2
6 70 0 2
7 45 6 4
8 50 3 5
9 50 6 3

10 60 6 4
11 70 3 3

DB-WAX 1 45 0 5
2 60 0 6
3 45 6 4
4 50 3 5
5 70 2 6
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methods and of the experimental retention time
on non-polar and polar columns for two pro­
grammed runs, taken as examples. The parame­
ter showing the performance of each method is
the percentage deviation between the ex­
perimental, t~, and calculated, t~, values ex­
pressed as E (%)=100It~-t~l/t~. It is not
possible to report here the E values for all the
compounds of the test mixture obtained with all
the programmed runs used and therefore the
performance of the four calculation methods is
compared by using the E values averaged over
the whole set of programmed runs for each
compound (Table VI) and over all the fourteen
compounds contained in the text mixture for
each programmed run listed in Table III (Table
VII). The average E values for the DB-1 column
are also plotted in Figs. 2 and 3.

The results obtained with the four methods are
comparable. The low values show slight negative
deviations from the experimental values, where­
as high values show smaller but positive devia­
tions. This behaviour, which can be also found in
previously published papers [2,7,9,12] in which

TABLE IV

EXAMPLE OF THE VALUES OBTAINED THROUGH DIFFERENT PROGRAMMES COMPARED WITH THE
EXPERIMENTAL DATA OBTAINED ON THE DB-1 COLUMN

PTGC parameters: initial temperature, 80 = 60°C; initial isothermal period, t, = 6 min; programming rate, g = 4°C min-I.
Identifying numbers in column 1 refer to Table I.

Compound" Experimental Said A Said B Trapezoid Simpson
tR (min)

tR (min) E(%) tR (min) E (%) tR (min) E (%) tR (min) E (%)

1 4.279 4.230 1.15 4.230 1.15 4.230 1.15 4.230 1.15
2 4.430 4.378 1.18 4.378 1.18 4.378 1.18 4.378 1.18
3 5.048 4.988 1.19 4.988 1.19 4.988 1.19 4.988 1.19
4 6.436 6.364 1.11 6.366 1.09 6.362 1.14 6.375 0.95
5 8.344 8.322 0.27 8.331 0.15 8.337 0.08 8.325 0.23
6 8.897 8.889 0.09 8.899 0.02 8.912 0.17 8.925 0.31
7 10.418 10.446 0.26 10.462 0.42 10.462 0.43 10.475 0.55
8 10.571 10.615 0.41 10.629 0.55 10.612 0.39 10.625 0.51
9 10.915 10.934 0.17 10.961 0.42 10.987 0.66 10.975 0.55

10 11.003 11.029 0.23 11.056 0.48 11.062 0.54 11.075 0.65
11 11.598 11.649 0.44 11.673 0.65 11.687 0.77 11.675 0.66
12 11.732 11.782 0.43 11.811 0.67 11.812 0.69 11.825 0.79
13 12.036 12.089 0.44 12.121 0.71 12.112 0.64 12.125 0.74
14 12.220 12.273 0.43 12.308 0.72 12.312 0.76 12.325 0.86

Q See Table I.
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errors smaller than 3%. The scatter of the data
does not depend on the type of programmed
runs, as no systematic difference connected to
the initial temperature, programming rate, etc.,
is shown by Table VII and Fig. 2. Table VI and
Fig. 3, on the other hand, show that early-eluting
compounds have a greater influence on the
average E values, as affected by a greater uncer­
tainty, probably because the measurement of
short t R comparable to the gas hold-up time is
difficult and therefore both the isothermal data
used to input the program and the PTGC data
measured experimentally are less accurate. This
is confirmed by Fig. 4, showing the ,2 values
obtained with the equation

[~ (t~ -~)(t~ _~)]2

~ (t~ _t~)2 ~ (t~ _t~)2

where t~ and t~· are the calculated and exper­
imental retention times averaged over the eleven
temperature-programmed runs. The value of
,2 is a measure of the best fit between the
experimental and calculated values and should
be equal to unity for a perfect fit of the values.
The results found for the four calculation meth­
ods are better than 0.9995 for the compounds
eluted after nitrobenzene with gross retention
times t R at the highest isothermal temperature
greater than 1.5 and 3 min on the non-polar and
polar column, respectively (see Table II). The

N...

results for nitrobenzene and early-eluting peaks
show a lower precision, but ,2 values greater
than 0.997 indicate a precision high enough for
practical purposes.

The computation time necessary to obtain the
results with the four programming methods,
after the input of the data, was calculated by
taking into account the average time required to
obtain the calculated retention time of one of the
compounds for a given programmed run. This
procedure requires 4.6.10-3 s with the Said A,
0.22 s with the Said B, 0.20 s with the trapezoid
and 0.13 s with the Simpson method. All these
times are so short with respect of the keyboard
input time that the use of any of the methods is
equivalent from the practical point of view. The
complexity and length of the BASIC programs
for the four methods are similar.

The Said A method, owing to the simplifica­
tion due to the choice of a default x value, is
more rapid if operated on a personal computer
and can also be applied with a simple calculating
machine, as it does not require iterative proce­
dures. The iterative methods, moreover, are
subject to appreciable fluctuations in the predic­
tion of the early-eluting peaks, as they are more
influenced by possible errors in the measurement
of short retention times during isothermal runs. at
high temperature.

The application of the Said B method, i.e., the
iterative calculation of the intermediate con­
stants, may fail to give the tR values in a
reasonable computation time if a double preci­
sion calculation (with sixteen decimal places) is
carried out, because the speed of convergence of
the calculation may be too small at this degree of
precision. If, by means of a proper adjustment of
the program, the convergence was required only
to the tenth decimal place, all our experimental
data correctly permitted the PTGC t R to be
calculated. This means that, by working with
single precision (seven decimal places), conver­
gence of the calculation to the exact values is
obtained.

The prediction of programmed-temperature
retention data gives comparable accuracies on

CONCLUSIONS

0.9971.--1--_---''--__-'--__-'-__-'-_-'
4 7 10 13

Compounds

Fig. 4. Values of r 2 as a function of the fourteen compounds
in Table I, calculated with the following methods: 0 = Said
A; • = Said B; 0 = trapezoid; Li. = Simpson.
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atenolol, metoprolol and oxprenolol and the
results compared with those obtained for pro­
pranolol.

MODEL

The proposed mathematical model has been
fully described in an earlier paper [16]. However
it is important, in the context of this study to
reiterate the key features.

The model is intended to cover the more
simple situations where a freely soluble analyte
interacts with a single chiral selector:

ILl
A~

where IL} is the electrophoretic mobility of the
analyte in free solution, JLz is the electrophoretic
mobility of the analyte-chiral selector complex
and K} and Kz are equilibrium constants. A and
B are a pair of enantiomers which have the same
electrophoretic mobility in free solution. They
interact with a chiral selector C dissolved in the
buffer to form the complexes AC and BC, which
are assumed to have the same electrophoretic
mobility. If the two enantiomers have different
affinities for the chiral selector, i.e. K} and Kz
are different, and the electrophoretic mobilities
of the free and complexed enantiomers are
different, then chiral resolution is possible. If the
exchange of A between the free and bound
forms is very rapid then the apparent electro­
phoretic mobility of A will be a function of the
proportion of the time A is free and the propor­
tion it is complexed, i.e.,

_ [A] [AC]
ILa = ([A] + [AC]) IL} + ([A] + [AC]) JLz (1)

Eqn. 1 and a similar expression which describes
the apparent electrophoretic mobility of B can
be manipulated to produce an equation which
describes the difference between the apparent
electrophoretic mobilities of A and B, i.e.,

.:l _ [C](IL} - JLz)(Kz - K})
ILapparent - 1 + [C](K} + Kz) + K}Kz[C]z (2)

Eqn. 2 is important as it is the difference in
apparent electrophoretic mobilities which gov­
erns the separation between the two enantio­
mers.

The optimum concentration (c) of chiral selec­
tor is the one which maximises the apparent
mobility difference and it can be found from
eqn. 2 by the use of differential calculus. It
occurs when

(3)

It can be shown that in addition to the non useful
solutions the condition in eqn. 3 is satisfied
when:

1
c=-= (4)

yK}KZ

This is an important result because it predicts
that no single chiral selector concentration will
be ideal for all separations and that the optimum
chiral selector concentration will vary from case
to case according to the affinity of the analyte for
the chiral selector.

BACKGROUND

The model presented predicts that there will
be an optimum concentration of chiral selector
and that the concentration will depend inversely
upon the affinity of the analyte for the chiral
selector. It was decided to check this by using
the same chiral selector with a range of chiral
analytes. The f3-blockers atenolol, oxprenolol
and metoprolol (Fig. 1) were selected on the
basis of the successful results obtained in earlier
work with propranolol which has been included
as a comparison. The chiral selector chosen was
"methyl"-f3-cyclodextrin (MeBCD).

Unfortunately for these systems the values of
the equilibrium constants, K] and K z are not
available. Cyclodextrins are believed to act as
chiral selectors via inclusion of enantiomers into
their hydrophobic cavity. For a series of closely
related analytes such as the f3-blockers it seems
reasonable to assume that the size of the equilib­
rium constants will be related to the hydropho­
bicities of the analytes. In this case we would
expect the values of the equilibrium constants to
correlate with the values of the widely used
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(5)

EXPERIMENTAL

lL
fJ-eph + fJ-eo = Vt

Work was carried out on a PACE 2100 system
(Beckman Instruments, High Wycombe, UK).
Using a fused-silica capillary (Beckman) with an
internal diameter of 75 fJ-m, a total length of 57
cm and a length of 50 ern from inlet to detector.
Samples were loaded by a two-second pressure
injection and separated at 25°C using a voltage
of 20 kYo Data was recorded at 200 nm using a
2-Hz collection rate. Viscosity was measured
using a Bohlin VOR rheometer (Huntingdon,
UK). Propranolol and atenolol were manufac­
tured at ICI Pharmaceuticals (Macclesfield, UK)
and metoprolol and oxprenolol were obtained
from Sigma (Poole, UK). Samples of the
,B-blockers were dissolved in water at 0.01 mg
ml- I except for propranolol which was at 0.05
mg ml" I. MeBCD was a gift from Wacker
Chemicals (Halifax, UK) and had the 2,3- and
6-hydroxy groups substituted by methoxy with an
average degree of substitution of 1.8. Stock
solution of lithium phosphate was prepared by
adjusting a 50 mM solution of lithium hydroxide
(FSA, Loughborough, UK) to pH 3.0 with
orthophosphoric acid (BDH, Poole, UK).

The MeBCD solutions used were all 40 mM in
lithium phosphate and were prepared by mixing
in the appropriate proportions the following
stock solutions: 50 mM lithium phosphate at pH
3.0; 370 mM MeBCD in water; and water. The
ten solutions prepared ranged from 0 mM to 74
mM MeBCD and were degassed ultrasonically
and filtered through a 0.2 fJ-m filter.

Apparent electrophoretic mobilities were de­
termined by using eqn. 5

at:enolol

R

oxprenolol

0 ..........

R

propranolol

metoprolol

R =

Fig. 1. The l3-blockers propranolol, atenolol, metoprolol,
and oxprenolol.

hydrophobicity measure, log P (octanol-water
partition coefficient).

On the basis of the data in Table I it is to be
expected that of the ,B-blockers, propranolol will
have the greatest tendency to include into
MeBCD and hence have the largest values of K 1

and K 2 • Conversely atenolol should have the
least tendency to include and so the smallest
values of K 1 and K 2 • From this analysis it follows
that the optimum concentration of MeBCD will
be least for propranolol and greatest for atenolol
and will be intermediate for the other two
molecules.

TABLE I

HYDROPHOBICITY OF DIFFERENT I3-BLOCKERS
[18]

I3-Blocker Log P

Atenolol 0.23
Metoprolol 2.15
Oxprenolol 2.18
Propranolol 3.65

where 1 is the length to the detector, L is the
total capillary length, V is the operating voltage,
t is the migration time and fJ-eph and fJ-eo are the
electrophoretic and electroosmotic mobilities.
The electroosmotic mobility was found to be less
than 0.04 .10-4 cm2 IV· s and was therefore
ignored in the calculations. Duplicate injections
of the ,B-blockers were made at each of the
MeBCD concentrations and the average mobility
values used. The reproducibility between the
duplicates was typically 3% or less.
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CONCLUSIONS

MeBCD is that expected from the background
discussion with compounds which are most hy­
drophobic (highest log P) requiring the least
cyclodextrin. The exception to this general pat­
tern is that of oxprenolol. The affinity of ox­
prenolol for MeBCD is similar to that of atenolol
and is lower than expected. This may well be due
to a shape factor with the 2-substituted ox­
prenolol fitting less well into the MeBCD cavity
than the 4-substituted atenolol and metoprolol.
Another interesting feature is that the degree of
separation of the enantiomers at the optimum
MeBCD concentration is different for the differ­
ent ,B-blockers. The order of maximum separa­
tion is: propranolol> atenolol > oxprenolol >
metoprolol with the maximum separation of the
propranolol enantiomers being approximately
three times greater than the maximum separa­
tion of the metoprolol enantiomers. This indi­
cates that the percentage difference between the
equilibrium constants K1 and K 2 is much smaller
for metoprolol than for propranolol. This means
that for metoprolol the Rand S forms interact
with MeBCD to very similar extents, whereas for
propranolol the differences are larger. The
reason for this is unknown.

Chiral separation of the enantiomers of
,B-blockers using MeBCD has been successfully
explained by the use of a mathematical model,
which correctly predicts an optimum MeBCD
concentration. The size of the optimum MeBCD
concentration correlates reasonably well with the
log P value of the ,B-blocker although factors
such as molecular shape are also very important.

8020 40 60
Cyclodextrin ccncentnllion (mM)

.
ft:r-··,;··~~~·~·-~--·-·-·-·----

.~-._---E}. _

o~o-----=-=----- ---..J

0.01

tained is in close agreement with the value from
the ratio of the absolute viscosities obtained
using a rheometer. For example, the buffers­
containing 75 mM MeBCD and 0 mM MeBCD
had relative viscosities of 1.32 by the current
method, in comparison to a value of 1.34 ob­
tained by rheology.

Fig. 3 shows the separations of oxprenolol
enantiomers obtained at five of the MeBCD
concentrations. The results follow the same
pattern as that seen for atenolol and are those
expected from the model proposed, with the
separation increasing to a maximum at around 37
mM MeBCD before declining at higher MeBCD
concentrations. The efficiency was again found
to be independent of the MeBCD concentration.

The measured apparent electrophoretic
mobility differences between the enantiomers as
a function of MeBCD concentration are shown
for each of the ,B-blockers in Fig. 4. The figure
shows a number of interesting features. The
general shape of the curves is the same as that
expected from the theory (see ref. 16) and this
therefore lends great support to the model pro­
posed. The optimum separation occurs at differ­
ent MeBCD concentrations for the different
,B-blockers, with the lowest concentration being
required for propranolol and the highest for
atenolol. The correlation between the log P of
the ,B-blocker and the optimum concentration of

Fig. 4. Experimentally determined apparent mobility differ­
ence (10- 4 ern"IV· s) for the different J3-blockers at different
MeBCD concentrations. 0 = Propranolol; • = atenolol; • =
metoprolol; 0 = oxprenolol.

1 S. FanaIi, J. Chromatogr., 474 (1989) 441.
2 S. FanaIi, J. Chromatogr., 545 (1991) 437.
3 G. Persson, S. Palmarsdottir, A. Walhagen and L.E.
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ABSTRACT

.
In ores

Capillary zone electrophoresis (CZE) with on-column UV detection at 214 nm was used to detect and determine gold(I) and
silver(I) cyanide complexes in alkaline cyanide solution. Under an applied voltage of 25 kV, dicyanoaurate(I) and dicyanoargen­
tate(I) were separated in less than 6 min. Carbonate buffer was used and the separation of both anions was achieved using an
anodic injection and cathodic detection scheme. The method was applied to the determination of gold and silver cyanide in ore
samples. Quantitative analysis was possible and good agreement between CZE and atomic absorption spectrometric results was
obtained.

INTRODUCTION

The recovery of gold and silver from ores is
accomplished almost exclusively by cyanidation,
which involves leaching of the crushed ore with
an alkaline solution of sodium or potassium
cyanide. In this process, precious metals and a
number of base metals are converted into their
soluble cyano complexes.

For many years, the determination of precious
metals in ores has been accomplished by a wide
variety of analytical methods, e.g., flame and
electrothermal atomic absorption spectrometry
[1,2], inductively coupled plasma atomic emis­
sion spectrometry [3], X-ray fluorescence [4] and
neutron activation analysis [5]. The main dis­
advantages of these methods are their inability to
differentiate between oxidation states of the
same element, the occurrence of spectral inter­
ferences, the complexity of preparation of sam­
ples and the insufficient sensitivity.

Chromatographic techniques, however, do not

* Corresponding author.

suffer from most of these disadvantages. For this
reason some methods, which involve the conver­
sion of precious metals into their anionic chioro
or cyano complexes, have been developed either
using ion chromatography [6,7] or reversed­
phase ion-interaction chromatography [8-10]
with conductimetric or spectrophotometric de­
tection.

An important factor in assessing the suitability
of a method for monitoring the concentration of
precious metals in the leach solution, which
typically consists of a mixture of cyanide com­
plexes in excess of cyanide, is the separation
between the base metals and the precious met­
als. This separation is achieved for the gold(I)
cyano complex by using the mentioned chro­
matographic techniques, but some problems
arise in the determination of the silver(I) com­
plex [8].

An alternative approach to this problem is to
use capillary zone electrophoresis (CZE), in
which a narrow band of the sample is introduced
into a capillary and subjected to electrokinetic
separation. Previous results indicated that CZE
is a powerful tool for the separation of many

0021-9673/93/$06.00 © 1993 Elsevier Science Publishers B.Y. All rights reserved
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Substituting from eqn. 4 and setting d(ln p/Po)/
dv =0,

Differentiating, we get

d(ln :J d(M U
) dc

--~-=K'c---+K'Mu-
dv dv dv

dc d(10u (B - D V»

K'Mu
- = - K'c ----'--,------'-
dv dv

= 2.303DaK'c(lOu(B - D v »

(11)

(12)

USA). The detector lag estimation analyses were
carried out on the DRI signals 'from narrow­
MWD PEa samples of molecular mass less than
100000. The vpeak LS for each sample was
evaluated from the 90° LS detector signal. The
resulting mean value of the detector lag was then
used in subsequent molecular mass calculations
with the GPC-LS data.

RESULTS AND DISCUSSION

(13)

Thus the elution slice on the concentration curve
corresponding to d(ln p/Po)/dv = 0 is given by:

1 dcc' dv = 2.303Da

The detector lag can then be evaluated in a
method similar to that mentioned in the Light
scattering detector section. However, in this anal­
ysis, the constant a needs to be pre-determined
in order to carry out the calculations. One could
either use a polymer sample for which a is
available in the literature, or use narrow stan­
dards of the polymer to determine a from
intrinsic viscosity experiments.

EXPERIMENTAL

Experiments were carried out on the DAWN-F
(Wyatt Technologies, Santa Barbara, CA, USA)
MALLS detector (A = 6328 A) coupled to a 150­
C (Waters, Milford, MA, USA) GPC system.
The chromatography was carried out using a
combination of Waters Ultrahydrogel 500 and
2000 columns, with a guard column, at 25°C. The
mobile phase was water (containing 0.02% NaN 3

as a bacteriostat) with a flow-rate of 0.92 mIl
min. The analyses were performed using LOTUS
1-2-3 (Lotus, Cambridge, MA, USA) and the
ASTRA program provided with the DAWN-F.
Curve fitting was carried out with MICROSOFT
EXCEL (Microsoft, Redmond, WA, USA).
Polymers utilized in the studies were narrow­
MWD polyethylene oxide (PEa) standards,
molecular masses ranging approximately from
50000 to 900000 (Toyo Soda, Japan), and a
broad-MWD PEa sample, nominal molecular
mass 200000 (Polysciences, Warrington, PA,

The analyses on the low-molecular-mass poly­
mer samples yielded an estimated detector lag of
0.124 ± 0.009 ml. The elution behavior of a
number of different PEa samples was then
obtained using the mean value of the detector
lag in the molecular mass calculations. The
elution behavior, thus obtained, for the broad­
and narrow-MWD PEa samples overlapped, as
they should. Fig. 1 shows the data for the elution
dependence of the broad-MWD sample.

As pointed out elsewhere [2], the slope of the
elution curve is sensitive to the inter-detector
lag. Too high a value of detector lag leads to an
artificially flat elution curve, while too low a
value leads to too steep a curve. (This is espe­
cially noticeable for narrow-MWD samples,
since changing the value of the detector lag leads
to significant changes in the polymer concen­
tration assigned to any elution slice. Calculations

6.5

'i
8

t
5.5

j 4.5

4

3.5
12 13.5 15 16.5 18 19.5 21

Elution volume(mI)

Fig. 1. Data showing elution behavior of broad-MWD PEO
sample calculated from GPC-LS data with the detector lag
value obtained by this method (rough line) and reference
elution curve from traditional peak calibration method using
narrow-MWD PEO samples (smooth line). The reference
elution curve is extrapolated for clarity (dashed line).
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for broad-MWD samples are generally less sus­
ceptible to this problem since their concentration
chromatograms are spread out.) Therefore, we
can use the slope of the elution curve as the
parameter to ascertain the accuracy of our meth­
od. For this purpose, the absolute reference
elution curve was obtained from a traditional
GPC peak calibration method using only the
DRI detector with narrow-MWD standards (of
the same polymer as the samples used for the
analysis). Shown in Fig. 1 is the elution depen­
dence (linear over the evaluation range) corre­
sponding to such a GPC peak calibration method
using the narrow-MWD PEa standards. Exami­
nation of Fig. 1 shows that the elution curve
obtained by using the estimated detector lag
correlates well with the peak calibration data.
Since the detector lag obtained by our analysis
yields (from the GPC-LS data) an elution curve
for a polymer-column combination that agrees
with the reference curve, the value of the lag
must be correct.

The methods described by Balke et al. [4] and
Kuo et al. [5] determine the inter-detector lag
(for GPC-LS and GPC-DV systems, respective­
ly) by comparison with reference data obtained
from calibration with narrow-MWD standards.
In a sense, the philosophical underpinnings of
our one-step method (i.e. utilizing the slope from
a reference curve directly for the calculation of
the inter-detector lag) are similar to these meth­
ods, the major difference being that they obtain
the inter-detector lag through an empirical ap­
proach, while we use an analytical one. On the
other hand, our iterative method, though not as
simple, obviates the necessity of the reference
data for obtaining the inter-detector lag.

Some points should be noted here: (1) It is
easier to carry out the lag estimation with
reasonably narrow-MWD samples since they
provide high del du values. However, broad-dis­
tribution samples are also utilizable, as long as
the peak slices can be easily identified. If the
iterative procedure is being followed, the inter­
mediate estimates of D (from the sample data)
must be evaluated carefully since the data range
is small. (2) The calculation for the offset of the
two peaks are carried out on the concentration
curve. Generally concentration detectors have a
less noisy signal than molecular-mass-sensitive

A.D. Sagar et al. / J. Chromatogr. 635 (1993) 132-136

detectors since the former are not affected by
very small concentrations of large contaminants
(mainly dust). Still, the calculations of the frac­
tional slope must be accurate, since the accuracy
of the method directly depends on this quantity.
(3) If we use the D value from a previous
iteration in the next iteration of the analysis, the
effects of column dispersion do not bias our
values. This is consistent with the fact that one
cannot expect the detector lag to be a function of
the column efficiency. (4) Since the method
described here utilizes GPC columns in-line,
both the concentration- and molecular-mass-de­
pendent signals have lower noise by virtue of the
columns eliminating most extraneous scatterers
in the flow field (particularly important for
aqueous systems) as well as suppressing the
pressure fluctuations due to the pump. (5) This
analysis assumes the elution curve to be linear
over the elution volume range under considera­
tion. Generally, this should hold, especially for
narrow-MWD samples, but if this linearity
condition does not hold, the analysis would need
to be modified if it is to be utilized.
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ABSTRACT

The optimum column liquid chromatographic separation of mexiletine and one of its possible impurities is only achievable using
alkaline mobile phases. Conventional silica-based reversed phases, however, are subject to considerable stability problems under
these alkaline conditions, disqualifying most HPLC columns from routine use. An Asahipak ODP-50 column containing a new
polymeric phase with a separation efficiency similar to that of silica-based reversed phases was used to develop an HPLC method
for mexiletine that is unaffected by stability problems. The stability of the stationary phase was verified in long-term tests and the
suitability of the method for assaying mexiletine in film-coated tablets was demonstrated by determining the selectivity, linearity,
accuracy and precision.

INTRODUCTION

Mexiletine [1-(1,6-dimethylphenoxy)-2-amino­
propane] is an antiarrhythmic drug used in the
treatment of acute and chronic ventricular ar­
rhythmias [1-3]. A variety of gas and column
liquid chromatographic techniques for assaying
mexiletine, especially in plasma, have been de­
scribed [4-8]. HPLC methods employ exclusive­
ly silica-based reversed stationary phases and
mobile phases with added modifiers in order to
improve the peak symmetry of the basic sub­
stance mexiletine (pKa = 9.0). The problems of
analysing basic substances by HPLC on silica­
based reversed-phase columns are well docu­
mented [9-12]. Low efficiency, tailing peaks,
irreversible adsorption and stability problems
with the stationary phase are typical symptoms

that can be mitigated by mobile phase buffering
and/or by the addition of modifiers such as
EDTA or triethylamine or by the addition of
ion-pair forming agents, e.g., heptanesulphonic
acid.

The development and optimization of such
HPLC methods are generally difficult and re­
quire close monitoring of several parameters
such as the influence of additive concentrations
on the mobile phase. Furthermore, optimum
separation by hydrophobic interactions of the
neutral solutes with the stationary phase is only
achieved when the pH of the mobile phase is at
least 2 units above the pKa of the basic substance
to be analysed. In practice, this means that for
basic drug substances with pKa values around 9,
an eluent pH above 11 should be used. This
generally gives rise to severe stability problems

0021-9673/93/$06.00 © 1993 Elsevier Science Publishers B.Y. All rights reserved
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TABLE IV

INFLUENCE OF THE MATRIX ON THE REPRODUCI­
BILITY OF THE METHOD

No. of injections, n = 120.

159

H. Voss for the statistical evaluation of the data.
Thanks are also due to Hewlett-Packard for
donating the Asahipak ODP-50 LC columns.
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The results of long-term testing demonstrate
that the Asahipak ODP-50 columns are free
from stability problems even when using mobile
phases with a pH above 10. Asahipak ODP-50 is
therefore superior to conventional silica-based
reversed-phase columns when using alkaline
mobile phases. Because of its good separation
efficiency, Asahipak ODP-50 is suitable for
further applications, particularly the determina­
tion of substances with basic groups, as the
selectivity range in the alkaline environment can
be considerably extended for"such substances.

Substance

Test solution
(mexiletine)

I

CONCLUSIONS

Integrator units

A min = 639456
A m ax = 716231
R.S.D. = 1.1%

A min = 891599
A max = 921527
R.S.D. = 0.5%

Retention time (min)

tm in = 8.6
tm ax = 8.8
R.S.D. = 1.1%

tmin = 11.7
t m ax = 12.3
R.S.D. = 1.2%
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ABSTRACT

Data are presented suggesting the presence of the aromatic amine benzidine as a combined impurity in the regulated color
additive FD&C Yellow No.5. The benzidine exists as an azo-dye constituent that forms from free benzidine impurities introduced
during the manufacture of the color additive. The presence of combined benzidine is ascertained by sodium dithionite reduction
of the azo bonds in the commercial color additive. The resulting reduction products are extracted with chloroform, and the
liberated benzidine is determined by high-performance liquid chromatography (HPLC). The levels of benzidine determined by
HPLC exceed those levels of benzidine accounted for by direct determination of free aromatic amines in the unreduced color.

INTRODUCTION

FD&C Yellow No. 5 is a color additive ap­
proved for use in the United States in foods,
drugs and cosmetics, and is subject to batch
certification by the US Food and Drug Adminis­
tration [1]. Regulations limiting the levels of
chemical impurities allowed in this color additive
were revised. The revised specifications restrict
the allowed levels for several aromatic amines,
including a limit of 1 ppb (w/w) for benzidine as
the free amine [2].

Benzidine that occurs as a contaminant in
FD&C Yellow No.5 probably originates as an

• Corresponding author.

impurity in the sulfanilic acid intermediate used
to manufacture the color additive [3]. Any ben­
zidine present in the sulfanilic acid starting
material may also be diazotized and coupled
during manufacture, leading to potential con­
tamination of the color additive by combined
benzidine in the form of subsidiary dyes (Fig. 1).
When azo dyes are ingested, reduction occurs in
the intestine, resulting in cleavage of the azo
bond and possible liberation of free aromatic
amines.

A method [4,5] has been reported for de­
termining residue levels of unsulfonated (free)
aromatic amines in color additives, including
FD&C Yellow No.5. In the method, the amines
are first extracted from an aqueous, alkaline
solution of the color, and then they are diazo-
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